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1. Introduction

Certain connectionist models used for parallel constraint satisfaction are based on the minimization of quadratic energy functions \(^1\) [1],[2], [3], [4]. Energy minimization connectionist models are massively parallel architectures that are composed of a network of simple processing units, each connected to a subset of the others. Typically each unit asynchronously computes the gradient of the energy function and adjusts its activation value, so that energy decreases monotonically. The network eventually reaches either a local or a global minimum and settles in an equilibrium. (Some models use stochastic techniques to escape from local minima [3], [5]). It has been first demonstrated by Hopfield and Tank [6], that certain complex problems can be approximated by this kind of networks. Since then, energy minimization models were used by several researchers in the area of connectionist reasoning and knowledge representation. For examples see: a restricted form of unit resolution [7], a production system [8], a semantic network [9].

The problem of satisfiability in propositional calculus is to decide whether there exists a truth assignment (a model) for the variables of a given propositional well formed formula (WFF), such that the formula is evaluated to be true. In many cases it is not enough just to decide whether a WFF is satisfiable or not. A truth assignment that satisfies is also desired. Many hard problems may be stated as satisfiability problems of appropriate WFFs. It is well known that any of the \(\text{NP}\) problems can be mapped to the problem of finding what truth assignments satisfy a certain WFF. In the area of AI for example, logic is used as a compact way to represent knowledge, and inference mechanisms are used to draw conclusions from this knowledge. Inferring what \(\text{must}\) be the truth values of the atomic propositions for a knowledge base to be consistent let one further decide whether novel, compound WFFs logically follow from the knowledge base or contradict it.

This report shows that the satisfiability problem in propositional calculus is equivalent to the problem of finding global minima for a "quadratic binary" function. The equivalence between these two problems means that in order to decide whether a WFF is satisfiable and to find a truth assignment that satisfies it, we can find global minima to some "quadratic binary " function such that the values of the variables of this function when the minimum is reached can be translated to truth values that satisfy the original

\(^1\) "Quadratic energy functions" are quadratic functions that admit binary-valued arguments and return a real number.
that the values of the variables of this function when the minimum is reached can be translated to truth values that satisfy the original WFF. Also, any quadratic binary function minimization problem may be described as an equivalent satisfiable WFF that is satisfied for the same truth assignments that causes the function to reach this minima.

There is a direct translation from quadratic energy functions into connectionist energy minimization networks and vice versa. Variables map into units, coefficients of quadratic terms into weights and coefficients of one-variable terms into thresholds. Thus, the equivalence shown in this report is important both to the application of logic reasoning on massively parallel architectures and to the understanding of the limitations and capabilities of these networks.

We will conclude that

1. Propositional logic can be represented efficiently by energy minimization connectionist networks and thus may give us a fast parallel implementation of a propositional inference engine. Small incremental updates to the knowledge base is done by small changes to the connectionist network and without the need for re-calculating the network.

2. High order connectionist models may be defined to minimize high order functions. There is a tradeoff between the size of the network and the order of the model we implement. Any WFF or any boolean function can be implemented in $n$-order model without any hidden units, but extra units are needed to implement the same WFF (or function) using a quadratic model.

3. All that can be expressed in propositional logic and nothing more can also be expressed in energy minimization networks.

In the following sections an algorithm is described for converting a propositional WFF into a possibly high order energy function. Then a constructive proof is given to show that high order energy functions are equivalent to quadratic energy functions with hidden variables, and that any quadratic energy function with hidden variables can be transformed into a higher order energy function with no hidden variables. This higher order energy function is then shown to be equivalent to some satisfiable WFF. An algorithm is given for converting a propositional WFF into a quadratic
energy function with number of hidden variables ("hidden units" in connectionist terminology) linear in the length of the WFF. Complexity issues are discussed throughout the report.
2. Logic and energy functions

2.1. Propositional calculus

Definition 2.1 Propositional Well Formed Formula (WFF)

A propositional WFF over a set $V$ of variable symbols (Atomic propositions) is defined recursively as follows:

Let $\varphi$ a string of symbols, then $\varphi$ is WFF if $\varphi$ is either:

- $\varphi = x_i$ and $x_i$ is a variable symbol in $V$
- $\varphi = (\varphi_1 \lor \varphi_2)$ and $\varphi_1$ and $\varphi_2$ are WFFs
- $\varphi = (\varphi_1 \land \varphi_2)$ and $\varphi_1$ and $\varphi_2$ are WFFs
- $\varphi = (\neg \varphi_1)$ and $\varphi_1$ is a WFF
- $\varphi = (\varphi_1 \rightarrow \varphi_2)$ and $\varphi_1$ and $\varphi_2$ are WFFs

Nothing else is a WFF

Definition 2.2 Truth assignment

A truth assignment over a set $V$ of variable symbols is defined to be a function $S : V \rightarrow \{0, 1\}$. 

We define the instantiation $\bar{x}$ of a vector $\bar{x} = (x_1, \ldots, x_n)$ under an assignment $S$, as the vector $\bar{x} = (S(x_1), \ldots, S(x_n))$. $((x_1, \ldots, x_n)$ is a vector of variable symbols).

The truth assignment function is the interpretation assigned to the atomic propositions (the variables). "1" means "true" and "0" means "false". We will sometimes use the notation $\bar{x}$ to denote an instantiation (or model) of the variables by some truth assignment.
Definition 2.3 Characteristic function

The characteristic function $H_\varphi$ of a WFF $\varphi$ is defined to be a boolean function: $H_\varphi : 0,1^n \to \{0,1\}$ such that:

- $H_{x_i}(x_1, \ldots, x_n) = x_i$
- $H_{(\neg \varphi)}(x_1, \ldots, x_n) = 1 - H_\varphi(x_1, \ldots, x_n)$
- $H_{(\varphi_1 \lor \varphi_2)}(x_1, \ldots, x_n) = H_{\varphi_1}(x_1, \ldots, x_n) + H_{\varphi_2}(x_1, \ldots, x_n) - H_{\varphi_1}(x_1, \ldots, x_n) \cdot H_{\varphi_2}(x_1, \ldots, x_n)$
- $H_{(\varphi_1 \land \varphi_2)}(x_1, \ldots, x_n) = H_{\varphi_1}(x_1, \ldots, x_n) \cdot H_{\varphi_2}(x_1, \ldots, x_n)$
- $H_{(\varphi_1 \rightarrow \varphi_2)}(x_1, \ldots, x_n) = H_{(\neg \varphi_1 \lor \varphi_2)}(x_1, \ldots, x_n)$

The characteristic function $H$ evaluates the truth-value of the WFF given a specific instantiation. $H_\varphi$ is a boolean function on $\{0,1\}^n$ into $\{0,1\}$.

Example 2.1

\[
H_{((A \lor (\neg B)) \land C)} = (A + (1 - B) - A(1 - B))C = AC + C - BC - AC + ABC = ABC - BC + C
\]

Definition 2.4 Satisfiability of a WFF

Let $\bar{x}$ be an instantiation of $(x_1, \ldots, x_n)$ by assignment $S$.

Then the assignment $S$ satisfies $\varphi$ iff $H_\varphi(\bar{x}) = 1$

If $\varphi$ is satisfied by $\bar{x}$ we write: $\varphi(\bar{x}) = 1$

Example 2.2 $\bar{x} = (0, 0, 1)$ is an instantiation of $(A,B,C)$

\[
H_{((A \lor (\neg B)) \land C)}(0, 0, 1) = (ABC - BC + C)(0, 0, 1) = 0 - 0 + 1 = 1
\]

The following penalty function gives a penalty to every subexpression of the WFF that is not satisfied. It looks at the conjunctive terms in the upper level of the WFF's structure. For every term $\varphi_i$ in $\varphi_1 \land \varphi_2 \land \ldots \varphi_l$, it computes the characteristic of the negation of $\varphi_i$. 
Definition 2.5 The penalty function

The penalty \( P_\varphi \) of a WFP \( \varphi \) is a function \( P_\varphi : V^n \rightarrow \mathcal{N} \), such that:

- \( P_{\neg \varphi_1}(x_1, \ldots, x_n) = H_{\neg \varphi_1}(x_1, \ldots, x_n) \)
- \( P_{\varphi_1}(x_1, \ldots, x_n) = H_{\varphi_1}(x_1, \ldots, x_n) \)
- \( P_{(\varphi_1 \lor \varphi_2)}(x_1, \ldots, x_n) = H_{(\varphi_1 \land \neg \varphi_2)}(x_1, \ldots, x_n) \)
- \( P_{(\varphi_1 \land \varphi_2)}(x_1, \ldots, x_n) = P_{\varphi_1}(x_1, \ldots, x_n) + P_{\varphi_2}(x_1, \ldots, x_n) \)
- \( P_{(\varphi_1 \land \neg \varphi_2)}(x_1, \ldots, x_n) = P_{(\neg \varphi_1) \lor \varphi_2}(x_1, \ldots, x_n) \)

A more intuitive way to look at the penalty function is to observe that if \( \varphi = \bigwedge_{i=1}^{m} \varphi_i \), then

\[
P_\varphi = \sum_{i=1}^{m} (1 - H_{\varphi_i}) = \sum_{i=1}^{m} H_{\neg \varphi_i}
\]

Using this definition, a penalty of one is computed for any conjunctive term that is not satisfied.

If all terms are satisfied, \( P_\varphi \) gets the value zero. Otherwise, the function computes the number of unsatisfied terms.

Example 2.3

\[
P_{((A \lor (\neg B)) \land C)} = P_{(A \lor (\neg B))} + P_C
\]
\[
= H_{((\neg A) \land B)} + 1 - H_C
\]
\[
= (1 - A)B + 1 - C
\]
\[
= -AB + B - C + 1
\]

\( P_{((A \lor (\neg B)) \land C)}(0, 1, 0) = 2 \) since both \( C \) and \( (A \lor (\neg B)) \) are evaluated to false.
DEFINITION 2.6 ENERGY OF A WFF

The energy function $E_\varphi$ equals to the penalty function $P_\varphi$ but is expressed in a sum of products form (normal form).

The process of generating a penalty function from the original WFF using the previous recursive definition, generates expressions that are nested (like the original WFF). Conversion of this nested form into sum of products is done by simplifying the expression. (using distributive, associative and commutative laws plus the boolean idempotent law: $X \cdot X = X$). We insist on the sum of products form since it has a direct translation into a connectionist network topology.

EXAMPLE 2.4

$$P_{\neg((A \lor B) \land (A \lor C))} = H_{((A \lor B) \land (A \lor C))} = (A + B - AB)(A + C - AC) = AA + AC - AAC + BA + BC - ABC - AAB - ABC + ABAC$$

$$= A + AC - AC + BA + BC - ABC - AB - ABC + ABC = A + BC - ABC = E_{\neg((A \lor B) \land (A \lor C))}$$

LEMMA 2.1 \( \varphi \) is satisfied by S iff \( E_\varphi \) is minimized by S and the global minima is zero.

Proof: By induction on the level \((k)\) of nesting of \( \varphi \):

If \( k = 0 \)

then \( P_{x_i} = 1 - H_{x_i} = 1 - x_i = 0 \) iff \( x_i = 1 \)

iff \( \varphi = x_i \) is satisfied by S.

Step:

\( \neg \varphi \) is satisfied by S, iff \( H_{\neg \varphi} = 0 \) iff \( P_{\neg \varphi} \) is minimized to zero.

\( \varphi_1 \lor \varphi_2 \) is satisfied by S, iff \( H_{\varphi_1 \lor \varphi_2} = 1 \) iff \( H_{\neg (\varphi_1 \lor \varphi_2)} = 0 \) iff \( H_{\neg \varphi_1 \land \neg \varphi_2} = 0 \) iff \( P_{\varphi_1 \lor \varphi_2} \) is minimized to zero by S.

\( \varphi_1 \land \varphi_2 \) is satisfied by S, iff \( H_{\varphi_1 \land \varphi_2} = 1 \) iff \( H_{\neg (\varphi_1 \land \varphi_2)} = 0 \) iff \( H_{\neg \varphi_1 \lor \neg \varphi_2} = 0 \) iff \( H_{\neg \varphi_1 \lor \neg \varphi_2} = 0 \) iff \( P_{\varphi_1 \land \varphi_2} \) is minimized to zero by S.

\( \varphi_1 \rightarrow \varphi_2 \) is satisfied iff \( \neg \varphi_1 \lor \varphi_2 \) is satisfied, iff \( \neg \varphi_1 \lor \varphi_2 \) is satisfied iff \( P_{\varphi_1 \lor \varphi_2} \) is minimized to zero.

We saw that every WFF \( \varphi \) has a function \( E_\varphi \) that is minimized to zero on instantiation \( \bar{x} \) iff \( \bar{x} \) satisfies \( \varphi \) (when \( \varphi \) is a contradiction, \( E_\varphi > 0 \)).
Both \((-H_\varphi)\) and \(E_\varphi\) have this property. However, we prefer \(E_\varphi\) since it has a heuristic knowledge about how "far" the current instantiation is from the global minima. \(E_\varphi\) counts the number of conjunctive sub-expressions that have not been satisfied yet. This property makes \(E_\varphi\) attractive when considering a hill climbing technique for the minimization (like the one connectionist models use). A direct use of \(-H_\varphi\) for hill climbing energy minimization will increase the chances to fall into a local minimum because the characteristic function does not give any indication to the direction we have to step when some constraints are not met. \(E_\varphi\) on the other hand suggests the direction as to satisfy as many subexpressions as possible. (Note that the heuristic knowledge about the satisfiability of \(\varphi\) is maximized if \(\varphi\) is in conjunctive normal form).

2.2. High order energy functions and high order connectionist models

So far, the energy function defined can not be minimized by the "classical" connectionist model because connectionist models can minimize only quadratic energy functions. We will see now that all energy functions are equivalent to quadratic ones.

**Definition 2.7** K-order energy function

A K-order energy function is a function \(E : \{0, 1\}^n \rightarrow \mathbb{R}\) that can be expressed in a sum of products form, and when expressed so, has terms with a product of up to \(k\) variables.

We will denote the sum of product form of a k-order energy function by:

\[
E^k(x_1, \ldots, x_n) = \sum_{1 \leq i_1 < i_2 < \cdots < i_k \leq n} w^k_{i_1, i_2, \ldots, i_k} x_{i_1} \cdots x_{i_k} + \sum_{1 \leq i_1 < i_2 < \cdots < i_{k-1} \leq n} w^{k-1}_{i_1, \ldots, i_k-1} x_{i_1} \cdots x_{i_{k-1}} + \cdots + \sum_{1 \leq i \leq n} w_i x_i + w^0
\]

To denote the coefficients (or weights in connectionist terminology) we will use a \(k\)-dimensional triangular matrix \(W\) of \((n + 1)^k\) elements and with an index of \(0, 1, 2, \ldots, n\) in each dimension, such that

\[
w^j_{i_1, \ldots, i_j} = W[0, 0, \ldots, 0, i_1, \ldots, i_j]
\]

where \(0 \leq i_1 < i_2 < \cdots < i_j \leq n\) and \(0 \leq j \leq k\).
Quadratic energy functions (or second order energy functions) are special cases of energy functions in the form:

$$\sum_{1 \leq i < j \leq n} w_{ij}^2 x_i x_j + \sum_{i < n} w_i^1 x_i + w^0$$

We can extend the quadratic models \((1,2,3)\) to minimize also high order energy functions by mapping these functions into hyper-graphs. Variables map into processing units and terms map into hyper arcs. A coefficient of a \(k\)-variable term becomes the weight (with opposite sign) of a hyper arc that connects these \(k\) variables. Each unit computes

$$net_i = \frac{dE}{dX_i} = \sum_{i_1 < i_2 < \ldots < i_{k-1}} w_{i_1i_2 \ldots i_{k-1}} x_{i_1} x_{i_2} \ldots x_{i_{k-1}}$$

and adjust its activation value according to the specific model that we extend. When a symmetric \(k\)-dimensional matrix of weights is used energy decreases monotonically and eventually an equilibrium is reached when the network finds a local or a global minimum.

**Definition 2.8 Visible Variables and Hidden Variables**

We can arbitrarily divide the variables of an energy function\(^2\) into two sets:

1. Visible variables are usually of interest to an observer. Their final values may be the output of a system that is used to solve a problem stated as an energy minimization problem. An instantiation to these output variable is considered to be an answer to the problem.

2. Hidden variables are usually not of interest to an external observer. Hidden variables correspond to hidden units in connectionist models terminology.

We will denote sometimes a function with hidden variables as a function \(E(\vec{x}, \vec{t})\) of two vectors, where \(\vec{x}\) is the vector of visible variables and \(\vec{t}\) is the vector of hidden variables.

An energy function may have \(n\) visible variables and \(j\) hidden variables. It is of interest to compare what can be computed by functions of \(n\) visible variables but with different number of hidden variables. In chapter 3 we will see that we can get a quadratic energy function from a high

\(^2\)Later we'll see that the same distinction between hidden and visible variables can also be applied to the variables of a WFF.
order one by adding new hidden variables, and we can get a high order energy function from a lower order one by eliminating some or more of the hidden variables.

**Definition 2.9 The minimizing set of an energy function**

The *minimizing set* of an energy function $E$ of $n$ visible variables is the set of all instantiations $\bar{z}$ such that $E(\bar{z})$ is minimized. These instantiations are considered to be "solutions" to the minimization problem. The set of minimizing solutions projected on the visible variables is called "the set of visible solutions".

Formally: The set of visible solutions is:

$$\{\bar{z} \mid (\exists \bar{t})E(\bar{z}, \bar{t}) = \min_{\bar{t}} \{E(\bar{z}, \bar{t})\}\}$$

**Example 2.5** The set of visible solutions of $-X + a$ is $\{1\}$, for any real $a$.

**Example 2.6** The set of visible solutions of

$$E = XY - XT - YT + ZT + 2.9T$$

is:

$$\{(000), (001), (010), (0110), (100), (101)\}$$. When $X, Y, Z$ are visible and $T$ is hidden, since $E(X, Y, Z, T)$ is evaluated to be:

$$E(0000) = E(0010) = E(0100) = E(0110) = E(1000) = E(1010) = 0;$$

$$E(1100) = E(1110) = 1; E(0001) = E(0111) = E(1011) = E(1111) = 2.9; E(0011) = 3.9;$$

$$E(1101) = E(0101) = E(1001) = 1.9;$$

**2.3. Energy functions describe WFFs**

**Definition 2.10 Describing a WFF by an energy function**
An energy function $E$ describes a WFF $\varphi$ if the set of models that satisfy $\varphi$ is equal to the set of visible solutions of $E$.

Formally: $E$ describes $\varphi$ if $(\forall \bar{z})(\varphi(\bar{z}) = 1 \iff ((\exists \bar{y})E(\bar{y}, \bar{t})) = \text{MIN}_y\{E(\bar{y})\}$. 

**Theorem 2.1** If $\varphi$ is satisfiable then $E_\varphi$ describes $\varphi$.

**Proof:** From Definition 2.10 and Lemma 2.1

**Corollary 2.1** $\varphi$ is a tautology iff $E_\varphi = 0$.

**Proof:** If $E_\varphi = 0$, then for every instantiation $\bar{z}$, $E_\varphi(\bar{z}) = 0$ and 0 is the global minimum.

Since $E_\varphi$ describes $\varphi$, $\bar{z}$ satisfies $\varphi$ for all $\bar{z}$, and therefore $\varphi$ is a tautology.

If $\varphi$ is a tautology then for any $\bar{z}$, $\varphi(\bar{z}) = 1$. But, if $\varphi(\bar{z}) = 1$ then $E_\varphi(\bar{z}) = 0$. Therefore, for all $\bar{z}$ $E_\varphi(\bar{z}) = 0$.

We now prove by induction that all the coefficients of the sum of products are 0.

By taking $\bar{0}$ (the zero instantiation) all variables becomes zero and we can conclude that the constant ($w^0$) in the sum of product is zero.

By induction, assume that $w^j_{i_1,...,i_j} = 0$ for $j < k$, we can select an instantiation $\bar{z}$ that instantiates to zero all variables except $x_{i_1},...,x_{i_k}$. Since $E(\bar{z}) = 0$ we can conclude that $w^k_{i_1,...,x_{i_k}} = 0$.

**Example 2.7**

$$E_{((A \lor \neg A))} = H_{((\neg A) \land A)}$$

$$= (1 - A)A = A - AA = 0$$

**Corollary 2.2** A contradiction cannot be described by any energy function.

**Proof:** For every energy function there exists an instantiation that minimizes the function. If $E$ describes $\varphi$ then $\varphi$ is satisfied by this instantiation. Therefore, $\varphi$ is satisfiable.
Corollary 2.3 If $\varphi(x_1, \ldots, x_n)$ is a WFF of $n$ variables then $\varphi$ is described by $n$-order energy function with no hidden variables.

Proof: To show that $E_{\varphi}$ is in the order of $n$: Assume that the sum of products form of $E_{\varphi}$ has a term of $j > n$ variables that can not further be simplified, then at least one of the variables appears more then once. But since $X_i X_i = X_i$ the term can be simplified to have less then $j$ variables. Contradiction.

Example 2.8

$$E_{(\neg A \lor \neg B \lor C)} = H_{(\neg A \land B \land C)} = (1 - A)BC = BC - ABC$$

Corollary 2.4 If $\varphi$ is a satisfiable conjunction of WFFs each of maximum $k$ variables, then $\varphi$ is described by a $k$-order energy function with no hidden variables.

Proof: From definition 2.5, the penalty of a conjunction of sub-formulas is equal to the sum of the penalties of each sub-formulas. Each sub-formula has maximum $k$ variables, so the penalty of it is of order $k$

Example 2.9

$$E_{\neg A \land (B \lor \neg C))} = E_A + E_{(B \lor \neg C)} = (1 - A) + H_{((\neg B) \land C)} = (1 - A) + (1 - B)C = 1 - A + C - BC$$
3. The equivalence between high and low order energy functions

Infinitely many energy functions seems to solve only a single minimization problem. For example there is only one minimizing set to all the functions of the form $E(x_1, \ldots, x_n) + \alpha$, for all Real $\alpha$. We call energy functions that have the same set of visible solutions equivalent. We will show now that any high order energy function is equivalent to a low order one with additional hidden variables. An efficient algorithm is given for the conversion of high order energy into low order one. Also, another algorithm is given for transforming a low order energy function into (possibly) higher one by elimination of some or all of the hidden variables.

**DEFINITION 3.1 Equivalence between energy functions**

Two energy functions $E_1$ and $E_2$ with the same $\bar{X} = (x_1, \ldots, x_n)$ visible variables and arbitrary number of hidden variables $\bar{I}_1$ and $\bar{I}_2$ respectively are equivalent if the sets of visible solutions of $E_1$ and $E_2$ are equal. We denote the equivalence by $E_1 \simeq E_2$.

Formally:

$$E_1 \simeq E_2 \text{ iff } \{ \bar{z} \mid \exists \bar{I}_1 \forall (\exists \bar{I}_1)E_1(\bar{z}, \bar{I}_1) = \min_{\bar{I}_1}(E_1(y, \bar{I})) \} = \{ \bar{z} \mid \exists \bar{I}_2 \forall (\exists \bar{I}_2)E_2(\bar{z}, \bar{I}_2) = \min_{\bar{I}_2}(E_2(y, \bar{I})) \}$$

**Example 3.1** $aXY + b \approx aXY + c$ for any $a, b$ or $c$.

**Example 3.2** $E_1 = 5XY - 3YZ - XYZ \approx 5XY - 3YT - 2YT - 2ZT + 5T = E_2$.

The following table shows the values of $E_1$ and $E_2$ for all possible instantiations of the variables $X, Y, Z, T$:
<table>
<thead>
<tr>
<th>$XYZ$</th>
<th>$E_1$</th>
<th>$XYZT$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0</td>
<td>0000</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0001</td>
<td>5</td>
</tr>
<tr>
<td>001</td>
<td>0</td>
<td>0010</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0011</td>
<td>3</td>
</tr>
<tr>
<td>010</td>
<td>0</td>
<td>0100</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0101</td>
<td>3</td>
</tr>
<tr>
<td>011</td>
<td>-3</td>
<td>0110</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0111</td>
<td>-2</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>1000</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1001</td>
<td>3</td>
</tr>
<tr>
<td>101</td>
<td>0</td>
<td>1010</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1011</td>
<td>1</td>
</tr>
<tr>
<td>110</td>
<td>5</td>
<td>1100</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1101</td>
<td>6</td>
</tr>
<tr>
<td>111</td>
<td>1</td>
<td>1110</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1111</td>
<td>1</td>
</tr>
</tbody>
</table>

The set of minimal solutions of $E_1$ is \{(011)\}.

The set of minimal solutions of $E_2$ is \{(0110)\}.

The set of visible solutions of $E_2$ is \{(011)\} and is equal to the set of visible solutions of $E_1$.

It is easy to see that the relation is reflexive, symmetric and transitive, therefore it is an equivalence relation.

3.1. Converting high order energy function into a lower order function

High order energy functions can be converted into equivalent lower energy functions using the following constructive theorem:

**Theorem 3.1** Every $k$ order energy function $E$ can be transformed into an equivalent $(k-1)$ order energy function by adding extra hidden variables. Transformation is done by replacing each of the $k$-order terms in $E$ by a $(k-1)$ order expression, which is determined by the following Lemma 3.1 and Lemma 3.2.

**Proof:** Using the following lemmas a constructive proof can easily be shown.
Lemma 3.1 Any k-order term \((\alpha \prod_{i=1}^{k} x_i)\), with a negative coefficient \(\alpha\), can be replaced by a sum of quadratic terms of the form: \(\sum_{i=1}^{k} 2\alpha X_i T - (2k - 1)\alpha T\) generating an equivalent energy function with one additional hidden variable.

Proof: In appendix A.1

Example 3.3

\[XY - 3XYZU \approx XY - 6XT - 6YT - 6ZT - 6UT + 21T\]

Lemma 3.2 Any k-order term \((\alpha \prod_{i=1}^{k} x_i)\), with a positive coefficient \(\alpha\), can be replaced by a sum of terms (of order \((k - 1)\)) of the form: \(\alpha \prod_{i=1}^{k-1} x_i - \sum_{i=1}^{k-1} 2\alpha X_i T + 2\alpha X_k T + (2k - 3)\alpha T\), generating an equivalent energy function with one additional hidden variable.

Proof: In appendix A.1

Example 3.4

\[-XY + XYZU \approx -XY + XY - 2XT - 2YT - 2ZT + 2UT + 5T
\approx -XY + XY - 2XT' - 2YT' + 2ZT' + 3T' - 2XT - 2YT - 2ZT + 2UT + 5T
= -2XT' - 2YT' + 2ZT' + 3T' - 2XT - 2YT - 2ZT + 2UT + 5T\]

3.2. Eliminating hidden variables

The symmetric transformation, from low order into high order energy by eliminating hidden variables, is also possible

Theorem 3.2 Every k-order energy function with at least one hidden variable \(T\), can be transformed into an equivalent higher order energy function that does not include \(T\), using the following method.
Method: Assume $T$ is a hidden variable to be eliminated. We replace: $\left( \sum_{j=1}^{l} \alpha_j X_{i_j} \right) T$ with a new sum of terms that is generated using the following procedure:

Consider all instantiations $\bar{z} = (x_{i_1}, \ldots, x_{i_l})$, of the variables $X_{i_1}, \ldots, X_{i_l} = \bar{X}$ such that

$$\beta_S = \sum_{j=1}^{l} \alpha_j x_{i_j} < 0$$

where $S$ is an assignment for just the $l$ variables.

For each such instantiation $(x_{i_1}, \ldots, x_{i_l})$ obtained by assignment $S$, let the function $L_S^j$ be:

$$L_S^j(\bar{X}) = \begin{cases} 
X_{i_j} & \text{if } S(X_{i_j}) = 1 \\
1 - X_{i_j} & \text{if } S(X_{i_j}) = 0
\end{cases}$$

Then, generate the term:

$$\text{newterm} = \sum_{S \text{ such that } \beta_S < 0} \beta_S \prod_{j=1}^{l} L_S^j(\bar{X})$$

Note that there are maximum $2^l$ different assignments $S$ for those $l$ variables.

Replace the old term: $\left( \sum_{j=1}^{l} \alpha_j X_{i_j} \right) T$ with "newterm" which does not include $T$.

**Proof:** See Appendix A.3

EXAMPLE 3.5 Let $T$ be the hidden variable to be eliminated, then:

$$AB + TAC - TA + 2TB - T = AB + T(AC - A + 2B - 1)$$

The following assignments for $(A, B, C)$ cause $\beta$ to be less than zero:

- $\beta_{(0,0,0)} = -1$
- $\beta_{(0,0,1)} = -1$
- $\beta_{(1,0,0)} = -2$
- $\beta_{(1,0,1)} = -1$
The new term equals:


Therefore:

\[AB + TAC - TA + 2TB - T \approx -\alpha BC + 2AB + AC - A + B\]

Note that \{(1, 0, 0)\} is the set of visible solutions for both functions.

3.3. The tradeoff between the number of hidden variables, the number of connections and the order of the energy function

With respect to energy minimization connectionist models, we will analyze the complexity of the energy function by counting the number of hidden variables (hidden units) and the fan-out of the variables. The fan-out is counted by the number of different other variables that a variable shares a term with, and it is equivalent to the number of connections to other units in connectionist models.

The energy function can be viewed as a hypergraph such that its nodes are variables, and its hyperarcs are terms connecting several variables. The weight of such an arc is the coefficient of the term. The fan-out is the number of different nodes connected to the variable.

We saw that one k-order term can be converted into \(O(k)\) terms of lower order with a single additional hidden variable that has a fan-out of \(k\). In the worst case we need \(\binom{k}{2}\) new variables to transform a k-order function into order of \(k - 1\). To convert a k-order function into quadratic one we need: \(\sum_{i=0}^{k} \binom{i}{2}\) new variables; therefore the worst case to convert n-order function into a quadratic one uses \(O(2^n)\) new variables. There is an obvious tradeoff between the order of the function and the number of hidden variables. We can reduce the order by adding more variables, and we can eliminate hidden variables by adding to the order of the function. There is no need for hidden variables at all if we allow the order of the function to be \(n\).

A tradeoff also exists between the order of the function and the fan-out of the variables. Eliminating a variable with fan-out of \(k\) may result in the creation of \(k\)-order terms, while reducing the order of a \(k\)-order term results in adding new variables with fan out of \(k\). Later we will see that in order to implement any boolean mapping or any propositional satisfiability problem, we can find
an n-order function with a fan-out of \( O(n) \), or a quadratic one with hidden variables with fan-out that is bounded by a constant. Note that the order of the energy function \( (k) \) and the fan-out \( (l) \) determine the maximum number of terms (weights) which is another complexity measure. The maximum number of terms shared by a variable is therefore \( O(\sum_{i=1}^{k-1}(l_j)) \).

We saw in section 2 that every WFF \( \varphi \) is described by some energy function \( E_\varphi \). In addition we know that every boolean function \( h \) characterizes some WFF \( \varphi \) (the boolean implementation of \( h \) with AND, OR and NOT gates, for example). We can therefore implement any boolean function using an energy minimization model by implementing \( E_{\text{out} \rightarrow \varphi} \) where "out" is the unit where we expect to find the result of the function. High order models of the type described in section 2.2 can be used to implement any WFF or any boolean function with no additional hidden variables and with maximum \( n(n - 1)/2 \) connections. In this sense high order models can be used as universal networks that can implement any function just by changing weights (although an exponential number of weights may be needed to implement some functions). Quadratic models using the algorithms described here will need exponential number of units in order to be able to implement any function.
4. The mapping between satisfiability and energy minimization

In previous sections we have shown that for every WFF there exist an energy function \( E_\varphi \) that describes it. Further, we saw that it is possible to convert any high order energy function into a quadratic one. However, too many hidden variables are needed \( O(2^n) \) when applying the simple algorithm described in section 3.1. In this section we show that it is possible to convert a satisfiable WFF \( \varphi \) into a quadratic energy function that describes \( \varphi \) by adding only \( O(\text{length}(\varphi)) \) hidden variables. We also show that for any energy function there exists a WFF that is described by the function. The constructions we build are used to show a one to one mapping between classes of equivalent energy functions and classes of equivalent satisfiable WFFs.

4.1. An economical way to convert a WFF into quadratic energy function

First, we convert the WFF into an equivalent WFF that is composed out of conjunction of triples. A triple is a proposition expression that involves up to three variables. Each triple can be described by a 3\(^{rd}\) order (cubic) energy function; therefore, the penalty function of the conjunction of triples is a cubic energy function. We then transform the cubic energy function into a quadratic one. This transformation produces hidden variables in the order of the length of the original WFF.

4.1.1. Equivalence between WFFs.

**Definition 4.1 Equivalence between WFFs.**

We call the set of all instantiations that satisfy the WFF, projected on the visible variables: the set of visible satisfying models of the WFF.

\( \varphi_1 \) is equivalent to \( \varphi_2 \) if the set of visible satisfying models of \( \varphi_1 \) is equal to the set of visible satisfying models of \( \varphi_2 \).

Formally: \( \varphi_1 \approx \varphi_2 \iff (\forall \bar{x})((\exists \bar{t})\varphi_1(\bar{x},\bar{t}) = 1 \iff (\exists \bar{t}')\varphi_2(\bar{x},\bar{t}') = 1) \).

It means that any instantiation \( \bar{x} \) of the visible variables that can cause \( \varphi_1 \) (by some assignment to the hidden variables of \( \varphi_1 \)) to be true, can also cause \( \varphi_2 \) to be true (by some assignment to the
hidden variables of $\varphi_2$), and vice versa. It is easy to see that $\sim$ is reflexive transitive and symmetric therefore it is an equivalence relation.

Next we will see that every WFF $\varphi$ is equivalent to a WFF $\psi$ in a conjunction of triples form (with additional $O(\text{length}(\varphi))$ hidden variables).

4.1.2. Converting A WFF into an equivalent Conjunction of Triples Form WFF. A WFF $\varphi$ is in Conjunction of Triples Form (CTF) if $\varphi = \wedge_{i=1}^{m} \varphi_i$ where $\varphi_i$ is a sub-formula of maximum three variables.

Every WFF can be translated into an equivalent WFF in CTF in the following intuitive way: For every variable or logical connective (Eg: $\land, \lor, \neg$) we generate a new hidden variable. We “name” the variable or the connective using the logical “if and only if” connective ($\leftrightarrow$). We do this operation bottom up on the parse tree of the original WFF except from the top most connective. Each time we generate such new sub-formula, we use in it the previously allocated hidden variables. Thus, each sub-formula has maximum three variables, and the conjunction of these sub-formulas is in CTF.

For example: To convert $(A \lor (\neg B)) \rightarrow (C \lor D)$ we name each of the variables by allocating new variables $T_1, T_2, T_3, T_4$ and generate $((A \leftrightarrow T_1), ((\neg B) \leftrightarrow T_2), (C \leftrightarrow T_3), (D \leftrightarrow T_4))$.

We name each of binary operations bottom up. (except the top most binary operation:

$((T_1 \lor T_2) \leftrightarrow T_5)$ for $(A \lor (\neg B))$

$((T_3 \lor T_4) \leftrightarrow T_6)$ for $(C \lor D)$

and finally the top most connective (which we do not “name”) is:

$(T_5 \rightarrow T_6)$

The conjunction of these expressions is in CTF and it is equivalent to the original WFF. For a similar transformation of an expression in conjunctive normal form see 3-sat problem in [10].

To formally prove this algorithm we use the following attribute grammar:

Syntax directed parsing is done to any input WFF, and an equivalent WFF in CTF is generated in the “t” attribute of the nonterminal $S_0$. We add a new logic connective ($\varphi_1 \rightarrow \varphi_2$) which is equivalent to $((\varphi_1 \rightarrow \varphi_2) \land (\varphi_2 \rightarrow \varphi_1))$. The WFFs that this parser accept, do not contain explicitly the connective: $\rightarrow$. We assume that any subexpressions in the original WFF of the form $(\varphi_1 \rightarrow \varphi_2)$
were converted into: 

\[(\neg \varphi_1 \lor \varphi_2)\] prior to parsing. The attribute \(S.val\) represents the contribution of the current production, while the attribute \(S.t\) represents the accumulated conjunction of triples, not including the current contribution.

\[
\begin{align*}
S_0 & \rightarrow S \\
S & \rightarrow L \\
S & \rightarrow (S \lor S) \\
S & \rightarrow (S \land S) \\
S & \rightarrow (\neg S) \\
L & \rightarrow X_i \\
L & \rightarrow (\neg X_i)
\end{align*}
\]

\[S_{0},t := (s.t \land s.val)\]
\[S.val := L.val\]
\[S.t := \phi\]
\[T_1 := allocate\text{new}\()\]
\[T_2 := allocate\text{new}\()\]
\[S.val := (T_1 \lor T_2)\]
\[S.t := (((S_1.t \land S_2.t) \land (S_1.val \leftrightarrow T_1)) \land (S_2.val \leftrightarrow T_2))\]
\[T_1 := allocate\text{new}\()\]
\[T_2 := allocate\text{new}\()\]
\[S.val := (T_1 \land T_2)\]
\[S.t := (((S_1.t \land S_2.t) \land (S_1.val \leftrightarrow T_1)) \land (S_2.val \leftrightarrow T_2))\]
\[T := allocate\text{new}\()\]
\[S.val := \neg T\]
\[S.t := (S.t \land (S.val \leftrightarrow T))\]
\[L_{\rightarrow X_i} := L.val := X_i\]
\[L_{\rightarrow \neg X_i} := L.val := \neg X_i\]

**Theorem 4.1** The grammar \(^3\) generates a WFF \(\psi\) from \(\varphi\) such that \(\varphi\) is equivalent to \(\psi\) and \(\psi\) is in CTF and contains \(O(length(\varphi))\) new hidden variables.

**Proof:** See appendix A.4.

---

**Example 4.1** Converting \(((A \land B) \lor (\neg C))\) into conjunction of triples generates:

\[
(((((A \rightarrow T_1) \land (B \rightarrow T_2)) \land ((T_1 \land T_2) \leftrightarrow T_3)) \land ((\neg C) \leftrightarrow T_4)) \land (T_3 \lor T_4))
\]

4.1.3. An algorithm to transform a WFF into a second order energy function .

- Convert into conjunction of triples. (Base on theorem 4.1)
- Convert conjunction of triples into a cubic energy function that describes it. (Using Definition 2.5, simplify it to a sum of products form and use corollary 2.4)

---

\(^3\)Other variations of the grammar may generate less hidden variables, but still \(O(length(\varphi))\) (for example: hidden variables may be generated just for binary connectives).
• Convert third order terms into second order terms. (Using Theorem 3.1)

**Example 4.2** Converting \(((A \land B) \lor (\neg C))\) into conjunction of triples generates:

\[
(((T_1 \rightarrow A) \land (T_2 \rightarrow B)) \land (T_3 \rightarrow (T_1 \land T_2))) \land (T_4 \rightarrow (\neg C))) \land (T_3 \lor T_4)
\]

Eliminating \(\rightarrow\):

\[
((\neg T_1) \lor A) \land (T_1 \lor (\neg A)) \land ((\neg T_2) \lor B) \land (T_2 \lor (\neg B)) \land ((\neg T_3) \lor T_3) \land ((T_3 \lor (\neg T_1) \lor (\neg T_2)) \land
((\neg T_4) \lor (\neg C)) \land (T_4 \lor C) \land (T_3 \lor T_4)
\]

Generating the 3rd order energy function:

\[
T_1(1-A) + (1-T_1)A + T_2(1-B) + (1-T_2)B + T_3(1-T_1) + T_3(1-T_3) + (1-T_3)(1-T_4) + (1-T_3)(1-T_4)
\]

\[
T_1 - 2AT_1 + A + T_2 - 2BT_2 + B + T_3 - T_1T_3 - T_2T_3 + T_1T_2 - T_1T_3T_4 + 2CT_4 + 2 - C - 2T_4 + T_3T_4
\]

Converting into quadratic function:

\[
T_1 - 2AT_1 + A + T_2 - 2BT_2 + B + T_3 - T_1T_3 - T_2T_3 + T_1T_2 - T_1T_3 - T_2T_3 + 2CT_4 + 2 - C - 2T_4 + T_3T_4
\]

4.1.4. Complexity analysis. The algorithm described above transforms a WFF into a quadratic energy function in time linear in the length of the WFF:

The conversion into conjunction of triples and the conversion into cubic energy function are operations that parse the nested structure of the WFF in linear time.

Simplifying a 3-variable subexpression takes a constant time, and conversion of all the cubic terms into quadratic terms is linear in their number (the number of terms is in the order of the number of binary connectives).

The number of hidden units that are generated is linear in the length of the original WFF:

Conversion into triples generates new variables as the number of connectives in the WFF.

Conversion into quadratic function generates hidden variables in the order of the number of binary connectives. (Only triples of three variables generate a cubic term).

The fan-out of all these hidden variables is maximum six for those generated by the attribute grammar and three for those generated by the conversion into quadratic function. The visible variables may have a fan-out of \(O(n)\).
Corollary 4.1 Any WFF \( \varphi \) can be converted into a quadratic energy function in time \( O(\text{length}(\varphi)) \), and by adding \( O(\text{length}(\varphi)) \) hidden variables with fan-out bounded by constant.

Corollary 4.2 Any boolean function \( \hat{h} \) can be implemented in a quadratic energy minimization network of size that is proportional to the length of the boolean expression \( \varphi \) that is characterized by \( \hat{h} \).

Proof: Converting the WFF: \( \text{out} \rightarrow \varphi \).

4.2. Every energy function describes some satisfiable WFF.

To complete the proof that the satisfiability problem is equivalent to the energy minimization problem, we need to show that for any energy function \( E \) with \( n \) visible variables and \( j \) hidden variables there exists a satisfiable WFF \( \varphi \), such that \( E \) describes \( \varphi \). We have proved in section 3.2 that any energy function \( \varphi \) with hidden variables is equivalent to another energy function (that may be of higher order) with no hidden variables at all. All we need to complete the proof is the following theorem:

Theorem 4.2 For any k-order energy function \( E \) with no hidden variables there exist a satisfiable WFF \( \varphi \) such that \( E \) describes \( \varphi \). A method for constructing \( \varphi \) is given below:

Method: Given \( E \) and \( n \) variables \( \vec{X} = (x_1, \ldots, x_n) \), there are \( |\{0,1\}^n| = 2^n \) possible instantiations. Compute \( E(\vec{x}) \) for all instantiations \( S(\vec{X}) = \vec{x} \in \{0,1\}^n \) and find \( \min_E \{E(\vec{x})\} = \min_E \).

Let \( H_E \) be a boolean function which will be the characteristic function of \( \varphi \):

\[
H_E(\vec{X}) = \begin{cases} 
1 & \text{if } E(\vec{X}) = \min_E \\
0 & \text{otherwise}
\end{cases}
\]

Build a WFF:

\[
\varphi = \bigvee_{H_E(S(\vec{X}))=1} \bigwedge_{i=1}^{n} L_i^s
\]
Where

\[
L^i_S = \begin{cases} 
X_i & \text{if } S(X_i) = 1 \\
\neg X_i & \text{if } S(X_i) = 0 
\end{cases}
\]

\(\varphi\) is a disjunction of terms. Each term is of the form: \(t_S = (\bigwedge_{i=1}^n L^i_S)\)

**Proof:** We want to show that \(E\) is minimized by instantiation \(\bar{z}\) iff \(\varphi\) is satisfied by \(\bar{z}\).

But by construction of \(H_E\), \(E\) is minimized by \(\bar{z}\) iff \(E(\bar{z}) = \min_E \iff H_E(\bar{z}) = 1\).

By lemma 4.1, \(H(\bar{z}) = 1\) iff \(\varphi(\bar{z}) = 1\). Therefore, \(E\) is minimized by instantiation \(\bar{z}\) iff \(\varphi(\bar{z}) = 1\).

\[\square\]

**Lemma 4.1** \(H_E\) is the characteristic function of \(\varphi\)

**Proof:** See appendix A.5.

\[\square\]

**Theorem 4.3** Every energy function describes some satisfiable WFF

**Proof:** Using theorem 3.2 and theorem 4.2.

\[\square\]

**Example 4.3**

\[E(X, Y) = \neg XY + 1.5X\]

Trying all instantiations:

\[
\begin{align*}
E(0, 0) &= 0 \\
E(0, 1) &= 0 \\
E(1, 0) &= 1.5 \\
E(1, 1) &= 0.5
\end{align*}
\]

The characteristic function is:

\[
\begin{align*}
H(0, 0) &= 1 \\
H(0, 1) &= 1 \\
H(1, 0) &= 0 \\
H(1, 1) &= 0
\end{align*}
\]

The WFF that is described by \(E\) is therefore:

\[(((\neg X) \land (\neg Y)) \lor ((\neg X) \land Y))\]
4.3. Equivalence classes

The relation $\approx$ is an equivalence relation for both WFFs and energy functions of $n$ visible variables. There is a one to one mapping (bijection) between the classes of satisfiable WFFs and the classes of energy functions. One class of WFFs, the one with empty set of visible satisfying models ("contradictions") does not map to any of the energy functions classes. There is also a bijection between the set of non-zero boolean functions and the classes of energy function (and satisfiable WFFs).

Any non-zero boolean function $H$ characterizes some satisfiable WFF $\varphi$ which determines an energy function $E_\varphi$: $H_\varphi \xrightarrow{1-1} \mathcal{I}_{\varphi} \xrightarrow{1-1} [E_\varphi]_\mathcal{I}$. The cardinality of the set of classes of energy functions (of $n$ visible variables) is therefore $2^{2^n} - 1$. The class of tautologies for example map to the class of constant energy functions and to the boolean function $1 ([E(x_1, \ldots, x_n) = 0]_\mathcal{I} \mapsto [\text{True}]_\mathcal{I} \mapsto f(x_1, \ldots, x_n) = 1)$. 
5. Summary and conclusions

We have shown an equivalence between the problem of satisfiability of propositional calculus and the problem of minimizing energy functions.

Any propositional WFF can be described by an n order energy function with no hidden variables, or by a quadratic energy function with additional hidden variables. Any quadratic (or higher order) energy function with some hidden variables is equivalent to a higher order energy function with no hidden variables, and any energy function describes some propositional WFF. The algorithm to convert a WFF into quadratic energy function efficiently generates linearly bounded number of hidden variables with constant bounded fan-out.

We have extended current quadratic energy minimization models to support high order functions and have identified procedures to convert high order energy functions into quadratic energy functions and vice versa. (By adding or eliminating hidden variables). As a result we can implement any WFF or any boolean function in energy minimization connectionist networks of any order (quadratic or higher), and we can build a universal n-order network with no hidden units that can implement any WFF (or boolean function).

As a consequence of the equivalence relations defined on both energy functions and WFFs we can show that there is a one-to-one mapping between the set of non zero boolean functions and the set of equivalence classes of energy functions. A one to one mapping also exists between classes of satisfiable WFFs and classes of energy functions. There are only \(2^{2^n} - 1\) different classes of energy functions (of \(n\) visible variables) independently of the order and the number of hidden variables.

A connectionist energy minimization network can be built directly from the energy function, therefore connectionist networks can be used as inference engine for propositional calculus. (Some extensions are needed. For example: The use of three value logic to deduce "unknown" when a variable is instantiated to both "true" and "false" in two satisfying models). A system like this can deduce which truth assignment the atomic propositions must have for the WFF to be consistent. Contradiction may be sensed by energy level greater then zero,\(^4\) and novel WFFs may be checked

\(^4\)The problem of local minima causes the connectionist system to be uncertain whether a greater than zero energy is caused by a contradiction or just by a local minimum.
to see if they follow a certain set of WFFs, contradict it or are consistent with it. This form of knowledge representation is capable of being incrementally updated. When we add a new fact or rule to our knowledge base we do not have to re-compute all of the weights. We can find the energy function that describes the new fact and then take advantage of the fact that the penalty of a conjunction is the sum of the penalties. All we have to do is add the new function to the old one. This way only the weights that are affected by the new fact will be updated. (Deleting a fact is done by subtracting the function). We should note here that in traditional theorem proving (resolution for example) symbolic algorithms are used to deduce \( S \vdash \varphi \) using sound syntactic rules, while the connectionist system described here deduces \( S \models \varphi \) in the model space.

We may also conclude an important limitation to the kind of problems energy minimization connectionist networks can solve. The expressive power of systems based on energy minimization is identical to that of propositional calculus. Only those problems that can be stated as satisfiability problems of propositional calculus can be stated as energy minimization problems. We can conclude therefore that certain semi-decidable problems, like the satisfiability of predicate calculus or even decidable problems like Quantified Boolean Formulas [10], (unless P-space = NP), cannot be precisely and efficiently represented in energy minimization networks.
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A. Proofs

A.1. Proof of lemma: converting high order term with negative coefficient to low order terms.

To show that when $\alpha > 0$ then:

$$E_1(\vec{X}) = f(\vec{X}) - \alpha x_{i_1}, \ldots, x_{i_k} \approx f(\vec{X}) - 2\alpha \sum_{j=1}^{k} Tx_{i_j} + (2k - 1)\alpha T = E_2(\vec{X}, T)$$

Proof:

Let $\vec{z}$ be an instantiation by assignment $S$.

We denote: $S(x_{i_1}) = S(x_{i_2}) = \ldots = S(x_{i_k}) = 1$ by $\vec{z}\Rightarrow x_{i_1}, \ldots, x_{i_k}$.

If not all the variables $x_{i_1}, \ldots, x_{i_k}$ are instantiated to be "1" by $S$ then there exists a $j$ such that $S(x_{i_j}) = 0$. We denote this fact by $\vec{z}\not\Rightarrow x_{i_1}, \ldots, x_{i_k}$.

We prove the lemma by assuming that $\vec{z}$ minimizes one of the functions and showing that $\vec{z}$ minimizes the other function. We first prove i) that if $\vec{z}$ minimizes $E_1$ there exists an instantiation for $T$ such that $E(\vec{z}, T)$ is minimized. Then we prove ii) that if $\vec{z}, T$ minimize $E_2$, then $\vec{z}$ also minimizes $E_1$.

In each prove we examine two basic cases: In case 1, we assume that $\vec{z}$ is instantiated to all ones, and in case 2 we assume that $\vec{z}$ is not all ones.

In each such case we prove that $\vec{z}$ minimizes the other function by showing that for every $\vec{y}$ the function gets a value that is greater or equal to the value it gets on $\vec{z}$. Thus we examine two sub-cases for each basic case:

In sub-case 1, we assume $\vec{y}$ is all ones, and in sub-case 2, we assume that $\vec{y}$ is not all ones.

i) Assume $E_1(\vec{z}) = \min_{E_1}$ we want to show that ($\exists \vec{t}'$) such that $E_2(\vec{z}, \vec{t}') = \min_{E_2}$.

Case 1: Assume $\vec{z}\Rightarrow x_{i_1}, \ldots, x_{i_k}$, we want to show that $E_2(\vec{z}, 1) \leq E_2(\vec{y}, \vec{l})$ for all instantiations $\vec{y}$ and $\vec{l}$.

Sub-case 1.1: Assume $\vec{y}\Rightarrow x_{i_1}, \ldots, x_{i_k}$ then:

$$E_2(\vec{z}, 1) = f(\vec{z}) - \alpha = E_1(\vec{z}) \leq E_1(\vec{y}) = f(\vec{y}) - \alpha = E_2(\vec{y}, 1) \leq f(\vec{y}) = E_2(\vec{y}, 0)$$
sub-case 1.2: Assume \( \bar{y} \not\models x_{i_1}, \ldots, x_{i_k} \) then:

\[
E_2(\bar{x}, 1) = f(\bar{x}) - \alpha = E_1(\bar{x}) \leq E_1(\bar{y}) = f(\bar{y}) = E_2(\bar{y}, 0) \leq E_2(\bar{y}, 1)
\]

(Since \( E_2(\bar{y}, 1) = f(\bar{y}) - 2l\alpha + (2k - 1)\alpha = f(\bar{y}) + r\alpha \) where \( r > 0 \) and \( l < k \).

Therefore \( E_2(\bar{x}, 1) \leq E_2(\bar{y}, \bar{\ell}) \) for any \( \bar{y} \) and \( \bar{\ell} \).

**case 2:** Assume \( \bar{z} \not\models x_{i_1}, \ldots, x_{i_k} \), we want to show that \( E_2(\bar{z}, 0) \leq E_2(\bar{y}, \bar{\ell}) \) for all instantiations \( \bar{y} \) and \( \bar{\ell} \).

**sub-case 2.1:** Assume \( \bar{y} \models x_{i_1}, \ldots, x_{i_k} \) then:

\[
E_2(\bar{z}, 0) = f(\bar{z}) = E_1(\bar{z}) \leq E_1(\bar{y}) = f(\bar{y}) - \alpha = E_2(\bar{y}, 1) \leq f(\bar{y}) = E_2(\bar{y}, 0)
\]

**sub-case 2.2:** Assume \( \bar{y} \not\models x_{i_1}, \ldots, x_{i_k} \) then:

\[
E_2(\bar{z}, 0) = f(\bar{z}) = E_1(\bar{z}) \leq E_1(\bar{y}) = f(\bar{y}) = E_2(\bar{y}, 0) \leq E_2(\bar{y}, 1)
\]

(Since \( E_2(\bar{y}, 1) = f(\bar{y}) - 2l\alpha + (2k - 1)\alpha = f(\bar{y}) + r\alpha \) where \( r > 0 \).

Therefore \( E_2(\bar{z}, 0) \leq E_2(\bar{y}, \bar{\ell}) \) for any \( \bar{y} \) and \( \bar{\ell} \).

Therefore there exists \( \bar{\ell} \) such that \( E_2(\bar{x}, \bar{\ell}) = \min_{E_2} \).

**ii)** Assume \( E_2(\bar{x}, \bar{\ell}) = \min_{E_2} \) we want to show that \( E_1(\bar{x}) = \min_{E_1} \).

**case 1:** Assume \( \bar{z} \models x_{i_1}, \ldots, x_{i_k} \), we want to show that \( E_1(\bar{x}) \leq E_2(\bar{y}) \) for all instantiations \( \bar{y} \).

\[
E_2(\bar{z}, 1) < E_2(\bar{z}, 0) \text{ therefore } E_1 \text{ can not be a minimum}
\]

and therefore \( E_1(\bar{z}, 1) = \min_{E_1} \).

**Subcase 1.1:** Assume \( \bar{y} \models x_{i_1}, \ldots, x_{i_k} \)

\[
E_1(\bar{z}) = f(\bar{z}) - \alpha = E_2(\bar{z}, 1) \leq E_2(\bar{y}, 1) = f(\bar{y}) - \alpha = E_1(\bar{y})
\]

**Subcase 1.2:** Assume \( \bar{y} \not\models x_{i_1}, \ldots, x_{i_k} \) then:

\[
E_1(\bar{z}) = f(\bar{z}) - \alpha = E_2(\bar{z}, 1) \leq E_2(\bar{y}, 0) = f(\bar{y}) = E_1(\bar{y})
\]

Therefore \( E_1(\bar{z}) \leq E_1(\bar{y}) \) for any \( \bar{y} \).

**case 2:** Assume \( \bar{z} \not\models x_{i_1}, \ldots, x_{i_k} \), we want to show that \( E_1(\bar{z}) \leq E_2(\bar{y}) \) for all instantiations \( \bar{y} \).

\[
E_2(\bar{z}, 0) = f(\bar{z}) < f(\bar{z}) - 2j\alpha + (2k - 1)\alpha = E_2(\bar{z}, 1) \text{ therefore } E_2(\bar{z}, 0) = \min_{E_2}.
\]

**Subcase 2.1:** Assume \( \bar{y} \models x_{i_1}, \ldots, x_{i_k} \)

\[
E_1(\bar{z}) = f(\bar{z}) = E_2(\bar{z}, 0) \leq E_2(\bar{y}, 1) = f(\bar{y}) - \alpha = E_1(\bar{y})
\]

**Subcase 2.2:** Assume \( \bar{y} \not\models x_{i_1}, \ldots, x_{i_k} \) then:
\[ E_1(x) = f(x) = E_2(\tilde{x}, 0) \leq E_3(\tilde{y}, 0) = f(\tilde{y}) = E_1(\tilde{y}) \]

Therefore \( E_1(\tilde{x}) \leq E_1(\tilde{y}) \) for any \( \tilde{y} \).

Therefore \( E_1(\tilde{x}) = \min_{E_1} \).

Therefore \( E_1(\tilde{x}) = \min_{E_1} \) iff \( (\exists \tilde{y}')E_2(\tilde{x}, \tilde{y}') = \min_{E_2} \).

Therefore \( E_1 \approx E_2 \).

\[ \square \]

A.2. Proof of lemma: converting high order term with positive coefficient to low order terms.

To show that when \( \alpha > 0 \) then:

\[ E_1(\tilde{x}) = f(\tilde{x}) + \alpha z_{i_1} \ldots z_{i_k} \approx f(\tilde{x}) + \alpha z_{i_1} \ldots z_{i_{k-1}} - 2\alpha \sum_{j=1}^{k-1} T_{i_j} + 2\alpha z_k T + (2k - 3)\alpha T = E_2(\tilde{x}, T) \]

Proof:

Using a proof technique that is similar to the previous proof we show two directions:

i) If \( \tilde{x} \) minimizes \( E_1 \) then it also minimizes \( E_2 \).

ii) If \( \tilde{x} \) minimizes \( E_2 \) then it also minimizes \( E_1 \).

In each direction we consider three cases:

1) \( \tilde{x} \) is instantiated to all ones.

2) \( z_{i_1} \ldots z_{i_{k-1}} \) is instantiated to all ones but \( z_{i_k} \) is instantiated to zero.

3) \( z_{i_1} \ldots z_{i_{k-1}} \) is not instantiated to all ones.

In each case we consider three sub-cases:

1) \( \tilde{y} \) is instantiated to all ones.

2) \( y_{i_1} \ldots y_{i_{k-1}} \) is instantiated to all ones but \( y_{i_k} \) is instantiated to zero.

3) \( y_{i_1} \ldots y_{i_{k-1}} \) is not instantiated to all ones.

Let \( \tilde{x} \) be an instantiation by assignment \( S \).

i) Assume \( E_1(\tilde{x}) = \min_{E_1} \) we want to show that \( (\exists \tilde{y}') \) such that \( E_2(\tilde{x}, \tilde{y}') = \min_{E_2} \).

Case 1: Assume \( \tilde{x} \Rightarrow x_{i_1}, \ldots, x_{i_k} \), we want to show that \( E_2(\tilde{x}, 0) \leq E_2(\tilde{y}, 0) \) for all
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instantiations \( \bar{y} \) and \( \bar{t} \):

\[ E_1(\bar{x}) = f(\bar{x}) + \alpha = E_2(\bar{x}, 0). \]

sub-case 1.1: Assume \( \bar{y} \Rightarrow x_{i_1}, \ldots, x_{i_k} \) then:

\[ E_2(\bar{x}, 0) = E_1(\bar{x}) \leq E_1(\bar{y}) = f(\bar{y}) + \alpha = E_2(\bar{y}, 0) \leq E_2(\bar{y}, 1) \]

(since \( f(\bar{y}) + \alpha - 2(k-1)\alpha + 2\alpha + (2k-3)\alpha = f(\bar{y}) + 2\alpha = E_2(\bar{y}, 1) \)).

sub-case 1.2: Assume \( \bar{y} \Rightarrow x_{i_1}, \ldots, x_{i_{k-1}} \) and \( \bar{y} \nRightarrow x_{i_k} \).

\[ E_2(\bar{x}, 0) = E_1(\bar{x}) \leq E_1(\bar{y}) = f(\bar{y}) = E_2(\bar{y}, 1) \]

\[ = f(\bar{y}) + \alpha - 2(k-1)\alpha + (2k-3)\alpha < E_2(\bar{y}, 0) \]

(since \( E_2(\bar{y}, 0) = f(\bar{y}) + \alpha \)).

sub-case 1.3: Assume \( \bar{y} \nRightarrow x_{i_1}, \ldots, x_{i_{k-1}} \)

\[ E_2(\bar{x}, 0) = E_1(\bar{x}) \leq E_1(\bar{y}) = f(\bar{y}) = E_2(\bar{y}, 0) < f(\bar{y}) + \alpha \leq E_2(\bar{y}, 1). \]

Therefore \( E_2(\bar{x}, 0) \leq E_2(\bar{y}, t') \) for any \( \bar{y} \) and \( t' \).

case 2: Assume \( \bar{x} \Rightarrow x_{i_1}, \ldots, x_{i_{k-1}} \) and \( \bar{x} \nRightarrow x_{i_k} \).

(Using similar proof)

Therefore \( E_2(\bar{x}, 1) \leq E_2(\bar{y}, t') \) for any \( \bar{y} \) and \( t' \).

case 3: Assume \( \bar{x} \nRightarrow x_{i_1}, \ldots, x_{i_{k-1}} \).

(Using similar proof)

\[ E_2(\bar{x}, 0) \leq E_2(\bar{y}, t') \] for any \( \bar{y} \) and \( t' \).

Therefore if \( E_1(\bar{x}) = \min_{E_1} \), then \( (\exists \bar{y}) E_2(\bar{x}, \bar{t}) = \min_{E_2} \).

ii) Assume \( E_2(\bar{x}, \bar{t}) = \min_{E_2} \) we want to show that \( E_1(\bar{x}) = \min_{E_1} \).

case 1: Assume \( \bar{x} \Rightarrow x_{i_1}, \ldots, x_{i_k} \)

\[ E_2(\bar{x}, 0) = f(\bar{x}) + \alpha < f(\bar{x}) + 2\alpha = E_2(\bar{x}, 1). \]

Therefore \( E_2(\bar{x}, 0) = \min_{E_2} \).

sub-case 1.1: Assume \( \bar{y} \Rightarrow x_{i_1}, \ldots, x_{i_k} \) then:

\[ E_1(\bar{x}) = E_2(\bar{x}, 0) \leq E_2(\bar{y}, 0) = f(\bar{y}) + \alpha = E_1(\bar{y}). \]

sub-case 1.2: Assume \( \bar{y} \Rightarrow x_{i_1}, \ldots, x_{i_{k-1}} \) and \( \bar{y} \nRightarrow x_{i_k} \).

\[ E_1(\bar{x}) = E_2(\bar{x}, 0) \leq E_2(\bar{y}, 1) = f(\bar{y}) = E_1(\bar{y}). \]

sub-case 1.3: Assume \( \bar{y} \nRightarrow x_{i_1}, \ldots, x_{i_{k-1}} \)

\[ E_1(\bar{x}) = f(\bar{x}) = E_2(\bar{x}, 0) \leq E_2(\bar{y}, 0) = f(\bar{y}) = E_1(\bar{y}). \]
Therefore \( E_1(\tilde{x}) < E_1(\tilde{y}) \) for any \( \tilde{y} \).

**case 2:** Assume \( \tilde{x} = x_{i_1}, \ldots, x_{i_{n-1}} \) and \( \tilde{x} \nRightarrow x_{i_n} \).

\[
E_1(\tilde{x}) = f(\tilde{x}) = E_2(\tilde{x}, 1) < f(\tilde{x}) + \alpha = E_2(\tilde{x}, 0).
\]

Therefore \( E_2(\tilde{x}, 1) = \min E_2 \).

(Using similar proof)

therefore \( E_1(\tilde{x}) \leq E_1(\tilde{y}) \) for any \( \tilde{y} \).

**case 3:** Assume \( \tilde{x} \nRightarrow x_{i_1}, \ldots, x_{i_{n-1}} \)

\[
E_1(\tilde{x}) = f(\tilde{x}) = E_2(\tilde{x}, 0) < f(\tilde{x}) + \alpha \leq E_2(\tilde{x}, 1).
\]

Therefore \( E_2(\tilde{x}, 0) = \min E_2 \).

(Using similar proof)

\( E_1(\tilde{x}) \leq E_1(\tilde{y}) \) for any \( \tilde{y} \).

Therefore \( E_1(\tilde{x}) = \min E_1 \) iff \( (\exists \tilde{x}) E_2(\tilde{x}, \tilde{t}) = \min E_2 \).

Therefore \( E_1 \approx E_2 \).

\[ \square \]

A.3. Proof of theorem: eliminating hidden variable by converting terms to possibly higher order terms.

To show:

\[
E_1(x_1, \ldots, x_n, T) = f(x) + \sum_{j=1}^{k} (\alpha_i x_j)T \approx f(\tilde{x}) + \sum_{\beta_S < 0} \beta_S \prod_{j=1}^{k} L^i_S(X_j) = E_2(x_1, \ldots, x_n)
\]

where:

\[
\beta_S = \sum_{j=1}^{l} \alpha_j x_{i_j} < 0
\]

and

\[
L^i_S(X) = \begin{cases} 
X_{i_j} & \text{if } S(X_{i_j}) = 1 \\
1 - X_{i_j} & \text{if } S(X_{i_j}) = 0 
\end{cases}
\]

**Proof:** We have generated the expression: \( \prod L^i_S \) so that:

\[
\prod_{j=1}^{k} L^i_S(S'(\tilde{X})) = \begin{cases} 
1 & \text{if } S' = S \\
0 & \text{if } S' \neq S 
\end{cases}
\]
Therefore, for every assignment $S$ (and instantiation $\bar{z}$):

If $\beta_S \leq 0$ then $E_2(\bar{z}) = f(\bar{z}) + \beta_S$

If $\beta_S \geq 0$ then $E_2(\bar{z}) = f(\bar{z})$.

Like we did in the previous proofs of this appendix, we show now two directions:

i) If $\bar{z}$ can minimize $E_1$ then it minimizes also $E_2$.

ii) If $\bar{z}$ minimize $E_2$ then it can minimize also $E_1$.

In each direction we examine two cases:

case 1: We assume the $\bar{z}$ causes $\beta_S < 0$.

case 2: We assume the $\bar{z}$ causes $\beta_S \geq 0$.

For each of the cases we prove that $\bar{z}$ minimizes also the other function by showing that for every $\bar{y}$ the function gets a value that is greater or equal then the value it get for $\bar{z}$.

We examine two sub-cases:

sub-case 1: We assume the $\bar{y}$ causes $\beta_S < 0$.

sub-case 2: We assume the $\bar{y}$ causes $\beta_S > 0$.

i) Assume $\bar{z}$ is an instantiation of an assignment $S$ that minimizes $E_1$,

case 1: If $\beta_S \leq 0$ then $E_1(\bar{z},1)$ is the minimum,

\[
E_1(\bar{z},1) = f(\bar{z}) + \beta_S = E_1(\bar{z}) \leq f(\bar{z}) = E_1(\bar{z},0).
\]

But then for all instantiations $\bar{y}$ of assignments $S'$:

sub-case 1.1 : if $\beta_{S'} \leq 0$ then

\[
E_1(\bar{z}, 0) = f(\bar{z}) + \beta_S \leq E_1(\bar{y}, 1) = f(\bar{y}, 1) + \beta_{S'} = E_2(\bar{y}), \text{ and}
\]

sub-case 1.2 : if $\beta_{S'} > 0$ then

\[
E_1(\bar{z}, 1) = f(\bar{y}) + \beta_S \leq E_1(\bar{y}, 0) = f(\bar{y}) = E_2(\bar{y})
\]

Therefore $E_1(\bar{z}, 1) = E_2(\bar{z}) \leq E_2(\bar{y})$ for all instantiations $\bar{y}$.

case 2: If $\beta_S > 0$ then $E_1(\bar{z},0)$ is the minimum

\[
E_1(\bar{z}, 0) = f(\bar{z}) = E_2(\bar{z}) < f(\bar{z}) + \beta_S = E_1(\bar{z},1).
\]

But then for all instantiations $\bar{y}$ of assignment $S'$ :

sub-case 2.1: if $\beta_{S'} \leq 0$ then

\[
E_1(\bar{z}, 0) = f(\bar{z}) \leq E_1(\bar{y}, 1) = f(\bar{y}) + \beta_{S'} = E_2(\bar{y}) \text{ and}
\]
sub-case 2.2: if $\beta_{S'} > 0$ then

$$E_1(\bar{x}, 0) = f(\bar{x}) \leq E_1(\bar{y}, 0) = f(\bar{y}) = E_2(\bar{y})$$

Therefore $E_1(\bar{z}, 1) = E_2(\bar{z}) \leq E_2(\bar{y})$.

Therefore, $\bar{z}$ also minimizes $E_2$.

i) Assume $\bar{x}$ is an instantiation of $S$ that minimize $E_2$.

case 1: If $\beta_S \leq 0$ then $E_2(\bar{z}) = f(\bar{z}) + \beta_S = E_1(\bar{z}, 1)$ is a minimum.

Then, for all instantiations $\bar{y}$ of $S'$:

sub-case 1.1: If $\beta_{S'} \leq 0$ then

$$E_2(\bar{z}) = f(\bar{z}) + \beta_S \leq E_2(\bar{y}) = f(\bar{y}) + \beta_{S'} = E_1(\bar{y}, 1) \leq f(\bar{y}) = E_1(\bar{y}, 0)$$

sub-case 1.2: If $\beta_{S'} > 0$ then

$$E_2(\bar{z}) = f(\bar{z}) + \beta_S \leq E_2(\bar{y}) = f(\bar{y}) = E_1(\bar{y}, 0) \leq f(\bar{z}) + \beta_S = E_1(\bar{y}, 1)$$

Therefore $E_1(\bar{z}, 1) \leq E_1(\bar{y}, T')$ for all $\bar{y}$ and $T'$

case 2: If $\beta_S > 0$ then $E_2(\bar{z}) = f(\bar{z}) = E_1(\bar{z}, 0)$ is a minimum.

Then, for all instantiations $\bar{y}$ of $S'$:

sub-case 2.1: If $\beta_{S'} \leq 0$ then

$$E_2(\bar{z}) = f(\bar{z}) \leq E_2(\bar{y}) = f(\bar{y}) + \beta_{S'} = E_1(\bar{y}, 1) \leq f(\bar{y}) = E_1(\bar{y}, 0)$$

sub-case 2.2: If $\beta_{S'} > 0$ then

$$E_2(\bar{z}) = f(\bar{z}) \leq E_2(\bar{y}) = f(\bar{y}) = E_1(\bar{y}, 0) \leq f(\bar{z}) + \beta_S = E_1(\bar{y}, 1)$$

Therefore $E_1(\bar{z}, 0) \leq E_1(\bar{y}, T')$ for all $\bar{y}$ and $T'$

Therefore $\bar{z}$ also minimizes $E_1$.

Therefore $E_2(\bar{z})$ is minimized iff there exists an instantiation to $T$ such that $E_1(\bar{z}, T)$ is minimized.

Therefore the minimizing sets of $E_1$ and $E_2$ (when $T$ is a hidden variable in $E_1$) are equal and $E_1 \approx E_2$. 

□

To show: The attribute grammar of section 4.1 transforms a WFF $\varphi$ into an equivalent WFF $\psi$ in a conjunction of triples form. (With the variables of $\varphi$ as visible variables).

Proof:

By induction on $k$ the depth of the parse tree that is generated by the grammar from $\varphi$, we show that:

If $S \Rightarrow \varphi$ then:

1. $S.val$ contains either $\text{var}, (\neg \text{var}), (\text{var} \lor \text{var}2)$ or $(\text{var} \land \text{var}2)$ such that $\text{var}1$ and $\text{var}2$ are visible or hidden variables. We call such an expression a “simple term”.

2. $S.t$ is either empty or contains a conjunction of expressions of the form:

$(\text{var} \rightarrow T), ((\neg \text{var} \rightarrow T), ((\text{var} \lor \text{var}2) \rightarrow T)$ or $(\text{T1} \land \text{T2}) \rightarrow T)$ such that the $\text{T}$'s on the right are new variables, not introduced before. (This is their first appearance from the left). Eg:

$(((A \rightarrow T1) \land (B \rightarrow T2)) \land ((T1 \lor T2) \rightarrow T3))$.

3. $\varphi$ is equivalent to $(S.t \land S.val)$

Base: $k = 2$, when $S \rightarrow L \rightarrow X_i$ or $S \rightarrow L \rightarrow (\neg X_i)$ then

1. $S.val = X_i$ or $S.val = (\neg X_i)$

2. $S.t$ is empty

3. $(S.t \land S.val) = \varphi$

Step: Assume the Induction Hypothesis (I.H.) is true for $k < n$, to show that it is also true for $k = n$.

1. $S \rightarrow (S^1 \lor S^2) \Rightarrow (\varphi_1 \lor \varphi_2)$, by induction hypothesis: $S^1.val, S^2.val$ are simple terms, $S^1.t, S^2.t$ are conjunctions of triples.
By construction $S.t$ is also conjunction of triples and $S.val$ is a simple term.

We need now to show that $\varphi$ is equivalent to $(S.t \land S.val)$:

TRUE always equivalent to $S.t$ because the new variables in the right of each triple can get a truth value equal to the truth value of the simple term on the left of it. Following this method, hidden variables are instantiated so that the whole conjunction is evaluated to be TRUE.

Assume: $\varphi = (\varphi_1 \lor \varphi_2)$ is instantiated to TRUE, then either $\varphi_1$ or $\varphi_2$ is instantiated to TRUE.

Assume $\varphi_1$ is TRUE, then by I.H. $(S^1.t \land S^1.val)$ can be instantiated to be TRUE.

Therefore $(S^1.t \land (S^1.val \rightarrow T_1))$ can be made TRUE by making $T_1$ TRUE.

Therefore $(T_1 \lor T_2)$ then becomes TRUE and therefore $(S.t \land (T_1 \lor T_2))$ is TRUE.

Therefore: If $\varphi$ is TRUE then $(S.t \land S.val)$ can be made TRUE by some instantiation to the hidden variables.

Assume $\psi = ((S^1.t \land S^2.t) \land (S^1.val \rightarrow T_1) \land (S^2.val \rightarrow T_2) / wedge(T_1 \lor T_2))$ is instantiated to be TRUE.

Then either $T_1$ or $T_2$ must be instantiated to TRUE.

Assume $T_1$ is true, then $S^1.val$ is TRUE.

Therefore $(S^1.t \land S^1.val)$ is TRUE. By I.H. $\varphi_1 \approx (S^1.t \land S^1.val)$.

Therefore $\varphi_1$ is TRUE. Therefore $(\varphi_1 \lor \varphi_2) = \varphi$ is TRUE.

Therefore if $\psi$ is TRUE then $\varphi$ is TRUE.

Therefore $\varphi \approx \psi$.

2. $S \rightarrow (S^1 \land S^2) \Rightarrow (\varphi_1 \land \varphi_2)$

(Similar proof).

3. $S \rightarrow (\neg S^1) \Rightarrow \varphi$

By construction, $S.val = (\neg T)$ is a simple term and $S.t$ is a conjunction of triples.

We need now to show that $\varphi \approx (S.t \land S.val)$:

Assume $(\neg \varphi)$ is TRUE by instantiation $\tilde{z}$.

Then $\varphi_1$ is instantiated to FALSE by $\tilde{z}$ (of the visible variables).

Therefore $(S^1.t \land S^1.val)$ can not be made TRUE by any instantiation to the new variables.
$S^1.t$ can always be made TRUE, but for those instantiation that make $S^1.t$ TRUE,
$S^1.val$ is always FALSE.

Therefore $((S^1.t \land (S.val \rightarrow T)) \land (\neg T))$ can be made TRUE
by making $S^1.t$ TRUE and $T$ FALSE.

Therefore, for any instantiation $\bar{x}$ that instantiates $\phi$ to be TRUE,
$(S.t \land S.val)$ can be instantiated also to be TRUE.

Assume $\psi = ((S^1.t \land (S.val \rightarrow T)) \land (\neg T)$ is instantiated to TRUE by $\bar{x}$ and $T$,
then $T$ must be FALSE and $S.val$ is also FALSE.

Therefore, $(S^1.t \land S.val)$ is FALSE.

$\phi_1 \approx (S^1.t \land S.val)$ so $\phi_1$ is FALSE.

Therefore $\phi_1$ is FALSE for any instantiation that makes $\psi$ TRUE.

Therefore, $\phi = (\neg \phi_1)$ is TRUE for any instantiation that makes $\psi$ TRUE.

Therefore $\psi \approx \phi$.

\[\Box\]

\section*{A.5. Proof of lemma: $H_E$ is the characteristic function of $\phi$.}

To show that $H_E(\bar{x}) = 1$ iff $\phi(\bar{x}) = 1$

Where

$$H_E(\bar{x}) = \begin{cases} 1 & \text{if } E(\bar{x}) = min_E \\ 0 & \text{otherwise} \end{cases}$$

and

$$\phi = \bigvee_{H_E(s(\bar{x}))=1} \bigwedge_{i=1}^{n} L^i_S$$

where

$$L^i_S = \begin{cases} X_i & \text{if } S(X_i) = 1 \\ \neg X_i & \text{if } S(X_i) = 0 \end{cases}$$

\textbf{Proof:} We have constructed the term

$$t_S = \bigwedge_{j=1}^{n} L^j_S$$
so that $t_S$ has the property:

$$t_S(S'(\hat{X})) = \begin{cases} 
1 & \text{if } S = S' \\
0 & \text{if } S \neq S'
\end{cases}$$

(i.e. $t_S$ is evaluated to be TRUE only by assignment $S$).

Let $S$ be the assignment for instantiation $\bar{x}$. If $H_E(\bar{x}) = 1$ then $H_E(S(\hat{X})) = 1$.

Therefore $t_S$ is included in $\varphi$.

$$t_S(S(\hat{X})) = 1 \text{ (property of } t_S).$$

Therefore $\varphi(S(\hat{X})) = \bigvee_{H_E(S'(\hat{X})) = 1} t_S(S'(\hat{X})) = 1$.

Therefore $H_E(S(\hat{X})) \Rightarrow \varphi(S(\hat{X})) = 1$.

If $\varphi(\bar{x}) = 1$ then at least one of the terms $t_{S'}$ is instantiated to TRUE: $t_{S'}(S(\hat{X})) = 1$.

Therefore $S = S'$ (Property of $t_S$).

Therefore $H_E(S(\hat{X})) = 1$ (since $t_S$ is included in $\varphi$, by the construction of $\varphi$).

Therefore $\varphi(S(\hat{X})) = 1 \Rightarrow H_E(S(\hat{X})) = 1$.

Therefore $\varphi(\bar{x}) = 1$ iff $H_E(\bar{x}) = 1$.

Therefore $H_E$ is the characteristic function of $\varphi$. 

\[ \square \]
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