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Abstract: Most handwritten character recognizers use either graphical (static) or first-order dynamic data. Our research speculates that the mental signal to write a digit might be partially encoded as an energy profile. We used artificial neural networks (ANN) to analyze energy-related features (first and second time derivatives) of handwritten digits of 20 subjects and later 40 subjects. An experimental environment was developed on a NeXTstation with a real-time link to a pen-based GO computer.

Although such an experiment cannot confirm an energy profile encoded in the writer, it did indicate the usefulness of energy-related features by recognizing 94.5% of the 600 test patterns after 29,000 random presentations of 800 training digits. This three-layer ANN had 54 input units (representing 27 trinary features), 4 hidden units (0, 2, 3, 4, 8, 10, 12, 15, 20, and 25 hidden units were tested), and 14 output units. Another ANN recognized 91.7% of the test digits after only 6,000 training presentations. Later testing with 40 subjects (including very erratic writing) resulted in 91% recognition.

This same feature abstraction was tested in a Supervised Competitive Learning (SCL) implementation which was free to create as many or few digit prototypes as was needed to recognize characters. Using the former data set (20 subjects), it created from 19 to 34 prototypes (depending on control parameters) and achieved 94.8% recognition.

Energy-related features

The heart of handwritten character recognition is the selection of features to train and test the recognizer — in our case, an artificial neural network (ANN). Generally the extraction of features is based on static data fixed by the character's representation (Suen et al. 1980, Tappert et al. 1990, Rubine 1991). Some systems consider dynamic data related to the static representation such as the energy needed to transform a prototypical spline into the observed shape (Hinton et al. 1990) and derivatives of the shapes themselves (Rodin et al. 1992). We are not aware of feature extraction drawn from the energy imparted to the pen in the two-dimensional writing plane while drawing the character. This is the feature abstraction considered in this work.

In discussing the process by which characters are created with Dan Kimura, it occurred to us that humans write characters as easily with their eyes closed as with them open. The mental signal that creates a character apparently rests on more than the final representation of that character. We speculate that the generative signal sent to the hand muscles is — at least partly — an energy profile of the character.
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An energy profile may be characterized as force acting through distance. More formally, if $\mathbf{F}$, $\mathbf{a}$, and $\mathbf{v}$ are the force, acceleration and velocity vectors of the pen motion, the energy is given by

$$\int \mathbf{F} \cdot \mathbf{v} \, dt = \int \mathbf{ma} \cdot \mathbf{v} \, dt.$$

A presumed energy profile would be detectable in the velocities and accelerations of the pen in the two dimensions of the tablet surface. There are several approaches to seeking such a profile. One could attempt to derive specific relations between characters and the instantaneous values of the vectors $\mathbf{a}$ and $\mathbf{v}$, or one could simply offer some representation of the $\mathbf{a}$ and $\mathbf{v}$ vectors to a artificial neural network and observe if it derives predictively effective relationships on its own.

This latter approach underlies the derivation of features in our feature preprocssing. Although it is undeniable that graphic features do influence the creation of characters, we chose to omit all graphic content (except the number of strokes, and, for early tests, the extent of the finishing stroke — i.e. distance from the starting point), and to limit the ANN to energy-related features to test the energy-profile hypothesis.

**Feature extraction preprocessing**

The data is captured by the $x$ and $y$ movement of the pen on a digitizing tablet. A series of points is combined into a stroke, and a series of strokes is combined into a scribble (after GO 1991, Chapter 15, and Moria et al. 1991). The algorithm assumes that the point sampling rate is constant over time. This is not a perfect assumption, but averaging makes it workable.

The feature extractor divides the scribble into several (4, 5, 6 or 7) intervals. It then calculates the average velocity and acceleration in the $x$ and $y$ directions for each of the intervals. The differences between successive points are recorded in velocity arrays ($x$ and $y$). The differences between successive velocities are recorded in acceleration arrays ($x$ and $y$). Average velocity or acceleration in each interval is compared to the maximum for the character. Each region was encoded as a trinary feature — positive, negative, or zero. (Zero indicates a value below an arbitrary threshold, say one third of the maximum.) In actual testing, the trinary features were encoded with two short integers — 10 01 00 represent negative, positive, and zero.

In the first four experiments shown in Figure 1 below, velocity and acceleration were divided into five intervals leading to 22 trinary features or 44 binary inputs. In the rest of the experiments, velocities were divided into seven regions, accelerations were divided into six regions, and extensions were omitted leading to 27 trinary features or 54 binary inputs. In all tests, the number of strokes composing the scribble was encoded as one or more-than-one.

The following illustration depicts a scribble for the digit nine. The left two graphs represent the input points as dots and connected dots. The top two right graphs represent $x$ versus time and $y$ versus time. The others represent velocity and acceleration respectively. The feature encoding for velocity and acceleration appears below each respective graph. In this illustration, velocity and acceleration were divided into five intervals each. For example, in the $x$ velocity graph, the first section of the graph dips downward (since the nine is first formed by moving in the negative $x$ direction). Then it rises in the middle and dips down again. Therefore the $x$ velocity encoding is 10 10 01 10 10 — negative negative positive negative negative. None happened to be zero.
The artificial neural net simulator

Training and test patterns were assembled from the twenty subjects (after duplicating two of the 3's to make up for omissions by two subjects). Features were extracted and stored. Eight hundred patterns were used for training (four of each individual's patterns for each character). The remaining 600 patterns were used to test the generalization of the network. Later this data was combined with a similar set for twenty other subjects giving a training file of 1600 scribbles and a testing file of 1200 scribbles.

The three-layer ANN had input units representing the trinary features. In all but the first experiment, an additional input was added whose value was always one. The hidden layer consisted of 0, 2, 3, 4, 8, 10, 12, 15, 20, or 25 hidden units. The final layer had (originally) 10 output units. The output unit with the highest activation value identified the digit. As described below, it was later observed that expanding the prototypes available to the ANN improved its recognition ability. (For example, some writers draw five with one stroke, some with two; a prototype was created for each. Some writers draw an eight as two independent circles; most draw the eight with one interleaved stroke. Again prototypes were made available for each.)

The input layer was fully connected to both the hidden layer and the output layer. The hidden layer was fully connected to the output layer. There were no lateral connections, that is, no connections within the same layer. Error values were backpropagated to the hidden and input layers using the gradient descent method as developed in Rumelhart and McClelland (1986).
We used the activation and error functions of Kalman and Kwasny (1991, 1992), namely,

$$a = \lambda(x) = (1 - e^{-x}) / (1 + e^{-x})$$  
(activation function)

$$e = \Sigma (c^2 / (\lambda'(x)) = \Sigma (c^2 / (1 - a^2))$$  
(error function)

Where c is the difference between the training value (1 if correct, -1 if incorrect) and the actual activation value of the unit. Each trial consisted of backpropagating a single randomly-selected pattern through the ANN. The learning rate (Eta, how much change in weights per backpropagation) and momentum (Alpha, the degree to which the last change in weight contributes to the current) varied as shown. The individual digit performance is at the right.

**Figure 1 — Summarized data for nine tests**

<table>
<thead>
<tr>
<th>Units</th>
<th>Eta</th>
<th>Alpha</th>
<th>Seed</th>
<th>Trials</th>
<th>Total</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>in hid out</td>
<td>.0005</td>
<td>.4</td>
<td>1</td>
<td>25,000</td>
<td>92.0%</td>
<td>57</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>10</td>
<td>.9</td>
<td>90</td>
<td>6,000</td>
<td>91.7%</td>
<td>57</td>
<td>52</td>
<td>59</td>
<td>51</td>
<td>51</td>
<td>48</td>
<td>51</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>51</td>
<td>20</td>
<td>10</td>
<td>.0005</td>
<td>90</td>
<td>80,000</td>
<td>91.8%</td>
<td>55</td>
<td>51</td>
<td>59</td>
<td>51</td>
<td>51</td>
<td>49</td>
<td>51</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>51</td>
<td>12</td>
<td>14</td>
<td>.0005</td>
<td>.3</td>
<td>90</td>
<td>50,000</td>
<td>91.8%</td>
<td>56</td>
<td>51</td>
<td>59</td>
<td>51</td>
<td>51</td>
<td>48</td>
<td>51</td>
<td>51</td>
</tr>
</tbody>
</table>

(5 velocity intervals and 5 acceleration intervals, x-extension and y-extension)

<table>
<thead>
<tr>
<th>Eta</th>
<th>Seed</th>
<th>Trials</th>
<th>Total</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>14</td>
<td>0.0010</td>
<td>6</td>
<td>1</td>
<td>35,000</td>
<td>93.0%</td>
<td>51</td>
<td>51</td>
<td>54</td>
<td>55</td>
<td>58</td>
<td>58</td>
<td>57</td>
</tr>
<tr>
<td>55</td>
<td>14</td>
<td>0.0005</td>
<td>.6</td>
<td>1</td>
<td>26,000</td>
<td>93.0%</td>
<td>48</td>
<td>53</td>
<td>57</td>
<td>57</td>
<td>58</td>
<td>59</td>
<td>52</td>
</tr>
<tr>
<td>55</td>
<td>14</td>
<td>0.0005</td>
<td>.3</td>
<td>1</td>
<td>470,000</td>
<td>94.7%</td>
<td>50</td>
<td>53</td>
<td>58</td>
<td>51</td>
<td>58</td>
<td>59</td>
<td>56</td>
</tr>
</tbody>
</table>

(7 velocity intervals and 6 acceleration intervals, no extension data)

(Same, but using inline tanh function instead of the exp function: slower per trial, but fast convergence)

<table>
<thead>
<tr>
<th>Eta</th>
<th>Seed</th>
<th>Trials</th>
<th>Total</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>14</td>
<td>0.0010</td>
<td>.4</td>
<td>1</td>
<td>29,000</td>
<td>94.5%</td>
<td>54</td>
<td>51</td>
<td>54</td>
<td>58</td>
<td>58</td>
<td>58</td>
<td>51</td>
</tr>
</tbody>
</table>

(2800 scribbles from 40 subjects, 7 velocity intervals and 6 acceleration intervals, no extension data)

For all but the last run, the training set was 800 patterns and the testing set was the other 600 patterns. (A perfect score for one digit is 60.) The digits one and five were consistently more difficult for the 22 trinary feature version to recognize. Zero and six were most difficult for the 27 trinary feature version. Increasing the number of prototypes (to 12, 14, and 17) allowed higher recognition rates. The last experiment represents 40 subjects (7 samples * 10 digits * 40 subjects = 2800 scribbles) including some very poor writing samples. For this experiment, 1600 digits were used for training and the other 1200 were used for testing.

The first experiment required about four and a half minutes on our 68040-based NeXTstation (25MHz). The second experiment (6,000 trials) took about a minute. The last (682,000 trials) ran about two hours. Once trained, the system derives a recognition in about 6 milliseconds (including extracting features and forward propagation through the ANN).

**On-line testing with other subjects**

Later the system was tested by various right and left-handed users (recognizing well above 90%). The following pictures (both ostensibly eight) illustrate the difficulties created by poor writing.
Below are the output activations for the two "eights." Notice how strongly the eighth output unit dominates in the first one (Tag 88). In Tag 89, observe that no output unit is even positive, and that 5 wins, 1 is the second choice, and 8 is a weak fourth choice. In fairness, though, Tag 89 might be mistaken for a single-stroke five even by some humans.

Tag:Value:Guess -> Activation (lambda) for digits 0 to 9  
88:8:8 -> -0.992 -0.958 -0.881 -1.000 -1.000 -0.973 -0.983 -0.999 +0.797 -0.999  
89:8:5 -> -0.999 -0.592 -0.968 -0.999 -1.000 -0.466 -0.960 -1.000 -0.829 -0.802

The system proved resilient to many ambiguous features. The presence or absence of crossing strokes did not significantly reduce the recognition rate of sevens. It also recognized "curly nines" made without cusps (exactly as an upside-down 6). Differences in size by a linear factor of four had no appreciable effect on the recognition rate. This is due to the implicit normalization in the velocity and acceleration data divided by maxima.

Supervised Competitive Learning (SCL) — "unlimited" prototypes

An analysis of the items missed by the network revealed that it was defeated by the various ways in which we made our numbers. The two worst cases derive from the seven members of the first test group who make a five with one stroke, and the four members who make an eight with two (circular) strokes. We hypothesized that the ANN was handicapped by the effort to converge to such disparate prototypes of the digits five and eight. To overcome this, we borrowed the concept of prototypes from the Adaptive Resonance Technique (ART) model. We created two additional prototypes for five and eight as noted above, and later two more.

SCL lets the system freely create its own prototypes from the stream of randomly-selected inputs. The first sample becomes the first prototype on which it is trained; the second may become a second prototype if its teaching value is different or if it differs significantly enough from the first. An individual ANN for each new prototype is trained positively on its exemplar and negatively on other exemplars. Each is free to add similar input samples to its exemplar set. This permits better generalization. The control thresholds (for deciding that a difference is sufficient to create a new prototype, and for deciding the sufficiency of training) influence the number of prototypes created. The following figure gives the results of early experimentation with 7 velocity intervals and 6 acceleration intervals, and 4 hidden units in each prototype. (A trial here consists of backpropagation through only one prototype's ANN, so each trial requires less than a tenth the time of the earlier ANNs.) A fuller report is in Kimura and Fuller (1992).
**Figure 4 — Summarized data for SCL (early results)**

<table>
<thead>
<tr>
<th>Prototypes created</th>
<th>Eta</th>
<th>Alpha</th>
<th>Seed</th>
<th>Trials</th>
<th>Total</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>.0005</td>
<td>.4</td>
<td>1</td>
<td>211,761</td>
<td>92.7%</td>
<td>51</td>
<td>53</td>
<td>57</td>
<td>57</td>
<td>59</td>
<td>59</td>
<td>49</td>
<td>57</td>
<td>59</td>
<td>55</td>
</tr>
<tr>
<td>35</td>
<td>.0005</td>
<td>.4</td>
<td>1</td>
<td>1,510,670</td>
<td>94.7%</td>
<td>55</td>
<td>53</td>
<td>59</td>
<td>60</td>
<td>56</td>
<td>58</td>
<td>50</td>
<td>58</td>
<td>60</td>
<td>59</td>
</tr>
<tr>
<td>26</td>
<td>.0005</td>
<td>.4</td>
<td>1</td>
<td>50,790</td>
<td>91.7%</td>
<td>55</td>
<td>52</td>
<td>56</td>
<td>59</td>
<td>56</td>
<td>57</td>
<td>42</td>
<td>57</td>
<td>60</td>
<td>56</td>
</tr>
<tr>
<td>26</td>
<td>.0005</td>
<td>.4</td>
<td>1</td>
<td>2,791,989</td>
<td>94.8%</td>
<td>56</td>
<td>53</td>
<td>57</td>
<td>59</td>
<td>59</td>
<td>58</td>
<td>53</td>
<td>59</td>
<td>59</td>
<td>56</td>
</tr>
</tbody>
</table>

**Conclusions**

This work was part of our effort to develop pen-based workstations for teaching mathematics to children. The limitations of earlier character recognition algorithms led us to search in new directions for feature extraction. Energy-based features are one promising avenue.

Although this research could never confirm an energy profile encoded in the writers of digits, the strong results indicate the usefulness of such energy-related features. Our future research, combining energy-based features with static positional data and with angular displacement data, should result in better recognition and a larger "vocabulary" including letters and gestures. The Supervised Competitive Learning (SCL) approach appears very promising for the demands of more flexible recognition including letters, command gestures, and even user-defined gestures.
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