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POLICING PREDICTIVE POLICING

ANDREW GUTHRIE FERGUSON

ABSTRACT

Predictive policing is sweeping the nation, promising the holy grail of policing—preventing crime before it happens. The technology has far outpaced any legal or political accountability and has largely escaped academic scrutiny. This article examines predictive policing’s evolution with the goal of providing the first practical and theoretical critique of this new policing strategy. Building on insights from scholars who have addressed the rise of risk assessment throughout the criminal justice system, this article provides an analytical framework to police new predictive technologies.
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CONCLUSION 1188
The Santa Cruz Police Department became the first law enforcement agency in the nation to implement a predictive policing program. With about eight years of data on car and home burglaries, an algorithm predicts locations and days of future crimes each day. Police are given a list of places to go to try to prevent crime when they were not responding to calls for service.¹

We could name our top 300 offenders. . . . So we will focus on those individuals, the persons responsible for the criminal activity, regardless of who they are or where they live. . . . We’re not just looking for crime. We’re looking for people.²

INTRODUCTION

In police districts all over America, “prediction” has become the new watchword for innovative policing.³ Using predictive analytics, high-powered computers, and good old-fashioned intuition, police are adopting predictive policing strategies that promise the holy grail of policing—stopping crime before it happens.⁴ Major cities in California, South

---


Carolina, Washington, Tennessee, Florida, Pennsylvania, and New York, among others, have purchased new predictive policing software to combat property crimes such as burglaries, car thefts, and thefts from automobiles. Data from past crimes, including crime types and locations, are fed into a computer algorithm to identify targeted city blocks with a daily (and sometimes hourly) forecast of crime. Police officers patrol those predicted areas of crime to deter and catch criminals in the act. In large cities such as Los Angeles, Chicago, and New Orleans, complex social network analysis has isolated likely perpetrators and victims of gun violence. Social maps link friends, gangs, and enemies in a visual web of potential criminal actors. Intervention strategies seek to reach these potential victims and perpetrators before the violence occurs.

Law enforcement’s embrace of predictive technology mirrors its adoption in other areas of the criminal justice system. New pretrial risk developing their own open-source algorithms, and a few tech heavyweights like IBM and Palantir are getting in on the game.”

5. Huet, supra note 3 (“PredPol is being used in almost 60 departments, the biggest of which are Los Angeles and Atlanta, but [PredPol] is eyeing more. [The] goal by the end of 2015 is to have the majority of large North American metro areas using this [technology].”) (quoting Larry Samuels, PredPol CEO). See also infra notes 119–130.


11. See infra Part I.
assessment models claim to be able to predict future dangerousness.\textsuperscript{12} Post-trial sentencing predictions forecast likely recidivism.\textsuperscript{13} Probability outcomes forecast likely probation violations.\textsuperscript{14} It is no wonder, then, that predictive analytics have begun to shape policing strategies. Predictive analytics not only sounds like a futuristic solution to the age-old problem of crime, but also has the appeal of seemingly being based on empirical data free from human biases or inefficiencies.\textsuperscript{15} Such marketing allure has resulted in a series of national news stories that have proclaimed predictive policing to be the future of law enforcement.\textsuperscript{16}

Predictive policing thus raises some profound questions about the nature of prediction in an era influenced by data collection and analysis. The first generation of predictive policing technologies represents only the beginning of a fundamental transformation of how law enforcement prevents crime.\textsuperscript{17} Identifying a future location of criminal activity may be statistically possible by studying where and why past crime patterns have developed over time.\textsuperscript{18} But forecasting the precise identity of the future human “criminal” presents a far more troubling prediction. Both may be based on historical data with statistically significant correlations, but the analyses and civil liberties concerns differ.\textsuperscript{19}

This article addresses the deeper questions behind the adoption of predictive analytics by law enforcement. The article develops a framework for how predictive technologies must be policed by legislators, courts, and the police themselves. Building off a wealth of theoretical insights of scholars who have addressed the rise of risk assessment in other areas of criminal justice, the article provides an analytical structure for future adoption of any new predictive technology.


\textsuperscript{14} See, e.g., Martin Hildebrand et al., \textit{Predicting Probation Supervision Violations}, 19 PSYCHOL. PUB. POL’Y & L. 114, 115 (2013).


\textsuperscript{16} See infra Part II.A.

\textsuperscript{17} Beth Pearsall, \textit{Predictive Policing: The Future of Law Enforcement?}, 266 NAT’L INST. JUST. J. (May 2010), http://www.nij.gov/journals/266/Pages/predictive.aspx [https://perma.cc/6UR2-MXMD]. See also infra Part II.

\textsuperscript{18} See infra Part II.A.

\textsuperscript{19} See infra Part II.C.
This article offers three insights to the rather sparse literature on the subject of predictive policing. First, the article situates predictive policing within the decades-long search for predictive solutions to criminal justice problems. Predictive policing may be new, but the lure of predictive techniques is not. Second, the article examines the rapid evolution from place-based property crimes to place-based violent crimes and then to person-based crimes. This evolution has largely gone unchallenged, even though the social science justifications for the different crime types remain contested. Third, and most importantly, the article uses the example of predictive policing to develop a theoretical framework to police all future predictive techniques. With the rise of big data, the Internet of Things, intelligence-driven prosecution, and as yet uncreated surveillance tools, law enforcement will continue to adapt and innovate.

Part I situates the debate over predictive policing within the larger context of prediction in the criminal justice system. Prediction has been a “new thing” for decades and significant scholarly work has been done demonstrating its effects on other aspects of the criminal justice system. From pretrial release to parole, predictive mechanisms now control many aspects of the criminal justice system. Predictive policing is but the next iteration of this move toward actuarial justice.

Part II examines the evolution of predictive policing techniques from placed-based property crime to place-based violent crime. I call this the move from Predictive Policing 1.0 to Predictive Policing 2.0, in which the insights of a rather rigorous empirical and scholarly approach to studying property-based crimes have been adopted without equivalent empirical studies to the problem of violent crime. While similar logic prevails, equivalent research does not. Part II also analyzes a separate technique focusing on the identification of individuals predicted to be involved in


22. See infra Part I.A.


24. See infra Part II.B.
crime. This is what I call Predictive Policing 3.0, with a focus away from places to persons. In cities like Chicago and New Orleans, sophisticated data programs are mapping shootings and studying the underlying human connections. Mirroring a public health approach to disease, this focus on societal violence targets both potential shooting victims and offenders. Targeted individuals are identified and interventions conducted to address (and hopefully prevent) future violent acts.

Part III then develops an analytical framework to evaluate police prediction. Specifically, I study nine core issues that must be addressed before adopting any predictive policing technology. These fundamental issues—data, methodology, social science, transparency, accountability, practical implementation, administration, vision, and security—present substantial risks and vulnerabilities for adopters of the technology. Because of the industry’s rapid growth, police administrators and agencies have not adequately addressed these risks. The goal of this section is to move beyond Predictive Policing 2.0 or 3.0 to address universal concerns that will affect the next generation of technology, and all future predictive techniques.

The foundational insight of predictive policing is that certain aspects of the physical and social environment encourage quite predictable acts of criminal wrongdoing. Interfering with that environment or those connections will—the theory goes—deter crime. Predictive policing, thus, is less about blind fortunetelling, and more about divining hidden crime-inducing environmental conditions which can be deterred by an intentional police response. The same deterrence principle also can be applied to the predictive technologies themselves. This article seeks to show that parallel vulnerabilities exist in the adoption of new predictive technologies—vulnerabilities that can be addressed by identifying and remediating the underlying risks. This article then offers an analytical framework to analyze and improve implementation of predictive technologies, while allowing for continued innovations in the technology.

25. See infra Part II.C.
I. PREDICTION AND THE CRIMINAL JUSTICE SYSTEM

At some level, most decision-making systems involve prediction. The criminal justice system is no exception. Police officers, judges, juries, probation officers, and parole boards all make risk-based assessments every single day. Predictive tools which seek to help make these difficult, life-altering decisions more objective and fair have been embraced throughout the criminal justice system.\(^\text{30}\)

This article seeks to situate the specific technique of predictive policing within the larger move toward predictive technologies in the criminal justice system. This context is necessary because predictive policing has been billed as a new, magical “black box” solution to preventing crime,\(^\text{31}\) yet like all “once new” predictive technologies it suffers from the same limitations and challenges of all predictive techniques.\(^\text{32}\) Whether good, bad, ineffective, or distracting, the long-term trend has been to adopt predictive technologies regardless of effectiveness. Communities across the country will thus soon be confronted with the implementation of new technologies that promise to systematize and target the problem of crime. The next two sections detail the rise of data-driven prediction as a background to analyze the particular promise and concerns of predictive policing.

A. A Brief History of Actuarial Justice

The first experiments with prediction in the criminal justice system can be traced to the late 1920s and the Chicago School of Sociology’s work on parole recidivism.\(^\text{33}\) Early adopters such as Ernest Burgess looked at individual risk factors to predict the likelihood of convicted parolees recidivating.\(^\text{34}\) Jurek v. Texas, 428 U.S. 262, 275 (1976) (“[P]rediction of future criminal conduct is an essential element in many of the decisions rendered throughout our criminal justice system. The decision whether to admit a defendant to bail, for instance, must often turn on a judge’s prediction of the defendant’s future conduct. And any sentencing authority must predict a convicted person’s probable future conduct when it engages in the process of determining what punishment to impose. For those sentenced to prison, these same predictions must be made by parole authorities.”) (footnotes omitted).

30. J.C. Oleson, Training to See Risk: Measuring the Accuracy of Clinical and Actuarial Risk Assessments Among Federal Probation Officers, 75 FED. PROBATION 52, 52 (2011) (“The statistical prediction of recidivism risk has an 80-year history, and can be traced at least as far back as the 1928 parole prediction instrument developed by Ernest Burgess.”) (citation omitted); Nadya Labi, Misfortune Teller, THE ATLANTIC (Jan./Feb. 2012), http://www.theatlantic.com/magazine/archive/2012/01/misfortune-teller/308846/ (“In 1927, Ernest Burgess, a sociologist at the University of Chicago, drew on the records of 3,000 parolees in Illinois to estimate an individual’s likelihood of recidivism.”).
By systematizing risks and applying those factors to individual persons, Burgess institutionalized what we now know as the actuarial approach. In his book, 'Against Prediction,' Bernard Harcourt sets forth a detailed history of the influence of Burgess and other sociologists who experimented with designing the first risk assessment tools for parolees. The history spans the mid-twentieth century, beginning with the slow adoption of actuarial recidivism predictions and then shifting to a more rapid growth during the later part of the twentieth century and the early part of the twenty-first century, when risk assessment mechanisms became the norm and not the exception.

While initially focused only on parolees, the concept of actuarial prediction began to catch on in other parts of the criminal justice system. Actuarial (or statistical) prediction can be defined as:

[A] formal method...[that provides] a probability, or expected value, of some outcome. It uses empirical research to relate numerical predictor variables to numerical outcomes. The *sine qua non* of actuarial assessment involves using an objective, mechanistic, reproducible combination of predictive factors, selected and validated through empirical research, against known outcomes that have also been quantified.

Actuarial prediction turns on identifying and weighing specific factors that correlate with a probability of future actions. The shift toward empirical,
replicable, and validated factors also meant a rejection of the “clinical method” of prediction, which required an individualized, “expert” judgment not controlled by predetermined already-identified variables. The clinical method, while individualized, had recognized methodological flaws.

Examples of actuarial prediction instruments include the Violence Risk Appraisal Guide (VRAG), which measures potential violent recidivism for offenders with mental disorders; the Rapid Risk Assessment for Sexual Offense Recidivism (RRASOR), which predicts sexual offender recidivism; and the Level of Services Inventory-Revised (LSI-R), which predicts parole and supervised release success. Each of these assessment mechanisms shares a structure consisting of set questions, the answers to which statistically correlate with predictive scores for some future action. These assessments require responses to a series of questions that correlate to higher or lower risks of reoffending. For example, the LSI-R has been used in states to predict parole recidivism and asks questions about the individual’s criminal history, education, employment, financial problems, family or marital situation, housing, hobbies, friends, alcohol and drug use, emotional or mental health issues, and attitudes about crime and supervision. The questions are detailed, asking about school suspensions, dissatisfaction with spouses, use of free time, and mental health. Of course, the questions also exist within certain socioeconomic realities, such that individuals can be penalized for living in a high-crime area, not having a job, accepting social assistance, or having friends with criminal records. The difficulty of disentangling these poverty-correlated factors from individualized factors has opened these types of risk assessment

(emphasis omitted).


41. Slobogin, supra note 39, at 283 (“Until the late 1980s, almost all expert testimony regarding dangerousness was clinical in nature.”) (emphasis omitted); Alexander Scherr, Daubert & Danger: The “Fit” of Expert Predictions in Civil Commitments, 55 HASTINGS L.J. 1, 17 (2003) (“Clinical opinions have never received high marks for reliability. Early literature and studies almost completely discounted them, finding that clinicians did little better than chance . . . . Over the past decade, these second generation research methods have led to a conclusion that clinical methods perform somewhat better than random, but are still deeply imperfect.”).

42. Harcourt, supra note 23, at 78, 84.

43. Id. at 79–81.

44. Id. at 81, tbl.3.2.

mechanisms to criticisms of racial and economic bias.\textsuperscript{46}

Nevertheless, most states have adopted some measure of actuarial prediction in sentencing or parole determinations.\textsuperscript{47} These risk assessment measures represent the firm, if contested, belief that formalized measures provide superior insight compared to traditional, clinical practices.\textsuperscript{48} This belief has also impacted other parts of the criminal justice system, which will be discussed in the next section.

\textbf{B. The Prevalence of Prediction in the Criminal Justice System}

Today, actuarial prediction impacts almost all aspects of the criminal justice system, from the initial bail decision to the final parole release.\textsuperscript{49} In the pretrial detention stage, judges in many states routinely rely on risk assessment instruments to predict future dangerousness before deciding on release conditions.\textsuperscript{50} These measures have become so accepted that some researchers have proposed replacing individualized, human pretrial interviews with an automated assessment of predetermined risk factors to determine release.\textsuperscript{51} Pretrial service workers would, in essence, be replaced with a risk assessment algorithm. While scholars have critiqued reliance on

\begin{itemize}
\item \textsuperscript{46} Starr, supra note 45, at 229.
\item \textsuperscript{47} See Starr, supra note 13, at 809.
\item \textsuperscript{48} Compare Christopher Slobogin, \textit{Prevention as the Primary Goal of Sentencing: The Modern Case for Indeterminate Dispositions in Criminal Cases}, 48 \textit{San Diego L. Rev.} 1127, 1146 (2011) (“[R]esearch has firmly established that predictions based on the clinical method, although typically better than chance, are less valid than actuarial predictions by a significant magnitude.”), with Grove & Meehl, supra note 40, at 295 (noting that ‘in around two fifths of studies the two methods were approximately equal in accuracy”). See also Thomas R. Litwack, \textit{Actuarial Versus Clinical Assessments of Dangerousness, 7 Psychol. Pub. Pol’y & L. 409} (2001).
\item \textsuperscript{49} Shima Baradaran, \textit{Race, Prediction, and Discretion}, 81 \textit{Georgetown L. Rev.} 157, 176-77 (2013) (“Criminal justice actors often predict which defendants are going to commit an additional crime in determining whether to arrest defendants, to release them on bail, or to release them on parole, or in determining their sentence. This prediction is often based not only on individual evaluation, but also on a group’s criminality and past behavior.”).
\end{itemize}
such correlative factors,52 some jurisdictions are beginning to adopt them.53 At the other end of trial, during sentencing, judges rely on established risk assessment instruments in an attempt to make sentences more uniform and predictable.54 While judges have always had to make predictions about future danger, the difference today is that formalized mechanisms exist to guide the judges’ discretion.55 These mechanisms include actual risk assessment instruments, as well as formal sentencing guidelines, which were based on actuarial studies.56 Further, upon release, probation, parole, or supervision officers also make predictions of recidivism based on risk assessment mechanisms which have been created for the task.57 Particular types of crimes (or criminals) have generated particularized predictive tools to assess future risk. In sex offender cases, risk assessment mechanisms58 have been used to preventively detain suspects before trial,59 and civilly commit them after they have served their sentences.60 In

55. Hyatt et al., supra note 38, at 724 (“Risk assessment is not a new concept in the criminal justice system. It is a tool—not nothing more and nothing less. . . . Informally, sentencing judges have long assessed risk of re-offense in crafting a defendant’s sentence.”).
57. Matthew G. Rowland, Too Many Going Back, Not Enough Getting Out? Supervision Violators, Probation Supervision, and Overcrowding in the Federal Bureau of Prisons, 77 FED. PROBATION 3, 5 (2013) (“Since the 1990s, the federal probation and pretrial services system has used the Risk Prediction Index (RPI), an actuarial risk assessment tool developed by the Research Division of the Federal Judicial Center, to empirically measure the risk level of the supervisee population.”).
58. Hamilton, supra note 39, at 726–27 (challenging the testing and scientific method for sex offender assessment measures).
In domestic violence cases, courts have utilized Intimate Partner Violence (IPV) screening tools to identify factors that might signal future violence. In non-domestic violence cases, predictors of future dangerousness are relied upon to determine sentences. In juvenile cases, over 85% of jurisdictions use risk assessment mechanisms to evaluate young people. In capital cases, experts regularly must make a determination of future dangerousness using risk assessment tools. While each instrument incorporates a different calculus, they share the same underlying assumption that certain reliable correlations can be drawn from patterns in data.

This faith in predictive accuracy is not limited to the criminal context, as court decisions about child protection, civil commitment, and prisoner status have been guided by new predictive tools. Determinations about civil liberty or family autonomy are also now guided by pre-determined assessments that help shape court decision-making.

61. Amanda Hitt & Lynn McLain, Stop the Killing: Potential Courtroom Use of a Questionnaire That Predicts the Likelihood That a Victim of Intimate Partner Violence Will Be Murdered By Her Partner, 24 WIS. J. GENDER & SOC'Y 277, 283 (2009) (“Since the late 1970’s, as researchers clamored to create instruments that could accurately predict the threat of physical violence, over thirty-three IPV screening tools have been created.”).


The prevalence of predictive technologies in the criminal justice system has not gone unchallenged, and many scholars have critiqued the growing reliance and even legitimacy of some of the chosen tools. Interestingly, these critiques have not necessarily slowed the acceptance of actuarial justice, although perhaps they have moderated a complete reliance on the new tools. No matter the criticism, actuarial predictions are still considered superior to clinical predictions, and so the temptation has been to adopt and test new data-driven versions.

That same temptation has impacted police administrators, who like judges wish to predict recidivism and future violence before it happens. The next section discusses the evolving impacts prediction has had on policing.

II. THE EVOLUTION OF PREDICTIVE POLICING

Prediction has always been part of policing. Police officers regularly predict the places and persons involved in criminal activity and seek to deter this pattern of lawbreaking. The move toward predictive policing, then, is more a shift in tools than strategy.

Police use of predictive techniques parallels the history of actuarial prediction. The same Chicago School of Sociology that sought to predict at-risk individuals also generated interest in studying at-risk places. The rise of environmental criminology grew alongside early experiments that studied the geography of crime. These experiments informed police practice as crime mapping became a way to identify and study patterns of criminal behavior. As data collection and data analysis grew more sophisticated, new predictive techniques and computer-mapping

68. See, e.g., Starr, supra note 45, at 229.
71. Some predictive techniques such as Risk Terrain Modeling have adopted a strategic shift to accompany new technological innovations. See infra Part B.A (discussing the Risk Terrain Modeling attempt at addressing environmental vulnerabilities based on predictive analytics).
technologies also developed to make use of the information.\textsuperscript{74}

Over the course of the twentieth century, push-pin wall maps identifying daily crimes morphed into digital maps displaying historical patterns of all recorded crimes.\textsuperscript{75} Similarly, the insights of academic criminologists inspired police departments to hire professional crime analysts.\textsuperscript{76} Those crime analysts, in turn, began crunching the collected data and advising police administrators about how best to deploy resources. “High crime areas,”\textsuperscript{77} “hot spots,”\textsuperscript{78} and other techniques informed by Geographic Information Systems (GIS) were developed to visualize and respond to problem areas.\textsuperscript{79} Large-scale experiments like the CompStat system in New York City, in which crime data literally became the organizing principle of police response, were met with accolades and attention.\textsuperscript{80} Suddenly the idea of “smart policing” turned from buzzword into reality.\textsuperscript{81}

These predictive, data-driven techniques drew strength from the growing work of predictive analytics in other criminal justice fields. The predictive techniques were perceived as objective, focused on correlations as opposed to causation, and widely applicable across jurisdictions.\textsuperscript{82} Especially after the economic recession in 2008, when police departments were faced with


\textsuperscript{76}. For a complete history of crime mapping technology, see Ferguson, supra note 73.


\textsuperscript{78}. Anthony A. Braga et al., The Relevance of Micro Places to Citywide Robbery Trends: A Longitudinal Analysis of Robbery Incidents at Street Corners and Block Faces in Boston, 48 J. CRIME & DELINQ. 7, 9 (2011) (“Criminological evidence on the spatial concentration of crime suggests that a small number of highly active micro places in cities—frequently called ‘hot spots’—may be primarily responsible for overall citywide crime trends.”).


\textsuperscript{80}. James J. Willis et al., Making Sense of COMPSTAT: A Theory-Based Analysis of Organizational Change in Three Police Departments, 41 LAW & SOC’Y REV. 147, 172 (2007) (discussing the rise of COMPSTAT).

\textsuperscript{81}. Charlie Beck & Colleen McCue, Predictive Policing: What Can We Learn from WalMart and Amazon about Fighting Crime in a Recession?, 76 POLICE CHIEF MAG. 18–24 (Nov. 2009); Steve Lohr, The Age of Big Data, N.Y. TIMES, Feb. 12, 2012, at SR1 (“Police departments across the country, led by New York’s, use computerized mapping and analysis of variables like historical arrest patterns, paydays, sporting events, rainfall and holidays to try to predict likely crime ‘hot spots’ and deploy officers there in advance.”).

\textsuperscript{82}. CATHY O’NEIL, WEAPONS OF MATH DESTRUCTION: HOW BIG DATA INCREASES INEQUALITY AND THREATENS DEMOCRACY, 85–91 (2016).
dwindling budgets, a cost-effective, supposedly high-tech solution to crime became especially attractive and drew investment.\(^\text{83}\) With newspaper headlines hyping the technology as the future of policing, and federal grant money being invested in its design, predictive policing found itself leading the movement toward smart policing.\(^\text{84}\)

Before discussing the evolution of predictive policing, the actual claims of predictive policing companies and technologies must be separated from the hype of media coverage around the technology. This is somewhat difficult, because the companies themselves helped to generate the hype.\(^\text{85}\) In fact, one might cynically argue that companies promoting predictive policing technologies benefit from the misconception that their algorithms actually predict crime.\(^\text{86}\) But, examined carefully, the claims and promises are much less grand. Predictive policing merely provides additional information about the places and persons involved in criminal activity that supplements, rather than replaces, existing police techniques and strategy.\(^\text{87}\) It offers assessments of risk, rankings of risky areas or people, and can provide insights into associations and patterns that might be missed in the ordinary course of criminal investigation. As will be discussed in the next few sections, it has evolved rapidly, but, at base, remains a risk assessment tool adaptable to different problems and different jurisdictions.

---

83. Pearsall, supra note 17, at 17 ("George Gascón, chief of police for the San Francisco Police Department, noted that predictive policing is the perfect tool to help departments become more efficient as budgets continue to be reduced. ‘With predictive policing, we have the tools to put cops at the right place at the right time or bring other services to impact crime, and we can do so with less,’ he said."); Huet, supra note 3 ("It’s impossible to know if PredPol prevents crime, since crime rates fluctuate, or to know the details of the software’s black-box algorithm, but budget-strapped police chiefs don’t care.").


86. Bond-Graham & Winston, supra note 4.

87. PERRY ET AL., supra note 74, at 6, 115 (discussing the “hype” problem of predictive policing advertising).
A. Predictive Policing 1.0: Targeting Places of Property Crime

The origin myth of predictive policing has its birthplace in California under the leadership of Police Chief William Bratton. Bratton, along with Jack Maple, has been credited with championing the CompStat system with the New York Police Department (NYPD), and when Bratton was asked to lead the Los Angeles Police Department (LAPD), he brought his faith in data-driven policing to the West Coast. The idea, simply put, involved a data-analytics command structure that directed police resources to targeted areas of criminal activity. In its first iteration, this version of predictive policing was basically computer-augmented hotspot policing. While given the label “predictive policing,” it had all of the same characteristics of past crime pattern identification strategies that had been in use for years.

However, in collaboration with several academics at major universities, the LAPD experimented with a predictive algorithm to identify predicted locations of criminal activity. While other cities had experimented with data-driven systems, two California cities, Los Angeles and Santa Cruz, embraced these predictive technologies and promoted their success.

As originally designed in Los Angeles, predictive policing focused on addressing three types of crime: burglary, automobile theft, and theft from automobiles. These crimes were selected for four main reasons. First, property crimes, while not the most serious, generated a significant amount of public concern for the safety of a community. Second, property crimes

88. Like most origin myths, this story is incomplete and subject to interpretation and debate.
90. Beck & McCue, supra note 81, at 18 (“Predictive policing allows command staff and police managers to leverage advanced analytics in support of meaningful, information-based tactics, strategy, and policy decisions in the applied public safety environment.”).
91. The LAPD collaborated with academics Jeffrey Brantingham (UCLA) and George Mohler (Santa Clara). See Jouvenal, supra note 4; Huet, supra note 3.
95. Ferguson, Predictive Policing, supra note 20, at 267.
tended to be reported, unlike drug crimes or even certain violent crimes, so police had a good sense of the level of crime, and could more easily measure any changes in frequency. Third, a large body of social science research suggested that these types of property crimes arose out of certain environmental vulnerabilities that could be identified and remedied.96 Finally, because the crimes arose from place-based environmental factors, the theory became that targeted police presence in those areas might deter future criminal actions.

In practice, this first iteration of predictive policing97—Predictive Policing 1.0—involved the collection of historical crime data (time, place, and type) and the application of an experimental computer algorithm that used data to predict likely areas of criminal activity.98 The predicted areas were precise—usually 500 by 500 square feet—and forecast a particular type of crime.99 Police officers on patrol received highlighted maps and visited those targeted areas as often as practicable within their regular patrols.100 It was believed that increased police presence at the identified areas would disrupt the continued pattern of property crimes.101 In Los Angeles, police officers in the Foothill Division were provided maps to guide them on patrol.102 In Santa Cruz, every morning at roll call officers were handed detailed maps with predictive forecasts of crime broken down


97. The analysis here primarily focuses on what is now understood to be the model designed by PredPol. The precursor to PredPol was tested and developed with the LAPD under Chief Bratton.


100. See Lawrence W. Sherman, The Rise of Evidence-Based Policing: Targeting, Testing, and Tracking, 42 CRIME & JUST. 377, 426 (2013) (“PredPol, the predictive policing company, sells police agencies proprietary software that identifies extremely tight bounding of time and place in which crime is predicted to occur.”).


by location and time. In other jurisdictions, patrol car computers displayed the data in real time. In all cases, police hoped their presence would deter lawbreaking.

The theory behind Predictive Policing 1.0 can be traced back to the work of criminologists who found that certain property-based crimes tended to have ripple effects in neighboring areas. Like contagious viruses, these crimes spurred additional crimes in the area, because either the same criminals came back to commit them, or certain environmental vulnerabilities existed to encourage crime. For example, a successful burglary of one house might encourage future attempts at nearby houses because the area would be familiar to the burglar, the houses might be built similarly, or the police presence inadequate. Perhaps the same burglar or group would strike again, or perhaps word would get out about easy targets in the area. Empirical studies had confirmed this “near repeat effect,” and


107. Jerry H. Ratcliffe & George F. Reengert, Near-Repeat Patterns in Philadelphia Shootings, 21 SECURITY J. 58, 58 (2008) (“The near-repeat phenomenon states that if a location is the target of a crime such as burglary, the homes within a relatively short distance have an increased chance of being burgled for a limited number of weeks.”); Kate J. Bowers & Shane D. Johnson, Who Commits Near Repeats?: A Test of the Boost Explanation, 5 W. CRIMINOLOGY REV. 12, 13 (2004) (“[T]he communicated risk of burglary to nearby properties (within 400m of each other) was shown to be elevated for a short period of time, typically one-month, after which risks returned to pre-event levels. This pattern of space-time clustering has been referred to as the ‘near repeat’ phenomenon to reflect the association with repeat victimisation.”).

108. Shane D. Johnson, Repeat Burglary Victimization: A Tale of Two Theories, 4 J. EXPERIMENTAL CRIMINOLOGY 215, 236 (2008); Gordon, supra note 7 (quoting George Mason University professor Cynthia Lum as saying, “[c]rime is] most likely to occur tomorrow where it occurred yesterday. We know that about offenders too: People who commit crimes are likely to commit them again.”)

109. Wim Bernasco, Them Again?: Same-Offender Involvement in Repeat and Near Repeat Burglaries, 5 EUR. J. CRIMINOLOGY 411, 412 (2008) (“Since the introduction of victimization surveys
theories of “routine activity,” “rational choice,” and “crime patterns” all have identified a similar phenomenon with these types of property crimes. Additional variables such as the weather (hot, dry), season (holidays), time of day (night), day of the week (paydays), or nearness to a particular event (concert, club) could increase the risk of crime. Predictive Policing 1.0 reduced those theories to data points and provided rather precise predictions for certain crimes at certain times and in certain areas.

If accurate, this theory supports why placing a police officer at the predicted location of crime might create a deterrent effect. Car thieves prefer dark, isolated parking lots with easy escape routes and limited police presence. If the attraction to the place for the criminal is the environmental vulnerability of the area, a heightened police presence will (temporarily) cure the vulnerability. Other remedial options might include better lighting, surveillance cameras, or civilian guards. For crimes of opportunity like car theft, the deterrence rationale makes sense.

In application, the early rollouts of Predictive Policing 1.0 were reported in the 1970s, it has become widely recognized that crime is concentrated among relatively few victims. A significant number of people become repeat victims, some of them over and over again.” (citation omitted); Bowers & Johnson, supra note 107, at 12, 21 (“[P]rospective mapping is significantly more accurate than extant methods, correctly identifying the future locations of between 64%–80% of burglary events for the period considered.”).


11. Shane D. Johnson et al., Space-Time Patterns of Risk: A Cross National Assessment of Residential Burglary Victimization, 23 J. QUANTITATIVE CRIMINOLOGY 201, 203–04 (2007); Bowers & Johnson, supra note 107, at 13; Chainey et al., supra note 96, at 5 (“Crime also does not occur randomly. It tends to concentrate at particular places for reasons that can be explained in relation to victim and offender interaction and the opportunities that exist to commit crime.”).


13. PERRY, ET AL., supra note 74, at 44–45.

14. Josh Koehn, Algorithmic Crime Fighting, SANJOSE.com (Feb. 22, 2012), http://www.sanjose.com/2012/02/22/sheriffs_office_fights_property_crimes_with_predictive_policing/ (recognizing that the most common time for vehicle and residential crimes was between 5:00 PM and 8:00 PM on Tuesdays and Thursdays).


17. Researchers of environmental criminology have well documented this phenomenon.

18. Tompson & Townsley, supra note 110, at 25.
as successful. In the Los Angeles test, the first six months saw a 25% drop in burglaries. In Santa Cruz, California, property crimes reportedly dropped between 4% and 11%. In Alhambra, California, police reported that after a year of using the technology, thefts from automobiles dropped 21% and auto theft dropped 8%. In Modesto, California, property crimes dropped by double digits. Outside California, metropolitan areas like Seattle, Atlanta, and Reading, Pennsylvania adopted the technology with similar positive results. Of course, these initial studies may provide an imperfect sampling because crime across the country also decreased, and not all of the experiments have resulted in positive outcomes. Follow-up studies have been inconclusive, with some cities—including Los

119. Mitchell, supra note 2 (citing a 25% reduction in burglary for the first six months using PredPol).

120. Koehn, supra note 114 (“During the first half of 2011, Zach Friend, a spokesman for the Santa Cruz Police Department, says that after using its predictive policing algorithm, the department reported a drop in property crimes ranging somewhere between 4 and 11 percent.”); Baxter, supra note 1 (“From the program’s start in Santa Cruz in July 2011 to Jan. 1, 2012, car burglaries and residential burglaries declined by 4 percent compared with the same period a year earlier, according to Santa Cruz crime analyst Zach Friend. Vehicle thefts remained about the same.”); Brian Heaton, Predictive Policing a Success in Santa Cruz, Calif., GOV’T TECH. (Oct. 8, 2012), http://www.govtech.com/public-safety/Predictive-Policing-a-Success-in-Santa-Cruz-Calif.html [https://perma.cc/AW8X-853Q] (reporting that a comparison of the first six months of 2012 with the first six months of 2011 showed thefts were down 19% without any change in police resources).

121. Vuong, supra note 104 (“The Alhambra Police Department focused on the two most common crimes in Alhambra, Yokoyama said. By year’s end, when compared to 2012 numbers, car burglaries decreased by 21 percent, and auto theft declined by 8 percent, a statistics report showed.”).


124. Will Frampton, With New Software, Norcross Police Practice Predictive Policing, CBS ATLANTA (Aug. 19, 2013), http://www.cbsatlanta.com/story/23178208/with-new-software-norcross-police-utilize-predictive-policing; Clark, supra note 105 (“The Atlanta Police Department, for example, conducted a 90-day pilot project in two of its six policing zones late in 2013. The test showed a marked decline in crime as compared with the previous year.”).

125. Clark, supra note 105 (“Reading, which adopted the technology in October 2013, observed a 23 percent decline in burglaries in the next 12 months, the police department reported.”); Press Release, City of Reading, Pa., New Predictive Policing Strategies in Reading: Reducing Crime & Increasing Community Engagement, http://www.readingpa.gov/content/new-predictive-policing-strategies-read reduces-crime-increasing-community-engagement [https://perma.cc/CFN6-EDTG].

126. Vuong, supra note 104. But see id. (“Yet the crime rate for certain activities has increased. Residential burglaries went up by 17 percent and robberies increased by 22 percent, a report found.”).

127. As of early 2016 there has only been a single peer-reviewed study of Predictive Policing 1.0, written in collaboration with the founders of PredPol. See George O. Mohler et al., Randomized Controlled Field Trials of Predictive Policing, 94 J. Am. Stat. Ass’N 1399 (2015), http://amstat.tandfonline.com/doi/pdf/10.1080/01621459.2015.1077710. See also infra notes 287–289.
Angeles—showing a spike in crime after initial decreases. 128 In addition, questions exist about the validity of the crime statistics (absent any independent accounting). 129 In fact, during one of the few independent tests of predictive policing the RAND Corporation found no statistically significant improvement in crime reduction over control districts employing conventional hotspot mapping techniques. 130 Nevertheless, as a result of the reported successes, the concept of predictive policing received widespread national attention. Media reports from national and international sources touted the technology.

The professors who began their initial tests with the LAPD formed a company, PredPol, to sell the software. 132 Other academics 133 and large technology players including IBM, Motorola, and Lexis-Nexis now compete in the growing analytics industry. 134 In short, the idea of predicting crime has
become a multi-million dollar business, and a large-scale marketing campaign to sell predictive policing programs has commenced across the country. 135

Two points should be highlighted in this brief overview of Predictive Policing 1.0, with its focus on the PredPol technology. First, both the underlying theory and initial experiments focused on a limited number of property-based crimes and were firmly tied to place-based theories. Predicting violent crimes or individual criminals did not inform the early studies. Second, the excitement and promise of predictive policing has largely overtaken any perceived limitations. The belief that data-driven insights can transform policing has been with predictive policing since the beginning. 136 With the same enthusiasm that actuarial predictions displaced clinical predictions as the primary recidivism assessment tool, the lure of data-driven enlightenment has replaced traditional law enforcement strategy. 137

B. Predictive Policing 2.0: Targeting Places of Violent Crime

Preventing property crimes, while important, pales in comparison to the goal of preventing violent crimes. Thus, it is perhaps unsurprising that despite its brief history, predictive policing technologies have already evolved to target violent crime. 138 Predictive policing software has been marketed to address robberies, shootings, and gang-related violence. This section looks at the move from Predictive Policing 1.0 (property crimes focused on place) to Predictive Policing 2.0 (violent crimes focused on place). This section also builds on traditional, computer-assisted hotspot policing.

Violent crimes repeatedly occur in particular locations. Certain alleys may be conducive to robberies because of dim lighting, easy escape routes,
or close proximity to a victim-class. Certain clubs may be conducive to violent fights because of the typical mix of alcohol, drugs, and late-night errors in judgment. Certain streets might demarcate gang territory and thus be the locus of battles for control. These place-based attractors of violence have long been studied. Predictive policing has both mined this prior knowledge and developed new factors—like geographic vulnerabilities, precursor crimes, and temporal patterns—to allow for more sophisticated predictions.

Several police departments were early adopters of predictive policing programs for violent crimes. For example, IBM partnered with the Charleston, South Carolina Police Department to address armed robberies. Building off of an established system which collected robbery data in a CompStat-like system, the new predictive approach targeted particular blocks at particular times to reduce robberies. IBM has also worked with police in Memphis, Tennessee, utilizing similar technology but across a broader spectrum of crime.

Criminologists funded by the Bureau of Justice Assistance developed several pilot projects in Boston, Baltimore, Kansas City, Las Vegas, and Los Angeles to apply smart policing principles to shootings. In Boston, for example, researchers found that “fewer than 5 percent of Boston’s street corners and block faces generated 74% of fatal and non-fatal shootings between 1980 and 2008, with the most-active 65 locations experiencing

---

141. See e.g., David Weisburd, Does Hot Spots Policing Inevitably Lead to Unfair and Abusive Police Practices, or Can We Maximize Both Fairness and Effectiveness in the New Proactive Policing?, 2016 U. CHI. LEGAL F. 661, 664–65 (2016) (“Perhaps the most important innovation to emerge in the new proactive policing to control crime is what has been termed ‘hot spots’ or ‘place-based’ policing… Hot spots policing emerged out of empirical observations that crime was highly concentrated in urban areas. The logic behind it was simply that if crime was highly concentrated on specific streets in the city, the police should focus their interventions at those places.”) (citing Lawrence W. Sherman et al., Hot Spots of Predatory Crime: Routine Activities and the Criminology of Place, 27 CRIMINOLOGY 27, 37–42 (1989)).
143. Bowers, supra note 134 (discussing the use of predictive analytics to reduce armed robberies in Charleston, South Carolina).
144. See infra notes 80, 89 (discussing COMPStat).
145. Id.
146. King, supra note 134.
more than 1,000 shootings during this time period.”148 In addition, “[t]he bulk of Boston shootings take place immediately after school dismissal and during the weekend evening hours, and tend to increase during summer months.”149 Thus, the targeted solution involved focusing on those predicted blocks during those particular times with intensive community patrols.150 The results showed a dramatic reduction in violence, with a 17.3% reduction in violent crime, including a 19.2 percent reduction in robberies and a 15.4% reduction in aggravated assaults.151 Similar projects using a place-based focus and proactive intervention have been implemented in other cities.152

PredPol has also adapted its focus to include gun violence. Using its predictive software, PredPol examined the 38,740 gun-related crimes that occurred in Chicago during 2009–2011 and analyzed them against the 1,331 homicides during that same timeframe.153 The data revealed a correlation between precursor crimes involving handguns and future gun homicides. By studying these non-fatal precursor crimes, a fairly general predictive judgment could be made about fatal shootings.154 An internal PredPol study of this Chicago data demonstrated that the technology could predict the location of 50% of gun homicides within a broad timeframe.155 Specifically, the technology could show an elevated risk of a homicide for 30–100 days after the handgun crimes and within a half mile of the precursor crime.156

Researchers have also looked at gang violence as a similarly predictable event.157 Gangs are territorial, defending and protecting particular areas from rival gangs.158 In addition, gang violence tends to be retaliatory in nature, with one gang attacking another in response to a prior violent act.159

---

149. Id.
150. Id.
151. Id. at 5.
152. Id. at 1–9.
153. See THE PREDICTIVE POLICING CO., supra note 138. This number included 17,020 robberies, 6,560 assaults, 8,252 weapons violations, 5,274 batteries, and 303 criminal sexual assaults, all described as involving a handgun. This data can also be found at https://data.cityofchicago.org/Public-Safety/Crimes-2001-to-present/ijzp-q8t2.
154. Id.
155. Id.
156. Id.
159. Id.
The locations in between rival gangs’ territories thus tend to be the focus of more violent actions. George Mohler, one of the founders of PredPol, worked with colleagues to study and map predicted gang shootings.\(^{160}\) Other studies claim that 58% of gang crimes in Los Angeles occurred within two blocks of a known gang border, and 83% occurred within three blocks of that location.\(^{161}\) This type of geographical awareness could be useful for diffusing gang tensions or preventing retaliatory attacks.

Other researchers have developed more sophisticated models to predict robberies, aggravated assaults, and shootings. Researchers at the Rutgers Center for Public Security have developed a risk assessment technique called Risk Terrain Modeling (RTM),\(^{162}\) which has been successfully used to study certain types of violent crime.\(^{163}\) RTM develops digitized risk terrain maps identifying particular factors associated with particular crimes. Identified factors are layered on a computer map to highlight the intensity of risk in particular micro-areas. Instead of focusing on past crimes, RTM focuses on current environmental risk factors which heighten the risk for crime. For example, the risk factors for armed robbery were found to be an area’s proximity to or high density of each of the following seven types of location: drug dealing areas; prostitution areas; bus stops and rail stations; bars, pubs and exotic clubs; leisure and fast-food outlets; universities; and banks.\(^{164}\) As can be seen, many of the factors attract potential victims who are then targeted by potential robbers. In a year-long study in Newark, New
For shootings, RTM examines the following factors: “locations of drug arrests, proximity to ‘at-risk’ housing developments, ‘risky facilities,’ locations of gang activity, known home addresses of parolees previously incarcerated for violent crimes and/or violations of drug distribution laws, locations of past shooting incidents, and locations of past gun robberies.”

Recent RTM studies focused on predicting shootings and other assaultive conduct in Irvington, New Jersey, with initial statistical success. RTM’s focus on risk allows for a more detailed place-based assessment of locations of violent crime. In a recent multi-jurisdictional survey, RTM demonstrated significant short- and long-term crime reduction across a wide variety of cities.

Finally, one company has chosen to integrate the theories behind PredPol and RTM into a single commercial product. HunchLab, part of the Azaeva company, was founded by a former crime analyst with the Philadelphia Police Department. HunchLab 2.0 looks at baseline crime rates, near repeat patterns, routine activities theory, socioeconomic factors, seasons, time of month, day of week, time, holidays, sporting events, weather, and other RTM-like factors. The information is integrated into a machine-learning algorithm with updates for every police shift.

---

165. Id. at 75.
166. Kennedy et al., supra note 96, at 345–46.
168. Kennedy et al., supra note 96, at 345–46.
HunchLab has not publicly released any formal studies on the effectiveness of its combined approach.\textsuperscript{173}

Applying predictive policing programs to prevent place-based violent crimes—Predictive Policing 2.0—follows the same logic as Predictive Policing 1.0. Essentially, place-based environmental vulnerabilities exist that encourage violent crime, and thus should create a higher risk that crime will occur in that location. Again, predictive policing is not actually predicting a particular crime, but predicting an elevated risk of crime based on pre-determined place-based factors.

\textbf{C. Predictive Policing 3.0: Targeting Persons Involved in Criminal Activity}

Place has been the central concept behind the rise of predictive policing. Place-based crimes can be predicted because of the environmental vulnerabilities that encourage criminal activity. Obviously, however, it takes a person to commit the crime in that place, and new predictive technologies are being created to target individuals predicted to be involved in criminal activity.\textsuperscript{174} This section examines the use of predictive technologies to identify individuals and groups involved in predicted criminal activity.

This move to Predictive Policing 3.0 rests on the insight that negative social networks, like environmental vulnerabilities, can encourage criminal activity. In addition, it involves utilizing big data capabilities to develop predictive profiles of individuals based on past criminal activity, current associations, and other factors that correlate with criminal propensity.\textsuperscript{175} While arrests based purely on pre-crime predictions will not likely happen any time soon, police have shifted surveillance and investigation resources to focus on prediction as part of a larger push toward proactive policing.\textsuperscript{176}

\begin{footnotesize}
\begin{enumerate}
\item[173.] Chammah, \textit{supra} note 104.
\item[174.] See generally Erin Murphy, \textit{Databases, Doctrine & Constitutional Criminal Procedure}, 37 \textit{Fordham Urb. L.J.} 803, 830 (2010) ("But the use of databases to generate suspects represents a new kind of investigation altogether—whether based on particular information (e.g., ‘who called this number’) or upon predefined algorithms (e.g., ‘who has traveled to these three countries and bought these two items within a one month period’).”).
\end{enumerate}
\end{footnotesize}
The insight that social networks can reveal potential criminal actors arises from two separate avenues of study. The first involves a public health approach to crime that has attempted to understand the interconnected causes and sources of youth violence. Similar to the insight that property crime is contagious, criminologists discovered that a small percentage of the population has an elevated risk of becoming the victim or perpetrator of gun violence. Using data analysis, these individuals then could be mapped out as a social network. The second insight evolved out of technology developed to map international terror networks. Social network theory maps associations and connections, and links to addresses, phone numbers, and other data sources, providing insights into ongoing investigations and identifying new patterns in crime. Both share a similar goal of identifying, targeting, and tracking individuals who have a high risk of committing certain offenses.

In cities such as Chicago, Kansas City, and Boston, epidemic gun violence affected a relatively small group of young people. For decades, criminologists studied this phenomenon and then sought to isolate the causes and identify the participants. For example, in Chicago, researchers found that:

[A] very small number of neighborhoods in Chicago are responsible for most of the city's violence trends. The "city's" crime problem is in fact geographically and socially concentrated in a few highly impoverished and socially isolated neighborhoods. Data also

---

178. See infra notes 181–189.
180. See generally Cynthia Rudin, Predictive Policing: Using Machine Learning to Detect Patterns of Crime, WIRED (Aug. 22, 2013), http://www.wired.com/insights/2013/08/predictive-policing-using-machine-learning-to-detect-patterns-of-crime [http://perma.cc/84SQ-RCBG] ("The algorithm tries to construct a modus operandi (M.O.) of the offender. The M.O. is a set of habits that the offender follows and is a type of behavior used to characterize a pattern. The M.O. for the burglaries included factors like means of entry (front door, back door, window), day of the week, characteristics of the property (apartment, single family house), and geographic proximity to other break-ins.").
181. BRAGA ET AL., supra note 147 ("In 2006, roughly one percent of Boston youth between the ages of 15 and 24 participated in gangs, but these gangs generated more than half of all homicides, and gang members were involved in roughly 70 percent of fatal and non-fatal shootings as either a perpetrator and/or a victim.") (citing Anthony A. Braga et al., Losing Faith? Police, Black Churches, and the Resurgence of Youth Violence in Boston, 6 OHIO ST. J. CRIM. L. 141 (2008)).
revealed that most victims (and offenders) of gun violence in Chicago tend to be young African American men who live in neighborhoods on the West or South sides of the city.\(^{183}\)

In Chicago, District Intelligence Officers were tasked with identifying those most at risk of gun violence. Police officers evaluated past criminal activity, past arrests involving other victims, whether the person had been identified as part of a gang audit,\(^{184}\) or identified to be on a “strategic subjects list.”\(^{185}\)

As described by Chicago Police Department Special Order S10-05:

The Strategic Subjects List (SSL) is a rank-order list of potential victims and subjects with the greatest propensity for violence. The SSL model looks at individuals with criminal records who are ranked according to their probability of being involved in a shooting or murder, either as a victim or an offender, known as a “Party to Violence” (PTV). The software is generated based on empirical data that lists attributes of a person’s criminal record, including the record of violence among criminal associates, the degree to which his criminal activities are on the rise, and the types of intensity of criminal history.\(^{186}\)

Once an individual is identified and placed on this “heat list,”\(^{187}\) a police detective, a social worker, and a community leader (such as a football coach or pastor) conduct a “custom notification,” which involves a face-to-face meeting at home or a “call-in” at a public space, and the delivery of a custom notification letter.\(^{188}\)

While designed as a public health approach, the same techniques have been used in a more punitive way to identify and track gang violence in the city. The Chicago Police Department now uses “network analysis” to map

\(^{183}\) Meares et al., supra note 27.


\(^{185}\) Id. at § IV.B.

\(^{186}\) Id.


relationships between thousands of gang members in the city.\textsuperscript{189} Police study social networks, and even social media, as many times retaliatory violence can be detected by monitoring such platforms.\textsuperscript{190} The shift from predicting and ranking “hot spots” to “hot people” has become a new focus for police.\textsuperscript{191} In fact, as a recent RAND study found, these early heat lists have been used to arrest suspects involved in suspected violence.\textsuperscript{192} The Heat Lists transformed into data-driven most wanted lists, as opposed to violence prevention programs.\textsuperscript{193}

A similar project has been undertaken in Kansas City. As part of a Smart Policing Initiative (SPI) funded by the Department of Justice’s Bureau of Justice Assistance, a sophisticated social network analysis was conducted of the likely offenders in the city:\textsuperscript{194}

[T]he SPI team employs advanced social network analysis using official offense data, field interview forms, and gang data. The analysis identifies a social deviant network that depicts the connections between individuals. The analysis begins with an identified list of target offenders. In Kansas City, the initial target list of offenders included those who were suspects in murders, shootings, or other serious assaults. The team examined all formal police contacts with each of these initial offenders to identify their

\begin{footnotesize}
\textsuperscript{189} Buntin, supra note 8 (“Today, the Chicago Police Department is doing something similar with gangs. Using a tool academics call ‘network analysis,’ the CPD is mapping the relationships among Chicago’s 14,000 most active gang members. It’s also ranking how likely those people are to be involved in a homicide, either as victims or offenders.”). \textit{See also} Joseph Goldstein & J. David Goodman, \textit{Seeking Clues to Gangs and Crimes, Detectives Follow Internet Rap Videos,} \textit{N.Y. TIMES,} Jan. 8, 2014, at A20 (“Directed by prosecutors to build evidence that individual shootings are part of larger criminal conspiracies, officers are listening to local rappers for a better sense of the hierarchy of the streets. ‘You really have to listen to the songs because they’re talking about ongoing violence.’”) (quoting Officer Fred Vanpelt, part of an anti-gang squad in Brooklyn, NY).


\textsuperscript{191} Buntin, supra note 8 (“[T]he CPD has discovered something striking: Cities don’t so much have ‘hot spots’ as ‘hot people.’ That finding is transforming the way the police do business in Chicago and has significant implications for how other cities should be policed.”); Mitchell, supra note 2 (“Charlotte-Mecklenburg, N.C. is now going beyond predicting where and when crime will occur to predict who is likely to reoffend. Instead of studying just crimes and locations to decide where crimes will occur, police departments make predictions using criminal histories to predict who will commit a crime.”).


\textsuperscript{194} BRAGA ET AL., supra note 147, at 12–13.
\end{footnotesize}
associates (e.g., who had been arrested or stopped with the initial offender). The team then performed the same analysis with the newly identified associates, resulting in a social network that includes three layers of offenders: the initial target offenders, the target offenders’ associates, and the associates of the target offenders’ associates.195 This initial process identified 120 individuals who were contacted by police and informed that they had been identified as a cause of the violence in the city.196 Police informed these predicted suspects that they would be held responsible for future violence, and advised them of available social services.197 When these individuals did commit a crime, they were punished more severely.198 Similar projects identifying “socially deviant networks” have been initiated in Boston, Las Vegas, and other jurisdictions.199 Advanced analytics has also allowed police to begin collecting intelligence on suspected criminal networks and individuals. Palantir, a private company that once designed some of the most advanced data collection and analysis systems for the intelligence community, has partnered with police forces and local governments to address violent crime.200 In Los Angeles, a project called Operation LASER (Los Angeles Strategic Extraction and Restoration) identifies likely criminal actors and develops “Chronic Offender Bulletins” of targeted individuals.202 These bulletins are provided to police for surveillance and investigation purposes. As described, “[t]he basic premise is to target with laser-like precision the violent repeat offenders and gang members who commit crimes in the

195. Id. at 13.
196. Id.
197. Id. (“In April 2013, the team held their first offender call-ins (three were held throughout the day). Invitations were sent to more than 120 individuals and 38 attended the call-ins. Individuals received three basic messages at the call-in: (1) violence cannot be tolerated; (2) further violence will be met with certain and severe consequences from law enforcement; and (3) those who want help to change will receive it. A range of social services were available to the call-in attendees including education, job training, and substance abuse training.”).
198. John Eligon & Timothy Williams, On Police Radar for Crimes They Might Commit, N.Y. TIMES, Sept. 25, 2015, at A1 (“Tammy Dickinson, the United States Attorney for the Western District of Missouri, related the story of a man in the program who was given a 15-year prison sentence for being caught with a bullet in his pocket.”). See also Ferguson, Predictive Prosecution, supra note 21, at 717–20 (discussing how prosecutors enforce punishment through predictive policing systems).
199. Mitchell, supra note 2; BRAGA ET AL., supra note 146, at ii–iii.
200. RT, supra note 179; BRAGA ET AL., supra note 146, at 11 (“This data-driven approach includes the use of Palantir, a powerful analytical computer platform that allows CID to quickly access and search multiple databases.”).
202. Id. at 7; BRAGA ET AL., supra note 146, at 10 (describing the use of “Chronic Offender Bulletins, which contain detailed information about prolific offenders”).
specific target areas. The program is analogous to laser surgery, where a trained medical doctor uses modern technology to remove tumors or improve eyesight.”

In Louisiana, Palantir has partnered with the City of New Orleans to address gun-related homicides. Using network analysis, the technology is able to “illuminate[] the roles of feuds, retaliations, drugs, common disputes, and gangs in shootings and homicides.” Specifically, the technology identified approximately 3,000 individuals (1% of the population of 378,000) who had the highest risk of being involved in gun violence. According to Palantir’s own reporting, the technology could identify 35–50% of the likely shooting victims. Acting on these tips, and implementing an intervention strategy to target and investigate those involved, the City of New Orleans’ murder rate fell 21.9%.

These approaches each share several commonalities. First, the predictive assessments focus on identifiable individuals. Second, the technologies...
augment identification, surveillance, investigation, and intervention, but do not independently create the justification to stop or arrest individuals.\footnote{210}{Ferguson, Big Data, supra note 21, at 387–89.}

Third, to ensure a deterrent effect, additional police resources are needed to interact with the identified suspects. Initial reports about reduced crime rates appear promising, but the potential of falsely accusing individuals based on associations or suspicions has raised many concerns.\footnote{211}{Id. at 403; Jack Smith IV, ‘Minority Report’ is Real—And It’s Really Reporting Minorities, Mic (Nov. 9, 2015), http://mic.com/articles/127739/minority-reports-predictive-policing-technology-is-really-reporting-minorities#:zwXVV93jm [https://perma.cc/35GD-56VL].}

\section*{D. Reflections on New Versions of Predictive Policing}

Predictive policing is evolving at a rapid rate. In fact, the technological developments have far outpaced legal or policy debates around the subject. Generally, local police administrators contract with predictive policing companies with little public oversight.\footnote{212}{But see Bellingham police consider ‘predictive policing’ software, ASSOCIATED PRESS (Aug. 6, 2015).}

On occasion a media story reveals the purchase of new technology, but only rarely does this publicity have any effect on the adoption of the practice.\footnote{213}{But see Gov. Doug Ducey vetoes bill funding predictive policing program, ASSOCIATED PRESS (Apr. 14, 2015).}

As such, the different strains of predictive policing have been analyzed together, without focusing on the different theoretical bases, practical implications, and social science support underlying the technology. Suspicion based on correlation may be acceptable when talking about place-based crimes, but it is insufficient when talking about person-based crimes. Sending a police car to patrol a suspected area is less consequential than sending a police detective to interrogate a suspect. Further, the hype surrounding property- and place-based predictive policing has been used to justify adoption of violent crime-focused or person-focused technology, despite a lack of equivalent empirical testing to support it.

In some ways, labeling these different strains of technology with the broad title of “predictive policing” may well encourage such misleading hype and expectations. The algorithms in their current state really amount
to “crime forecasting,” or perhaps even more precisely, “risk forecasting,” rather than actual crime prediction.215 Like an old-school weather forecast,216 the data can provide localized forecasts—“cloudy with a chance of murder”—with a significant degree of variability and fallibility. As in weather forecasting, the move to objective, data-driven computer models signals an improvement from subjective instincts or traditional guesses about the weather.217 And just as meteorology has improved its accuracy, the same will be true with predictive criminal forecasting as the data collection mechanisms and models grow in sophistication.

All predictive innovations raise difficult questions about how to evaluate such new technologies. The next section attempts to organize the larger theoretical questions underlying adoption of any predictive technology by studying the questions that arise from existing predictive policing technologies.

III. POLICING PREDICTION

How should predictive technologies be policed? As has been demonstrated, the criminal justice system has eagerly embraced a data-driven future without significant political oversight or public discussion. Worse, the temptations of new technology have at times overwhelmed considerations of utility or effectiveness and ignored considerations of fairness or justice. This claim is not to cast aspersions on police administrators adopting new approaches, or technologists inventing new predictive techniques, but simply to reflect the nature of new technologies. Certain vulnerabilities exist in predictive systems and this section proposes an analytical framework to evaluate current and future predictive policing technologies. The goal is to expose, analyze, and respond to these issues so that police departments, communities, courts, technologists, and citizens can honestly evaluate the next proposed predictive solution to crime.

Building off the fundamental insight of predictive policing—that by addressing environmental vulnerabilities police can deter actors seeking to exploit those vulnerabilities—this section seeks to address the potential systemic vulnerabilities of any future predictive technology. These

215. Sherman, supra note 100, at 425 (recognizing that evidence-based police targeting “employs forecasting, not precise predictions, about when and where crimes are likely to occur”).

https://openscholarship.wustl.edu/law_lawreview/vol94/iss5/5
vulnerabilities involve: (1) data; (2) methodology; (3) social science limitations; (4) transparency; (5) accountability; (6) vision; (7) practical implementation; (8) administration; and (9) security. In building this risk analysis framework, Part III offers practical responses to counteract these vulnerabilities.

A. Data: Vulnerabilities and Responses

The backbone of any new predictive technology is data. Predictive technologies require data, and the difficulty in obtaining usable, accurate, and clean data to integrate into a predictive system exposes a massive vulnerability. Predictive Policing 1.0 and 2.0 require crime data. Predictive Policing 3.0 requires integrated crime data, personal data, and pattern matching programs. Because any future predictive policing technology will require the collection of some data, the difficulties of obtaining good data must be identified and addressed.

1. Bad Data

Any data-driven system risks being undermined by bad data. This data includes flaws, fragmentation, and the internal and external pressures to collect vast amounts of information constantly, instantaneously, and without adequate financial resources to ensure accuracy.

a. Human Error

To be used, data must be collected, and much of that collection is done by human beings. Human beings make mistakes. Errors can arise in initial collection. For example, a police officer might write down the wrong address of a crime scene. Errors can arise during data input. For example, the officer could input the wrong address by transposing a number or misspelling a name. Errors can arise in the integration of the data. For example, combining data from different datasets could create duplicate

218. Harry Surden, Machine Learning and Law, 89 WASH. L. REV. 87, 106 (2014) (“In general, machine learning algorithms are only as good as the data that they are given to analyze.”).
219. Scherr, supra note 41, at 33 (2003) (“Prediction inevitably brings with it a risk of error. We can hope to reconstruct past events, but future events have not yet happened. Making ‘findings’ about the future thus carries a greater risk of error.”).
220. Joh, supra note 214, at 58 (“[N]o predictive policing program is entirely objective. The basic building blocks of a predictive software program necessarily involve human discretion.”).
221. Ferguson, supra note 73, at 191.
Errors can arise in the cleansing of the data. For example, in an attempt to avoid duplicates, an entry can be erroneously deleted. The reality of this vast variety of error has been exposed in government-run databases relied upon by law enforcement. These errors grow exponentially when law enforcement databases are combined with commercial big data sources.

b. Fragmented and Biased Data

Crime data is notoriously incomplete. Certain crimes like murder, burglary, and auto theft tend to be consistently reported to authorities, while other crimes like sexual assault, domestic violence, and fraud tend to be underreported. Some communities, frustrated with current policing practices, simply decline to report crimes. The Department of Justice has

222. Anita Ramasastry, Lost in Translation? Data Mining, National Security and the “Adverse Inference” Problem, 22 SANTA CLARA COMPUTER & HIGH TECH. L.J. 757, 774 (2006) (“One factor in error rates is data quality, which refers to the accuracy and completeness of data used to draw inferences. Duplicate records, the inconsistent or complete lack of data standards, the timeliness of updates, and human error (e.g. incorrect data entry) can all impact how effective data analysis will be.”).

223. Alex R. Hess, Herring v. United States: Are Errors in Government Databases Preventing Defendants from Receiving Fair Trials?, 11 J. HIGH TECH. L. 129, 147 (2010) (“In . . . inter-linked databases, one error can spread like a disease, infecting every system it touches, plaguing the individual with false records and undue suspicion.”).

224. See, e.g., Herring v. United States, 555 U.S. 135, 155 (2009) (Ginsburg, J., dissenting) (“The risk of error stemming from these databases is not slim. Herring’s amici warn that law enforcement databases are insufficiently monitored and often out of date. Government reports describe, for example, flaws in NCIC databases, terrorist watchlist databases, and databases associated with the Federal Government’s employment eligibility verification system.”) (citations omitted); Joshua D. Wright, The Constitutional Failure of Gang Databases, 2 STAN. J. C.R. & C.L. 115, 129 (2005) (“In sum, gang databases appear to be riddled with factual inaccuracies, administrative errors, lack of compliance with departmental guidelines, and lack of oversight.”); Green v. City & Cty. of San Francisco, 751 F.3d 1039, 1042 (9th Cir. 2014) (“ALPR occasionally makes false ‘hits’ by misreading license plate numbers and mismatching passing license plate numbers with those listed as wanted in the database.”).

225. Hess, supra note 223, at 147 (“According to the Bureau of Justice Statistics (‘BJS’), ‘[i]n the view of most experts, inadequacies in the accuracy and completeness of criminal history records is the single most serious deficiency affecting the Nation’s criminal history record information systems.’”) (citations omitted).


227. Montré D. Carodine, “Street Cred”, 46 U. C. DAVIS L. REV. 1583, 1596–97 (2013) (“Minorities who do not trust the police are not as likely to report crimes or voluntarily assist police in their investigations and other law enforcement tasks.”).
reported that half of crimes with victims go unreported.\textsuperscript{228} Internal administrative pressures sometimes result in the manipulation of formal police reports.\textsuperscript{229} Audits of the NYPD crime statistics exposed manipulated numbers.\textsuperscript{230} Police-reported data about arrests in other jurisdictions has also been shown to be inaccurate, misleading, and occasionally fraudulent.\textsuperscript{231} As such, the data that forms criminal predictions may be limited by the types of crime data collected, and may be further distorted by errors in the collection process.\textsuperscript{232}

As to incompleteness, the fragmented nature of crime data on the state and local level makes reliance on it questionable. As Professor Ronald Wright explained, “there are 17,876 state and local law enforcement agencies operating in the United States. Only 6.1\% of those agencies employ 100 or more full-time sworn officers. Seventy-four percent of the agencies employ fewer than twenty-four officers.”\textsuperscript{233} Necessarily, local data collections create small datasets from which to build a predictive system.\textsuperscript{234}

\textsuperscript{228} Cecelia Klingele et al., \textit{Reimagining Criminal Justice}, 2010 Wis. L. Rev. 953, 956 (2010) (“[A]ccording to the U.S. Department of Justice, at least half of all crimes in which a victim is aware of having been victimized go unreported to police.”); Press Release, U.S. Dep’t of Justice, Nearly 3.4 Million Violent Crimes Per Year Went Unreported to Police from 2006 to 2010 (Aug. 9, 2012), http://www.bjs.gov/content/pub/press/vnrp0610pr.cfm [https://perma.cc/BH9L-UF9N].

\textsuperscript{229} Klingele et al., \textit{supra} note 228, at 957 (“Sometimes offenses that are reported to police are not recorded as crimes, and consequently, may not be investigated fully. . . . Police may have reason to doubt the citizen-reporter’s accuracy or truthfulness. The facts presented may not clearly establish that a crime has occurred. The investigating officer may feel administrative pressure to define incidents as non-criminal activity. Officers may believe that because little can or will be done to solve the crime, little will be gained by initiating an investigation.”); William K. Rashbaum, \textit{Retired Officers Raise Questions on Crime Data}, N.Y. TIMES, Feb. 7, 2010, at 1.


\textsuperscript{232} Klingele et al., \textit{supra} note 228, at 956 (“Many crimes simply go undetected by police. It is estimated, for example, that police detect only about one out of every two hundred to five hundred illegal retail drug transactions and only about one out of every two thousand drunken driving trips.”).

\textsuperscript{233} Ronald F. Wright, \textit{Fragmented Users of Crime Predictions}, 52 ARIZ. L. REV. 91, 94 (2010) (“These markets are too small to offer reliable predictions of crime.”).

\textsuperscript{234} Thomas E. Feucht & William J. Sabol, \textit{Comment on A “Modest Proposal” for A Crime Prediction Market}, 52 ARIZ. L. REV. 81, 84 (2010) (“Local crime data may be subject to greater relative error and easier manipulation (compared to national data like UCR [Uniform Crime Reports]), and crime reports in local newspapers or other local media may be more vulnerable to spurious factors like
As discussed in the next section, predictive judgments suffer as sample size decreases. National crime statistics exist, but they cannot provide a relevant database necessary to predict local crime patterns because the information is not localized. The result is that the existing data may be of limited value for predictive validity in the vast majority of jurisdictions and only useful in large urban cities with significant crime data collection capabilities.

To be fair, predictive policing companies tend to focus on areas with sufficient data. The large test cities of Los Angeles, Chicago, Seattle, New York City, and so on, tend to be areas with not only large crime problems, but large enough data collection systems. Further, at least with Predictive Policing 1.0, the original models focused only on crimes that were regularly and rather consistently reported (burglary, auto theft, and theft from auto). So PredPol’s primary business of targeting burglary and auto-related crimes avoids many of the data collection problems of a broader crime focus.

But beyond property crime, and with the advent of aggregating big data information sources, the vulnerabilities of bad data grow. Both limited datasets for non-property crime and rapidly growing datasets of personal information raise real concerns for the accuracy of data underlying any algorithm-based prediction.

Data can also be biased. The assumptions behind predictive technologies are affected by unseen influences that may have unintended and discriminatory consequences. First, the data itself can be the result of biased collection. Implicit bias has been demonstrated to impact policing decisions on the street. The targeting of certain areas or certain races creates the impression of higher crime rates in those areas, which then justifies continued police presence there. As Professor Shima Baradaran has noted: “As law enforcement dedicates more of its resources to patrolling and investigating blacks in urban areas, the resulting arrest population is not a proportional representation of all offenders, but rather disproportionately represents black citizens.”

The result has been to justify disproportionate minority contacts and the collection of minority names in databases. These actions then feed a confirmation feedback loop that equates those currently in the system with unbalanced crime reporting in the media. With local crime data, there is no corollary to the national compilation of UCR data that can help eliminate error.”

237. Ferguson, supra note 20, at 297.
those who need to be policed by the system.\footnote{239} Essentially, high-crime areas or high-value suspects might only be considered “high” because police already have data about those areas or people. Some scholars have even argued that such a predictive focus merely increases arrests rather than decreases crime.\footnote{240} Finally, explicit bias has also been a factor in the collection of data on suspects, potentially undermining the basis of the predictive technologies. Sadly, racial and class-based bias remain a problem in American policing.\footnote{241}

More bluntly, the initial predictive policing projects have raised the question of whether this data-driven focus serves merely to enable, or even justify, a high-tech version of racial profiling.\footnote{242} If the underlying data is biased, then how can a data-driven system based on that data not also be biased?\footnote{243} As civil liberties advocate, Hanni Fakhoury, has warned:

"It ends up being a self-fulfilling prophecy... The algorithm is telling you exactly what you programmed it to tell you. “Young black kids in the south side of Chicago are more likely to commit crimes,” and the algorithm lets the police launder this belief. It’s not racism, they can say. They are making the decision based on what the algorithm is, even though the algorithm is going to spit back what you put into it. And if the data is biased to begin with and based on human judgment, then the results the algorithm is going to spit out will reflect those biases."\footnote{244}

\footnote{239. Aaron Cantú, Algorithms and Future Crimes: Welcome to the Racial Profiling of the Future, SAN DIEGO FREE PRESS (Mar. 1, 2014), http://sandiegofreepress.org/2014/03/algorithms-and-future-crimes-welcome-to-the-racial-profiling-of-the-future/ [https://perma.cc/YP5M-Q9FJ] (“Any attempt to predict future criminality will be based on the crime rates of the past. It’s well known that blacks and Hispanics are arrested at a higher rate than whites and comprise the majority of the prison population. If that’s the reality that is supposed to inform who we criminalize in the future, won’t initiatives like predictive policing just perpetuate the racist criminal justice policies and practices of the present?”).}

\footnote{240. Baradaran, supra note 49, at 176–77 (“When police rely on predictive methods, success is amplified by increased arrests (rather than decreased crime.”); HARCOURT, supra note 23, at 123 (arguing that focusing on maximizing arrest rates will only increase arrests of African-Americans).}


\footnote{242. Stroud, supra note 214.}

\footnote{243. Ezekiel Edwards, Predictive Policing Software is More Accurate at Predicting Policing than Predicting Crime, HUFFINGTON POST (Aug. 31, 2016, 2:58 PM), http://www.huffingtonpost.com/entry/predictive-policing-reform_us_57c6ffe0e4b0e60d31dc9120 [https://perma.cc/8H79-3K9G]; ROBINSON & KOEPKE, supra note 3, at 3–5.}

\footnote{244. Llenas, supra note 188.}
Some predictive companies, like PredPol, would respond by stating that their data is based on reported crime rather than arrest statistics, and thus is not biased by officer judgments. In other words, police responding to a reported crime (e.g., “my car has been stolen”) creates a data point not dependent on police patrol patterns. This counterargument merits analysis. Reported crimes are less subject to bias than mere arrests. Some crime only comes to the attention of police because of a victim’s report. In traditional Predictive Policing 1.0 cases, usually the homeowner reports the burglary or the car owner the theft. As such, in that instance, crime reports might be less biased and more reliable than arrest statistics. However, sometimes the crime and arrest overlap. When a police officer stops an individual breaking into cars with a screwdriver, there is both an arrest and a reported crime. But in the latter case all of the issues of implicit bias or other factors are present to explain the police officer’s presence in the area and suspicion of the suspect. If this dual arrest and crime is included in the data, then the predictive model is still impacted by arrest patterns and not just reported crimes, thereby giving rise to the concern of data bias.

While “data bias” presents a potential vulnerability, it may not be any worse than the existing policing practice. The same implicit and explicit biases that influence the data also influence the police officer on the street (with or without the data). Thus, supporters of predictive policing might rightly argue that while predictive policing programs are not completely free from bias, the move to a data-driven system could reduce bias, or at worst maintain the status quo. Further, if these vulnerabilities could be addressed, then an overall reduction of bias would occur.

2. Data: Responses

In response to the problem of bad or biased data, predictive technologies’ proponents must address the errors inherent in data collection, data matching, data warehousing, and data cleansing. This section looks at

---

245. Marsha Garrison, Taking the Risks Out of Child Protection Risk Analysis, 21 J.L. & Pol’y 5, 19 (2012) (“Algorithms also have the capacity to improve the quality of predictive judgments, and they are particularly valuable in taming the biases that can flow from interview situations, where first impressions often overpower other important data.”).

246. As I have written previously, this defense may fail when focused on Predictive Policing 3.0, which targets individuals based on data. Biased data can distort suspicion when it comes to person-based suspicion. With more information in the database about an individual, it is easier to generate a level of suspicion sufficient to justify stopping or arresting the individual. While it might be bad to rely on biased data for patrol decisions, it is unacceptable to allow biased data to justify deprivations of liberty. Ferguson, Big Data, supra note 20, at 403.

mechanisms that could be adopted to improve data collection and retention. It first focuses on the raw material of data, and then addresses issues of predictive methodology, transparency, accountability, and security.

a. Acknowledging Error

Data-driven systems promote themselves as being better than human-controlled systems because of their perceived objectivity. Algorithms, the argument goes, cannot be biased or discriminatory. Yet the data underlying the algorithm can suffer from the influence of bias or error. The first step in responding to this reality is to acknowledge it. Predictive technologies will be wrong at times, and police departments reliant on them must acknowledge this fact. Acknowledging error does not discount the value of predictive technologies, but only qualifies the findings and tempers the unquestioning acceptance of the information. Acknowledging error also sets the stage for correcting error, auditing error, and training humans to prevent error.

Many predictive policing systems, however, avoid admitting to the inherent data problems. This is so for two main reasons. First, the economic competition between companies that design such programs makes it more difficult to admit the flaws in the underlying data collection system. While police likely know that mistakes might be made or predictions may be wrong, an actual acknowledgment of systemic error is harder to sell. Second, the attractiveness of predictive technologies is bound up with a faith in technological precision. While society might not understand the algorithm (or even what an algorithm is), there is a trust in technology. Acknowledging that the algorithm is based on an error-filled database, however, undercuts that trust.

Adopters of predictive policing technologies need to accept the limitations of the data itself, and the resulting limitations of the conclusions that can be drawn from it. Acknowledging the systemic error and looking for ways to remedy it will be ultimately more constructive than ignoring it.

b. Catching & Correcting Error

The vulnerability of data to error can be corrected by mechanisms to catch and correct the errors. Auditing mechanisms can be established to

248. Angwin et al., supra note 52.
check the quality of inputs. This can be as simple as supervisors or analysts
double-checking daily crime reports, to large-scale forensic audits of the
reporting system. Data services can cleanse databases for duplicate or
erroneous records. Systems can be designed to manage error. While beyond
the scope of this article, a systems approach to error in police databases
might be needed to design a thorough error reduction strategy.

The difficulty, of course, is that the sheer amount of data being
collected—from daily crime statistics to individual citizens’ personal
information—will overwhelm most police systems. Police administrators,
even those experienced with sophisticated data collection systems, do not
have the resources (or sometimes the will) to make data inputting error-
free. Worse, the nature of shared and aggregated data systems means that
even correcting an error in one location might not also correct the same error
now populating other datasets. While steps can and should be taken to catch
and correct error, the data will likely remain imperfect.

c. Training and Technology

To ease the burden on a system to catch and correct errors, adopters of
predictive technologies must ensure proper training for the frontline
collectors of the data. Most police officers did not go into the profession for
the paperwork, and the training and incentives for perfectly accurate data
inputs are lacking. Adopters of predictive policing technologies must focus
on training and technology to address these concerns.

Formal training mechanisms, while burdensome, may be necessary for a
data-driven system to be successful. Police officers obviously know the
importance of police paperwork as it is regularly used in criminal
prosecutions. Simple transposition errors, while embarrassing fodder for
cross-examination, do not usually result in more than a few questions at
trial. However, in a data-driven system, the wrong code or the wrong
address can undermine the integrity of the system itself. Thus, police
administrators will need to educate police officers about the importance of
detail and accuracy in data collection. The inclusion of crime analysts into

251. See generally James M. Doyle, Learning from Error in American Criminal Justice, 100 J.
252. Sherman, supra note 100, at 434 (“For all the progress that COMPSTAT has brought policing,
it is striking how little measurement it has used of what police do. In 1999–2005, for example, the
Philadelphia Police Department’s COMPSTAT never reviewed data on where police patrolled, where
they made arrests, where they conducted stop-and-frisks, or even how many police were scheduled to
work by time or day in relation to the hourly frequency of crime in any police district.”).
the police forces of some major police districts may have an added benefit of creating built-in trainers for these lessons.\textsuperscript{253}

Similarly, data companies whose products are being adopted by police have an incentive to create and staff formal training programs. The police, by generating the crime data, in many ways are helping to fuel the development of future predictive technologies for those companies. The companies thus have a real incentive to ensure that police officers on the ground are accurately and completely collecting the data that will ultimately be relied upon.

As a final response to the vulnerabilities associated with data error, adopters of predictive technologies should look to advances in predictive technology and automation to minimize human error. Whereas most police officers are required to fill out a crime report with a statement or estimation of the crime time, duration, and location, new technology involving Global Positioning Satellite (GPS) might be used to automatically mark the time, date, and location of an incident.\textsuperscript{254} For example, if the technology existed to automatically record a crime’s precise time and geo-location, then estimates of addresses or transcribed number errors and other details would be minimized. Furthermore, technologies that encourage other passive collection of information would ease the burden on officers. Many police departments still require handwritten police forms, sometimes in duplicate form. New automated document generation forms would not only ease transcription work of arresting officers, but also allow for automated transmittal of that information into a central database.\textsuperscript{255} Once automated, other data mechanisms could be implemented, including automated checklists to ensure completion, forcing functions to ensure compliance, and redundancy mechanisms to ensure accuracy. In these ways, technology can encourage the accuracy, completeness, and usefulness of data.

\textbf{B. Methodology: Vulnerabilities and Responses}

Beyond the fuel of data, the engine of predictive technologies lies in its methodology. Predictive policing relies on proprietary algorithms that adopt

\textsuperscript{253} Bond-Graham & Winston, supra note 4 (“Virtually every police department in medium to large cities today has one or more crime analysts on staff to crunch numbers and plot past crimes on maps.”).

\textsuperscript{254} Such technology may also create issues, as GPS technology has its limitations. GPS technology may need to be augmented with wireless Internet points of presence in order to capture the data. Thank you to John Hollywood for this and other suggestions.

\textsuperscript{255} Avery Hartmans, \textit{This Startup Founder Rode Around in Police Cars for Hours to Build His Software}, BUSINESS INSIDER (Nov. 27, 2016) http://www.businessinsider.com/mark43-builds-software-to-aid-police-forces-2016-11.
a particular analytical methodology. Yet the methodologies surrounding predictive techniques are fraught with vulnerabilities. In fact, since the advent of prediction in the criminal justice system, critics have repeatedly pointed out the flaws inherent in many predictive techniques.256

1. Methodological Vulnerabilities

Not surprisingly, predictive technologies built on incomplete datasets exacerbate methodological vulnerabilities. These limitations go beyond human bias or incorrect assessments to complex statistical problems.257 Three interrelated problems—validity, error rates, and overgeneralization—will be discussed in this section, with the recognition that a full discussion of methodological vulnerabilities is beyond the scope of this article.

a. Internal Validity

Predictive policing technologies purport to provide a more effective means of reducing crime. Studies demonstrating that claim exist, but have certain vulnerabilities in terms of validity. Internal validity “is the extent to which a methodology can accurately determine cause-effect relationships.”258 Internally valid studies must be such that individual variables can be isolated and results reproduced.259 Currently, at the early stages of evaluation, most of the traditional concerns about internal validity (like selection bias, testing errors, and history) apply to predictive policing.260

256. See generally Christopher Slobogin, supra note 63; Scherr, supra note 41.
257. Joh, supra note 214, at 58 (“The assumptions underlying any method of crime prediction rely upon the decision to choose one model of risk prediction over another. The data used to build the models will depend on discretionary judgments about the types of crimes used for prediction, and the type of information used to predict those crimes.”).
259. William A. Woodruff, Evidence of Lies and Rules of Evidence: The Admissibility of fMRI-Based Expert Opinion of Witness Truthfulness, 16 N.C. J.L. & TECH. 105, 204 (2014) (“Internal validity ‘refers to the degree to which the research design isolates the variable of interest and permits drawing valid inferences about the relationships between variables from the resulting data.’”); Tammy W. Cowart et al., Two Methodologies for Predicting Patent Litigation Outcomes: Logistic Regression Versus Classification Trees, 51 AM. BUS. L.J. 843, 875 (2014) (“Internal validity (reproducibility) is the ability to achieve the same results when applied to the same population of the data.”).
260. Joseph Sanders, Scientific Validity, Admissibility, and Mass Torts After Daubert, 78 MINN. L. REV. 1387, 1401 (1994) (discussing “the threats to internal validity” including “history (the threat that an observed effect may be due to an event that takes place between two points of measurement when this event is not the treatment under investigation), testing (the threat that an effect may be due to the number of times responses are measured), and selection (a threat that groups being compared are composed of different types of individuals and, therefore, that observed differences are due to factors
The first PredPol test in the Foothill section of Los Angeles attempted a blind study that gave police officers predictive information about an area but not told whether the prediction came from an algorithm or from a crime analyst. The positive results showed a reduction in crime, but could not be fully attributed to the technology due to flaws in the study and the complexity of testing in real world situations. Further studies have shown a significant decrease in predicted crime, although some critics caution that the PredPol success story involves cherry-picked statistics. Other technologies have also demonstrated positive correlative effects. Initial tests of RTM demonstrate a relatively accurate correlation between the predicted areas and actual gun violence. But, however strong these correlations are, they do not show an actual causal connection. As such, it will be difficult for predictive policing to ever become an internally valid technology.

Simply put, for Predictive Policing 1.0 and 2.0, there have been no sustained studies demonstrating cause and effect. Crime rates go up and down. Even in jurisdictions that have adopted PredPol with initial success, crime rates have later risen for unknown reasons. Thus, as a measure of internal validity, the question is still open as to whether any particular predictive policing technology really shows a causal success.

In addition, the limited data available for some crimes interferes with measurement validity. For example, PredPol’s White Paper on gun violence claims, “Crimes involving guns continue to have an impact on future gun homicides for 30–100 days and risk spreads over as much as 1/2 mile in area.” Even if completely accurate, this information offers little constructive information to police officers. Unlike the 500 by 500 square foot box for property crimes (updated every day), with gun crimes police

261. Bond-Graham & Winston, supra note 4 (“Foothill Division, a sprawling LAPD patrol sector in the northeast San Fernando Valley that, at 46 square miles, is about as big as San Francisco, was chosen as the site of a pilot program in 2012.”).
263. Kushing, supra note 85.
264. Kennedy et al., Results: Executive Summary, supra note 162.
265. Bond-Graham & Winston, supra note 4 (Philip Stark, chair of the statistics department at UC Berkeley expressed caution at the findings, stating, “I’m less than convinced.” When asked whether using PredPol leads to a decrease in a city’s crime rate, he responded, “You would need to do a comparison of similar-sized cities, with similar conditions, similar trends in their crime rates, with one group of cities using predictive policing, and the others not. Then you’d compare them to each other. . . . A comparison of the same jurisdiction to itself means nothing. . . . Crime fluctuates normally from year to year in the same city.”).
266. Aldax, supra note 128.
267. THE PREDICTIVE POLICING CO., supra note 138, at 3.
would need to be alert for one to three months and in a much larger geographical space. Extra police presence in that area might deter the next shooting, but it can hardly be considered a strong prediction. Nor is the prediction really all that insightful, as most experienced police officers could predict future gun violence three months out in particular areas.

Predictive Policing 3.0 presents an even more difficult causation versus correlation dilemma. As has been well debated in the context of preventative detention and recidivism, causal factors that can identify risk do not determine risk. The fact that a young man makes the Chicago “Heat List” might be in error, might mean nothing, or might mean he is a potential victim rather than a potential offender. Further, risk factors might change in a way that a list does not reflect. For example, the heightened risk factor for being an unemployed high school dropout might be remedied by a career training program. The risks can change, but the lists of risk-associated people might not, distorting even the correlative accuracy of the prediction.

Initial reports from Chicago present a few contradictory conclusions. First, the Heat List predictions have, according to police reports, been accurate at identifying victims of violence. Police officials stated that on Memorial Day weekend in 2016, 78% of the 64 people shot had been identified on the Heat List, and that on Mother’s Day weekend in 2016, 80% of the 51 people shot had been identified on the Heat List. At the same time, the first independent research study of the Heat List’s effectiveness demonstrated that the identification process largely failed. RAND conducted a study on the first iteration of the Chicago Heat List and found no predictive accuracy: “[T]he main result of this study is that at-risk individuals were not more or less likely to become victims of a homicide or shooting as a result of the SSL, and this is further supported by city-level

268. In a public health model, the goal is to try to intervene with both potential victims and offenders involved in gun violence.


272. Editorial, supra note 270.

273. Saunders et al., supra note 192, at 355–64.
analysis finding no effect on the city homicide trend. We do find, however, that SSL subjects were more likely to be arrested for a shooting.”274

The RAND researchers found that police failed to follow up with Custom Notification Letters or social services, and used the program more as a “data-driven most-wanted list.”275 At-risk individuals became targets for arrest, rather than candidates for violence prevention.276 The Chicago Police Department has responded to such criticism by pointing out that the early Heat List system studied by RAND has changed and any criticism relates to an out-of-date algorithm. But no matter the accuracy of the technology, the facts are that the use of the Heat List has not reduced violence in Chicago. In fact, in August 2016, Chicago saw its deadliest month in two decades with a spike of murders.277

b. External Validity – Overgeneralization

Because of the fragmented nature of crime data and the inexact nature of data aggregation, the few jurisdictions that have ample and accurate data are sometimes used to justify the universal application of the technology. Success in one jurisdiction is used to suggest future success in another jurisdiction. However, the predictive results in Los Angeles or Chicago may not apply to, say, Topeka or Anchorage because of differences in geography, crime patterns, or police culture. Generally speaking, the vulnerability of overgeneralization runs throughout predictive risk assessments and should be a caution for new adopters.278

Similarly, the predictive judgments of certain types of crime may be impacted by the lack of crime data. For example, because certain violent crimes like shootings are comparatively rare, the data can be of a limited predictive value. Partially for that reason, some predictive techniques have

274. Id. at 363–64.
278. Hamilton, supra note 39, at 730 (“It is also important to recognize that one of the most important limitations of actuarial assessments as a rule is the problem of overgeneralization or, more empirically, external validity. One overgeneralizes results of research by presuming the results derived from one population (the reference group) are reliable when applied to a second population. If the second population differs in any risk-relevant way from the reference group, then the predictive result is invalid.”).
chosen to focus on precursor crimes (not violent in and of themselves)\textsuperscript{279} or fixed geographic markers (bus stops, liquor stores, etc.).\textsuperscript{280} As a result of this limited data, the conclusions themselves may be weaker. As LAPD Sergeant Christi Robbin admitted to a reporter, “With gun crimes you have fewer incidents, so the predictions aren’t as strong.”\textsuperscript{281} Of course, this is not to say that there are not numerous studies to demonstrate that violent acts generate retaliatory violent responses, or that social networks cannot be studied to show webs of violence in communities, but studying whether predictive policing can deter violence is only just now being tested in any rigorous way.\textsuperscript{282}

c. Error Rates

Predictive technologies have error rates. Error rates encompass both false negatives and false positives.\textsuperscript{283} For Predictive Policing 1.0 and 2.0, false positives (no crime in a predicted high risk area) create unwanted police-citizen contact or unwanted surveillance in certain areas. False negatives (crime in a predicted low risk area) divert police resources by sending officers to the wrong areas. Both are suboptimal, but not necessarily any worse than non-predictive policing, which also leads officers to investigate non-crimes and miss actual crimes.

For Predictive Policing 3.0, the risk of error grows when police use big data technologies to match suspicious patterns in large databases.\textsuperscript{284} A false positive predictive tip could result in innocent individuals being singled out and investigated for noncriminal activity. These investigations could involve physical police contact, which might be threatening or even violent.
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Such contacts build resentment toward the perceived over-aggressive police presence.\textsuperscript{285}

In addition, any understanding of error rates can only be evaluated by understanding the base rate.\textsuperscript{286} A base rate is the frequency with which the behavior (suspected crime) occurs in the overall group studied (usually the population). Currently, because of poor reporting, inadequate resources, and the nature of certain crimes, police do not know the base rate for different crimes in many jurisdictions.

2. \textit{Methodological Responses}

These methodological vulnerabilities lead to four main lessons for the future adoption of predictive technologies. First, because predictive policing is largely untested, jurisdictions must independently evaluate initial claims of success. The San Francisco Police Department examined the possibility of adopting predictive policing, but declined to adopt the PredPol technology due to concerns about effectiveness.\textsuperscript{287} Currently, independent data does not exist to verify the methodology of the companies selling the technology.\textsuperscript{288} Because the efficacy remains unknown, jurisdictions seeking to purchase the technology need to check the methodology and prepare responses to future legal and community challenges.

Second, adopting jurisdictions must remain cautious about extending conclusions from one jurisdiction to another. Problems of overgeneralization can be addressed by recognizing that the urban landscape, police culture, and economic realities might be very different in different parts of the country. Just because predictive policing works in sprawling areas of Los Angeles does not mean it would work in the vertically constructed New York City. Just because burglaries appear to encourage repeat offending in nearby areas does not mean that aggravated assault or other crimes will follow suit.

\textsuperscript{285} SOC. PSYCHOL. ANSWERS TO REAL-WORLD QUESTIONS, STRATEGIES FOR CHANGE: RESEARCH INITIATIVES AND RECOMMENDATIONS TO IMPROVE POLICE-COMMUNITY RELATIONS IN OAKLAND, CALIF. (Jennifer L. Eberhardt ed., 2016); REBECCA C. HETEY ET AL., SOC. PSYCHOL. ANSWERS TO REAL-WORLD QUESTIONS, DATA FOR CHANGE: A STATISTICAL ANALYSIS OF POLICE STOPS, SEARCHES, HANDCUFFINGS, AND ARRESTS IN OAKLAND, CALIF., 2013–2014 (2016).
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Third, communities adopting predictive policing must remain cognizant of the temporal limitations of the predictions. One of the oft-ignored limitations of predictive policing involves its timeframe for predictions. For example, PredPol’s property-based predictions occur on a daily (and even hourly) basis, allowing for a rather sophisticated matching of time and place. However, PredPol’s violence-predicting technologies look at a 30–100 day window, allowing for far less useful actionable data. Both might be accurate in their predictions, but the former provides a much more useful and relevant dataset for police officers looking for immediate suspicious activity.

Finally, the predictive technologies targeting individuals face even harder questions. Correlation should not be confused with causation when individual liberties are concerned. When the physical and emotional impact of police authority is involved, some individualized suspicion is required. The fact that a prediction identifies a particular individual should not, without more, be enough to initiate investigation. Strikingly, Jeffrey Brantingham, one of the founders of modern predictive policing and the creator of PredPol, was quoted saying: “These ‘person-centric’ models are problematic . . . because they carry an elevated margin of error and can legitimize racial, gender-based and socioeconomic-driven profiling. As a scientist you better be damn sure the model of causality is right or else it’s going to lead to a lot of false positives.” These false positives have grave, liberty-eroding consequences, and so responses must be built in to ensure accuracy. Even if sufficient suspicion could be generated through pattern-matching or social network theory, acting on that suspicion should not be a foregone conclusion. While perhaps these predictive techniques could be useful for an initial lead, further screening mechanisms must be created before reliance on correlation leads to the physical and sometimes painful power of the state being brought to bear on an individual.

These methodological responses can be summarized into two simple recommendations. First, the acknowledged vulnerabilities of predictive
methodologies need to be addressed before adopting the technology. Second, the limitations should encourage a more scientifically rigorous approach. The second response will be the subject of the next section.

C. Social Science: Vulnerabilities and Responses

Social science, not simply technology, underlies the promise of predictive policing. As a legitimizing principle, the fact that predictive policing rests on established social science experiments has carried significant weight in its promotion and adoption. Decades of criminology theory and practice support many of the insights behind why crime can be predicted. At the same time, new iterations of predictive policing have evolved without equivalent empirical testing. While some studies are currently in progress, police adoption has outpaced scientific findings, leading to ongoing uncertainty.

1. Social Science: Vulnerabilities

Only one published peer-reviewed scientific paper has evaluated the claims of PredPol. The paper, written in collaboration with the founders of PredPol, offers a good illustration of the limits of current social science on predictive policing. This first published article describes the results of an approximately eight-month study in Los Angeles that compared PredPol predictions with professional crime analyst predictions. The focus was on Predictive Policing 1.0 crimes (burglary, car theft, and theft from automobiles), and the algorithm and analyst alternated days of the week to offer criminal predictions. Over the period of comparison (117 days), the analyst successfully predicted 2.1% of crimes, while the PredPol algorithm predicted 4.7% of crimes. The PredPol model thus demonstrated a predictive accuracy 2.2 times greater than the control.

As with any study, questions of size, scope, and generalizability arise.
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But more fundamentally, the methodology underlying the PredPol study presents difficult questions. First, PredPol sets up the study comparing its algorithm to crime analysts. But the predictions of crime analysts themselves have no scientific or empirical validity; while the algorithm beats the analyst, the analyst is not a valid scientific control. Second, “success” is difficult to prove. If the algorithm predicts a crime and the crime occurs (without police intervention), it is hard to claim a success (because actual crime increased). But if the crime is predicted and it doesn’t occur because the police have acted as a deterrent, how can one measure that non-event as a success? Maybe the police deterred the crime, or maybe it was not going to happen, but it seems difficult to call it a measurable success. These concerns are emblematic of the type of methodological difficulties in studying real world crime.

While PredPol has begun to analyze its programs, most of the other commercial products claim no scientific proof of their technology’s effectiveness. Part of the reason for this absence of data and peer-reviewed publications is that scientists require time and funding to conduct experiments, and policing urban areas with real criminals and real victims provides an imperfect testing environment. In addition, the variables for why crime occurs or why crime rates drop across jurisdictions and over time are multifaceted, so it remains difficult to draw causal conclusions.

Early criminology studies which developed the near repeat theory and the flag and boost theories all arose from academic settings. These theories explained why predicting certain crimes might work, and offered scientifically valid studies to support the claims. These theories, tested over

299. A valid response to this criticism is that the study was designed specifically to see if it was better than the analysts because crime analysts are the professional norm. As Jeff Brantingham explained to me in an email, “The reason why we tested against real human analysts was that the critique of our [earlier] paper was: “Sure, you can beat another algorithm, but you could never beat a real human expert in the field.” We took that criticism to heart and designed an experiment to test the hypothesis with two police agencies who reasonably represent the some of the best the profession has to offer in terms of analysis and its use in the field. The experiments establish what is called “ecological validity,” which is essential for real-world functionality.” See E-mail from Jeffrey Brantingham, Professor of Anthropology, UCLA, to Andrew Ferguson, Professor of Law, UDC David A. Clarke School of Law (Nov. 1, 2016) (on file with author).

300. Academic researchers at Rutgers University have produced studies on Risk Terrain Modeling, and further studies are ongoing. See supra notes 112, 167, 264. The Risk Terrain Modeling website includes a series of academic journal articles and book chapters detailing the results of RTM tests. See Publications, RUTGERS CTR. ON PUB. SEC., http://www.rutgerscps.org/publications.html (last visited Nov. 28, 2016).

301. Bond-Graham & Winston, supra note 4 (quoting Jerry Ratcliffe, the chair of Temple University’s department of criminology, as saying, “Testing these systems requires experimental conditions which are rarely conducted in policing and crime prevention, unfortunately.”).

time with publicly released data, provided a means for other scholars to challenge and refine the theories. These studies did not, however, purport to prove that any particular technology could predict crime. While certain predictive policing theories have arisen from the academic environment, the drivers of predictive policing programs have largely been commercial entities. These companies, while supportive of the concept of scientific validity, also recognize that positive statistics, even without scientific validity, might be enough to convince police departments to purchase the technology. Thus, the veneer of scientific legitimacy has been embraced without significant peer-reviewed findings to back it up.

In fact, the only independent scientific assessment of predictive policing technology resulted in largely inconclusive findings. A 2012 RAND report studied a predictive policing pilot program in Shreveport, Louisiana.\(^\text{303}\) Funded in part by the National Institute of Justice, RAND sought to compare predictive policing techniques with traditional law enforcement methods. The report was “the first published randomized controlled trial (RTC) of predictive policing.”\(^\text{304}\) According to the Report, “[Shreveport Police Department] wanted to predict and prevent the emergence of . . . property crime hot spots rather than employ control and suppression strategies after the hot spots emerged.”\(^\text{305}\) Researchers conducted a twenty-nine-week study evaluating six police units.\(^\text{306}\) The researchers adopted a traditional Predictive Policing 1.0 approach. This approach was not based on the technology developed by PredPol, RTM, or HunchLab, but was designed by Shreveport Crime Analysts with technical assistance from RAND analysts.\(^\text{307}\) To evaluate predicted areas of property crime, researchers factored in the presence of residents on probation or parole, the previous six months of tactical crime, forecasts of tactical crime, 911 calls for disorderly conduct, vandalism, juvenile arrests, and weighted fourteen days of tactical crime.\(^\text{308}\) After a lengthy study, RAND concluded, “Overall, the program did not result in a statistically significant reduction in property crime, as envisioned. This could be because the program does not work, the program was not implemented as intended, or that there was insufficient
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\(^{307}\) Id. at 9 (“The predictive analytics team used statistical software to build and test regression models that estimate probabilities of crime, along with geospatial software to plot these estimated future probabilities of crime per geospatial unit onto maps.”).
\(^{308}\) Id. at 10.
statistical power to detect the effect.”

Researchers conceded that such a finding does not mean that predictive policing cannot work, but merely that one approach in one location did not work.

The lack of scientific studies remains a real vulnerability in the development of predictive policing. As will be discussed in the next section on transparency, this problem is exacerbated by the fact that much of the data rests in private hands and is controlled by proprietary interests.

2. Scientific Studies: Responses

The simple response to the lack of scientific studies would be to develop studies to test competing predictive policing technologies. These studies will likely emerge over time as part of the larger movement of evidence-based policing. According to the Center for Evidence-Based Crime Policy at George Mason University, only a limited number of studies have been done with a moderate level of scientific rigor.

That is beginning to change with the influence of the National Institute of Justice, which has begun funding such projects, and other philanthropic organizations focusing on data-driven criminal justice innovation. Other academic institutions such as the Rutgers Center on Public Security, host of the RTM research, have provided more funding for scholarly research into the effectiveness of predictive policing technologies. Further, as predictive policing gains currency in the media and academia, scholars will begin testing the scientific validity of the theories and how transferrable they are to other jurisdictions.

309. Id. at 38. See also id. at 33 (“There was no statistically significant impact of the program on crime overall, but it is unclear if that is because of a failure in the program model or a failure in the program implementation.”).


314. Sherman, supra note 100, at 432 (“There is also a scientific question of how reliably research in one police agency (or more) will predict effectiveness in any other agency.”).
D. Transparency: Vulnerabilities and Responses

The appeal of predictive policing has in large measure been that it offers a “black box” solution to crime. The corresponding vulnerability, however, is that such solutions lack sufficient transparency to ensure that the “black box” really works. The lack of transparency in data collection, data use, and effectiveness requires designing processes to guarantee that predictive policing technologies live up to the promise of their creation.  

1. Transparency: Vulnerabilities

As currently implemented, a lack of transparency exists at all levels of predictive policing. Even something as simple as crime statistics, which in many cases are publicly available, remain rife with concerns about accuracy and completeness. Adding personal data dossiers to these crime statistics creates new problems, as the sheer volume of information complicates transparent assessment of the sources underlying the predictions. How do you fix an error in the data if you cannot see that such an error exists? How do you even know who has the responsibility to input information into these big aggregated databases? In addition, unintended personal or cultural biases can infect the data, the scoring systems, the source codes, and thus the resulting predictive outcome. Simply stated, without significant investment in exposing the data collection methods, weaknesses, and gaps, and without equal investment in understanding the challenges associated

315. Zarsky, supra note 247 at 1521 (recognizing that transparency in the context of automated prediction must be broken down into three segments: “(1) the collection of data and aggregation of datasets, (2) data analysis, and (3) actual strategies and practices for using the predictive models, effectiveness of which could be measured by both the way they are applied ex ante and their final impact ex post”).


318. Erin Murphy, supra note 174, at 831 (“Databases also are often, by their nature, secret from within. They have multifarious inputs, which means both that the identity of the relevant agent can be difficult to discern, along with their responsibility for particular substance.”).

319. Danielle Keats Citron & Frank Pasquale, The Scored Society: Due Process for Automated Predictions, 89 Wash. L. Rev. 1, 25 (2014) (arguing for FTC transparency: “The FTC’s expert technologists could test scoring systems for bias, arbitrariness, and unfair mischaracterizations. To do so, they would need to view not only the datasets mined by scoring systems but also the source code and programmers’ notes describing the variables, correlations, and inferences embedded in the scoring systems’ algorithms.”).
with inputting and analyzing the data, the entire system runs the risk of being built on an unknown and unknowable database.\footnote{Wayne A. Logan & Andrew Guthrie Ferguson, Policing Criminal Justice Data, 101 MINN. L. REV. 541, 545–55 (2016).}

The nature of algorithms further obscures the process, except perhaps to technical experts. Police officers and administrators receive the results, but due to the complexity of the chosen algorithm they can rarely understand the underlying math. Thus, predictive policing runs into the same problems as other automated predictive technologies: the technical complexity of the design makes it nearly impossible for outsiders to determine the accuracy, effectiveness, or fairness of the program.\footnote{Frank Pasquale, Restoring Transparency to Automated Authority, 9 J. ON TELECOMM. & HIGH TECH. L. 235 (2011) [hereinafter Restoring Transparency]; Zarsky, supra note 247, at 1534; Frank Pasquale, Beyond Innovation and Competition: The Need for Qualified Transparency in Internet Intermediaries, 104 NW. U. L. REV. 105 (2010); Oren Bracha & Frank Pasquale, Federal Search Commission? Access, Fairness, and Accountability in the Law of Search, 93 CORNELL L. REV. 1149, 1159 (2008); Mark Fenster, The Opacity of Transparency, 91 IOWA L. REV. 885, 895–96 (2006).}

True, police can see if the system works, but police cannot see how the system works. This lack of transparency is not simply the result of new technology, but also the influence of the proprietary nature of the software. The companies involved in these real-world tests are in a multimillion-dollar race to convince police departments to adopt their particular products. The companies have financial interests and proprietary secrets to protect, and every incentive to report positive outcomes.\footnote{Bond-Graham & Winston, supra note 4.}

Effectiveness itself remains a contested issue. Early tests show a correlation between use of certain predictive policing techniques and decreased crime rates (for some crimes). But how do police districts determine metrics in the future? Crime may go up or down independent of the chosen computer program. Crime analysts may make a more or less accurate comparative judgment. Most importantly, how can outsiders audit the data? In similar police data collection experiments (DNA databases, “stop and frisk” reporting), the police have audited themselves with mixed results.\footnote{Stephen Mercer & Jessica Gabel, Shadow Dwellers: The Underregulated World of State and Local DNA Databases, 69 N.Y.U. ANN. SURV. AM. L. 639, 681 (2014) (discussing lack of transparency in local DNA databases); KELLEY & MCCARTHY, supra note 230.}

These vulnerabilities exist with any data-driven solution, and, as such, lessons can be learned from other data-based systems. Every aspect of the data collection system must be imbued with a focus on transparency in an effort to catch, correct, and understand errors.

https://openscholarship.wustl.edu/law_lawreview/vol94/iss5/5


2. Transparency: Responses

Transparency is difficult, but it matters to a functioning predictive system that deals with individuals’ lives and liberty. Transparency serves as a check on governmental power.\(^{324}\) Intentional openness encourages better behavior of police on the street in recording data, administrators at headquarters in analyzing it, and error reduction at a systemic level.\(^{325}\) In the context of sophisticated algorithms, it may not ever be perfect,\(^{326}\) but a focus on transparency can create a better sense of trust in the technology.\(^{327}\) It was for this reason that many people originally considered the public mapping of crime a victory for transparency advocates.\(^{328}\)

To ensure transparency three basic things must happen. First, an independent auditing system must be created to span the entire collection, analysis, and data maintenance process.\(^{329}\) Compliance systems must be created that can check whether and how data is being collected, recorded, and inputted.\(^{330}\) Auditing of the system must include peer review and outside testing of the algorithms.\(^{331}\) This audit would need to be conducted by professional data analysts who understand the predictive systems and can see whether the claims made are supported by the data. Finally, auditing systems must create a notice mechanism to preserve the auditing results and potentially publish them at the appropriate time.

\(^{324}\) Zarsky, supra note 247, at 1533 (“The most basic and popular justification for transparency is that it facilitates a check on governmental actions.”).
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Second, metrics must be publicly released to allow a judgment about whether the promise of predictive policing has met its goal. A transparent system must provide a way to show that predictive policing works. This metric may be objective—a set target for a crime rate reduction. The metric may be comparative—a target set in comparison to a crime analyst’s prediction. The metric might be subjective—a judgment by a designated official that the program has met certain goals. Whichever types of metric are selected, some metrics that can be measured and evaluated are necessary to judge the effectiveness of any system.

Finally, training programs within police departments must be established at all levels to ensure that the data processes work and are being followed. Everything that is going to be audited and judged by an officer should first be made part of a comprehensive training program.

E. Accountability: Vulnerabilities and Responses

Improved transparency leads to increased accountability. "Accountability refers to the ethical obligation of individuals (in this case, governmental officials) to answer for their actions, possible failings, and wrongdoings." The concepts of transparency and accountability, while related, are distinct. As Tal Zarsky has written, “[t]ransparency is an essential tool for facilitating accountability because it subjects politicians and bureaucrats to the public spotlight.” But accountability involves more than transparency’s sunlight, including providing citizens the power to hold decision-makers responsible for their actions.

1. Accountability: Vulnerabilities

Police accountability has long been a fraught issue, involving local political tensions, community tensions, and legal oversight. Adoption of
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predictive policing technologies changes little about these ongoing issues. This section looks at specific concerns with predictive policing, putting aside larger structural issues with police accountability in general.

As discussed earlier, the lack of transparency and technological expertise make accountability very difficult. Political and community leaders can be held accountable only if individuals understand what the predictive technology is doing. As it currently stands, many politicians defer to the “black box” promise of predictive policing without actually understanding why or how it works. Even with robust data collection and sharing, most politically accountable leaders care as much about the bottom line crime statistics (up or down) than the efficiency or fairness of any particular technology. In fact, political accountability has only rarely taken the lead in police accountability, as politicians usually delegate authority to local police chiefs, thus insulating themselves from responsibility for the results.337

A larger issue involves lack of legal accountability for most internal policing decisions. With the exception of federal oversight through practice and pattern lawsuits338 and individual civil rights lawsuits,339 there are few legally cognizable claims a plaintiff or the government can raise regarding policing strategy. This means police administrators can choose the approach that they believe works best for their communities without running afool of constitutional challenges.340 Even the NYPD stop and frisk lawsuits—one of the most prominent challenges to policing in recent memory—did not directly focus on the choice of police tactics, but on the racially disparate impact of the practices.341 Similarly, there will be no accountability-based legal challenges to predictive policing, absent some inequity in application.

Finally, a lack of accountability exists because of the immaturity of the technology. Predictive policing is still experimental, and as such it gets the benefit of being thought too new to judge. This may well be true, but the nature of the technology is that it will always be new. Predictive policing

337. See Barry Friedman & Maria Ponomarenko, Democratic Policing, 90 N.Y.U.L. REV. 1827, 1831 (2015) (“Policing agencies may not be entirely immune from democratic oversight—police chiefs typically serve at the pleasure of the mayor, police commission, or city council, and sheriffs are directly elected by the people…. Given their incentives, executive officials to whom police report typically will grant policing agencies carte blanche so long as crime remains in check.”).
technologies, almost by definition (if not design), will continue to improve, innovate, and change. In that constantly shifting framework, it will be a moving target to say any particular technique has failed. Presumably, the next generation of the technology will fix the error, and there may never be a moment of true accountability. Such is the nature and speed of continuously innovating technologies. By the time evaluators have accounted for past successes or failures, the technology will already have evolved to the next version.

2. Accountability: Responses

Despite vulnerabilities, predictive policing can be a force for accountability. The original data-driven police systems were created to foster accountability. In New York City, Commissioner Bratton’s innovation of demanding real-time reports of crime statistics allowed for both internal and external accountability about crime rates. CompStat organizational meetings literally brought police leaders into a room to be held accountable for what had happened in their district. The recognition that accountability matters should be central to the next generation of predictive policing technologies.

At an operational level, if accountability becomes a priority, the data-driven nature of the technologies makes accountability easier to implement. Building off the CompStat model, such statistics could be made available to city administrators and the larger community. In some jurisdictions,

342. The 2016 RAND study of Chicago’s Heat List proves the point. See supra note 192 and accompanying text. RAND found the algorithm and program provided no statistical evidence that the Heat List worked to reduce violence. The Chicago Police discounted this criticism, stating that the algorithm had since been improved, so any criticism was dated and unwarranted. See Stroud, supra note 192.

343. Stroud, supra note 193 (discussing the Chicago Police Department’s upgrade of the algorithm since the RAND study had been conducted).
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346. Willis et al., supra note 80, at 148; Eli B. Silberman, With a Hunch and a Punch, 4 J.L. ECON. & POL’Y 133, 144–45 (2007).

crime data regularly gets reported to the public through open-access websites. Posting the predictive policing results (after they have been utilized by police) would provide the public with a mechanism to assess the technology’s efficacy, fairness, and scope.

At a theoretical level, the world of data-driven police accountability is just being imagined. While beyond the scope of this article, scholars have proposed a host of data-driven tactics to hold police accountable to the community. Technologies that can track and record police activity have been proposed. Consumer technologies that “police the police” have been developed. Administrative procedures have been suggested. New legal oversight structures that involve both federal intervention and community accountability have been envisioned. What these suggestions share in common is a belief that a focus on police data might provide a two-way street of accountability—reducing crime and reducing police misconduct.

F. Practical Implementation: Vulnerabilities and Responses

Even assuming perfect data collection and well-calibrated algorithms, vulnerabilities exist in applying predictive policing techniques to the real world of police practice. While application will be different in each
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jurisdiction, certain commonalities exist that need to be studied before adoption. This section examines the reality for police officers on the street, and the next section examines the impact on police administration and policy.

1. Practical Implementation: Vulnerabilities

New predictive policing technologies may shift the way police officers do their jobs. This may include where police patrol, how they patrol, and how they treat the people they interact with on patrol. For example, early reports out of Los Angeles offer cautionary lessons about deployment. The San Francisco Police Department’s Chief Information Officer, Susan Merritt, publicly expressed concern that police could become too fixated on the boxes.355 “In L.A. I heard that many officers were only patrolling the red boxes, not other areas . . . . People became too focused on the boxes, and they had to come up with a slogan, ‘Think outside the box.’”356 While this was certainly not the intent of the program, in practice the goal of targeting certain areas overwrote normal policing strategy. Police officers, told to focus on predicted areas, focused on those areas to the neglect of others.

In addition, officers’ perceptions about predicted areas can become distorted. If expecting to find a high crime area, police will become hyper-vigilant about the perceived dangerousness of the area. As criminologist Peter Scharf worried, “the red-box designation might cause young cops to exaggerate a neighborhood’s dangers.”357 Obviously, this sense about an area or individuals in an area may also affect how police officers treat a suspect. Issues of implicit or explicit bias discussed earlier in the context of crime data are also at issue in how police treat citizens on the streets. The perception of danger may be well-grounded in crime data, making it difficult or dangerous for police officers to ignore. After all, if police are targeting violent shootings in particular areas, officers would be wise to be cautious in interacting with people they encounter.

Adoption of a predictive policing strategy can also have other unintended impacts on police practice. An interesting byproduct of the RAND study on the Shreveport Police Department’s experiment was the revelation of how the new technology impacted routine police tactics.358 As described in the RAND study, police shifted their emphasis from generating
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arrests to developing intelligence, or (in the parlance of the officers) from increasing the quantity of arrests to increasing “quality arrests.” This meant in practice that police were encouraged to do more intelligence gathering by using their continuing presence in the predicted area. As described:

There was a large emphasis on intelligence gathering through leveraging low-level offenders and offenses. Officers stopped individuals who were committing ordinance violations or otherwise acting suspiciously and would run their names through database systems. If an individual had significant prior convictions, he or she would be arrested for the violation (as applicable). If the individual was on probation or parole, officers would check his or her standing with the parole or probation officers. For those not in good standing, a parole or probation officer was asked to come to the scene. Lastly, individuals with warrants were arrested. For those not meeting these criteria, officers stated that they gave these individuals a warning and were as polite as possible in order to note that they were trying to take action against property crimes in the area and to ask whether the individual had any knowledge that would be useful to police.

Police admitted that under this new guidance they “[s]topped and questioned juveniles committing truancy offenses” more often, “[w]alked around apartment complexes and discussed criminal activities in [the] area, particularly narcotics, with residents,” and “[v]isited people they kn[e]w, especially parolees, probationers, and truants, to learn about criminal activities (largely drug activity) in the neighborhood.” This extra emphasis on individual interaction—arguably more of a micro-community policing initiative—was caused by the data-driven targeting of particular areas. Patrol officers began focusing on who was in these areas and used information from those individuals to generate leads for other crimes.

One way to look at the result is that officers began prioritizing the investigation of other crimes and developing suspects not normally associated with the investigation of property crimes. This extra
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information was then passed on to detectives who, counter-intuitively, were less than appreciative because it added more investigative responsibilities from cold leads.\textsuperscript{364} In practice, detectives resented receiving this information without a connection to an actual case. While the additional information should have been helpful in developing an intelligence-oriented approach to a community, without the appropriate information-management structure it actually produced resistance among police colleagues.\textsuperscript{365} Further, this patrol-level intelligence focus delayed officers from continuing on to the next emergency call for service.\textsuperscript{366}

This change in policing strategy resulted in both positive and negative community effects independent of the crime rate, which remained unchanged. From the positive side,

According to officers, since the public saw so-called real criminals being inconvenienced and since police were conducting more follow-up questions after crimes, the public became more willing to provide additional information or call in with tips. This improved relationship with the public was evidenced, in part, by members of the public waving hello to patrol cars.\textsuperscript{367}

On the less positive side, more people were stopped in these areas and inconvenienced without any corresponding reduction in the crime rate. Predictive policing resulted in more social control of communities already targeted by the criminal justice system. Predictive policing, thus, changed the reality on the street, even if it had no statistical impact on the crime rate.

On the opposite side of the spectrum from police being too engaged in predicted areas, or too involved in investigating individuals in those areas, is the concern that police will simply ignore the predictive tools. While initial adoption of predictive policing has been met with general acceptance, some veteran officers have dismissed the idea as telling them what they already know.\textsuperscript{368} Many experienced police officers not only have a good sense of the likely areas of crime, but an instinct that has served them well
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before geo-locational mapping technology was available. Further, some question the utility of only focusing on place. As one Santa Cruz patrol officer stated:

This box here [pointing a PredPol predicted area], it doesn’t tell us what crime or who to watch out for. We know this is a busy street with a lot of stuff getting stolen out of parked cars. We don’t need predictive policing to tell us that. I personally don’t think it’s very helpful . . . . Most of my guys feel the same way.

In the Shreveport RAND study, some officers complained that chasing the boxes was a waste of time and fuel, even as others thought the experiment was an improvement on traditional techniques. Even the best predictive policing system will not provide useful information if it is ignored by the police charged with implementing it.

2. Practical Implementation: Responses

Two main responses exist to the vulnerabilities in implementing predictive policing technologies. First, the technology will require an additional level of administrative review to examine how police officers are implementing the data-driven mission. This administrative focus involves both an awareness of what is being measured and how this measurement may shape officer actions. Second, predictive policing requires training and compliance mechanisms to ensure that police are, in fact, utilizing the technology as designed. The administrative responses discussed in this section are targeted to the actions of police on the streets, independent of the concern discussed in the next section of how predictive policing might affect broader administration policy.

The need for oversight responds to the concern that police officers will react to how they are evaluated. If “quality arrests” means those individuals with more informational value, rather than the number of arrests, then police practice will change. If police are rewarded for spending more time in the targeted box, then police will follow those incentives. The difficulty is that neither of those ways might be the best way to reduce crime. That is to say, the metrics being established may be consistent with the technology, but not
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the ultimate goal of crime reduction.

Similarly, following the technology without additional training may create a distorted picture of targeted areas or targeted individuals. Many people live and work in areas of targeted crime, and the vast majority of them do not engage in criminal activity. Priming police officers’ responses in ways that encourage aggressive policing in particular areas might undermine the larger social goals of police-citizen cohesiveness or community building. Training on the implications of implicit bias or confirmation bias may reduce some of those negative impacts. And, as can be seen at least from the police perception of the RAND project, some community members had a better understanding of why police were present in their community and responded with positive acts of good will, meaning that these programs might have positive results for those broader community goals.

In addition, training and compliance is necessary to ensure that the system designed becomes the system implemented. Many systems can be undercut at the ground level by very practical problems. For example, in Shreveport, the predictive policing experiment was hampered by the fact that the police had a limited number of police cars with air conditioning available during the hot Louisiana summer. Fewer cars meant fewer volunteers for the project. Other problems arose, too; for example, while the “predictive analytics team produced the maps and attended roll calls to provide and discuss maps and other intelligence gathered, . . . [t]he participants did not attend the planned monthly deployment meetings.” This information gap created implementation problems. Each of these problems could be addressed with better management, but it takes identifying these foreseeable challenges before implementation to solve them.

G. Administration: Vulnerabilities and Responses

Parallel to the practical concerns of implementing predictive policing on the streets are the administrative and management concerns associated with running a predictive policing system. Stepping back to consider the traditions of police practice, the act of centralizing data with administrators and analysts means a shift in power from police officers to police
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As has been noted concerning the proto-predictive policing CompStat system, data tend to centralize power to those who crunch the numbers. In New York City under CompStat, police administrators studied and were held accountable for weekly changes in crime statistics, which shaped staffing allocation, police tactics, and resource deployment. The result did contribute to the reduction of crime rates, but also dramatically shifted decision-making power to those who controlled the data.

1. Administration: Vulnerabilities

For administrators, three interrelated vulnerabilities exist in any system influenced by predictive algorithms. The first involves the natural inclination to be overly influenced by data-based metrics. If the identified metrics revolve around arrests, then arrests are what get measured and tracked. If monetary fines for minor crimes are the goal, then police focus on those fines. If administrators are rewarded for crime-rate reduction, then crime-rate reduction data becomes the controlling focus. The consequences of an arrest-driven stop and frisk policy in New York City, or a fine-driven system in Ferguson, Missouri, resulted in significant damage to the relationship between police and residents in those areas. Similarly, a potential vulnerability for predictive policing systems is that data collected and analyzed becomes prioritized over other crime-stopping measures.

As a related concern, a well-understood byproduct of data-driven policing is the potential for administrators to be overly influenced by data. For example, if arrests are the primary metric for performance, then police might be incentivized to increase arrests, even if it means infringing on constitutional rights. This has been documented in various policing systems, including CompStat.
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systems is data-based myopia. Police administrators follow the data even if questions arise from it. This phenomenon is called “automation bias,” and can be observed in many contexts. As Kenneth Bamberger writes, “Human judgment is subject to an automation bias, which fosters a tendency to ‘disregard or not search for contradictory information in light of a computer-generated solution that is accepted as correct.’ In the predictive policing context, this focus might result in following the judgment of algorithms at the expense of other information. In the Predictive Policing 1.0 context, this could just amount to a waste of resources (such as sending patrol cars to the wrong box). But in the Predictive Policing 3.0 context, it could lead to erroneous contact with individuals wrongfully suspected of a crime. Blind reliance on such automated results leads to what Gary T. Marx, professor emeritus of sociology at the Massachusetts Institute of Technology, termed “the tyranny of the algorithm.”

The combination of policy priorities and automation bias can also create self-reinforcing or self-fulfilling predictions. Predictive policing technologies direct officers to certain areas, which causes them to make arrests in those areas, which generates arrest statistics to be fed into some future algorithm, which in turn identifies those areas as higher crime areas. Administrators focus on those areas because of the predictive validity of the tip, and the cycle repeats. This phenomenon has been recognized in both early crime mapping experiments and modern predictive policing projects. As the RAND study reported:

An additional issue noted by officers was that the predicted hot spots changed little from month to month—for the most part, grid squares flagged one month would show up the next month. RAND team
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members, for example, observed officers on ride alongs . . . looking at newly distributed maps and remarking that they already knew where the hot spots were.\textsuperscript{391}

Some predictive technologies attempt to avoid this trap by only focusing on reported crimes, not arrests (like PredPol). But other technologies’ predictions, as an examination of the RAND Shreveport factors shows (presence of residents on probation or parole, previous six months of tactical crime, juvenile arrests, etc.), analyze factors that will not quickly shift over time, creating rather fixed predicted areas of crime.

Finally, these self-fulfilling systems can create a ratchet effect that distorts a broader focus on crime suppression and undermines an efficient allocation of police resources. Harcourt has explained the inefficiency behind certain predictive strategies.\textsuperscript{392} He describes how predictive techniques require resources to investigate and arrest certain groups, resulting in a higher distribution of arrests of those groups.\textsuperscript{393} As he writes, “[c]riminal profiling, when it works, is a self-confirming prophecy. It aggravates over time the perception of a correlation between the group trait and crime.”\textsuperscript{394} At the same time, those not targeted may in fact increase their crime rates due to the shift in resources.\textsuperscript{395} Overall, crime may go up, even if the targeted population’s crime rate goes down. His insightful work carries far beyond the scope of this article, but offers another potential vulnerability associated with decisions by administrators as to how to allocate resources to implement predictive policing.
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2. Administration: Responses

Because of the complexity and scale of police operations, the vulnerabilities inherent in administrating a predictive policing system are significant. Yet one of the most promising aspects of predictive policing systems is that they can be evaluated and changed in real time. For example, at the LAPD’s Real-Time Analysis and Critical Response Division, police administrators can evaluate crime data, security cameras, and satellite images showing recent arrests, and observe patterns and trends instantly. This allows police administrators to respond in real time to increase patrols or design other intervention strategies. Similar programs exist in other large cities, such as New York City. These predictive systems go beyond using data as productivity metrics to using data as strategic intelligence, which can result in a more adaptive approach to policing.

Police systems can also adapt by taking select aspects of predictive policing and linking them to other types of police intervention. Certainly, by investing time and energy into building a predictive policing strategy, the risk becomes that the technology will control the outcome. But sometimes other synergies result. While the RAND study ultimately concluded that predictive policing did not reduce the crime rate in Shreveport, it did generate a more intelligence-focused policing strategy. Perhaps some jurisdictions will adopt predictive policing techniques not primarily to reduce crime, but to rethink their strategies for gathering information from the community. Predictive policing might inadvertently promote an intelligence-based, problem-solving approach, and that could be a positive result in its own right.

H. Vision: Vulnerabilities and Responses

One step removed from the administration of predictive policing technologies exist the deeper questions of whether a focus on predicting crime addresses the ultimate goal of reducing crime in society. Generally speaking, police administrators or police officers are not tasked with “the
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vision question,” but by adopting a predictive strategy they have, in part, helped answer it. This section explores three big questions about how predictive policing shapes our vision of criminal justice policy. By adopting a data-driven, crime-based predictive approach, certain other aspects of the crime problem become obscured or distorted.

1. Vision: Vulnerabilities

The vision question looks at three choices the current policing system has made which are reinforced by the move toward predictive policing: (1) a focus on targeted hotspot places, and not overall crime patterns; (2) a focus on crime statistics, and not root socio-economic problems; and (3) a focus on criminal activity, and not police activity.

First, predictive policing raises the problem of displacement. The utility of predictive policing relies on its geo-locational precision. The smaller the predicted areas, the easier it becomes for police to target and disrupt crime in those areas. The question, however, is whether—even assuming crime goes down in the hotspot areas—the overall crime rates also go down. The general trends have been positive, but the continued focus on particular areas does not address the displacement effect. Scholars have been debating displacement for years, as the issue emerged in studying pre-predictive hot spots, or other targeted areas of crime. The concern of displacement is that police may succeed in shifting crime from one place to another, but not actually in reducing overall crime.

Second, there exists the perennial question of why we direct our energy and investment to invent new police technologies, rather than spend that same money to target the root problems underlying crime. Most property-, drug-, and gang-related crime occurs in poor neighborhoods where residents have significant socio-economic disadvantages. Predicting levels of crime might be less constructive than addressing the foreseeable barriers to education, employment, and stable housing that contribute to an individual’s decision to turn to crime. This is so because remedying some of those disadvantages might provide a positive forecast for less criminal activity overall.
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Third, another big question is why we focus on criminal activity and not also police activity to reduce crime. For example, crime mapping is now a routine part of policing, as reported crimes, calls for service, and arrests are regularly monitored and mapped. But this mapping is incomplete because it does not include information about where the police officers were at the time of the crime. Were the officers two blocks away when the robbery occurred? Had they just passed the alley? Were there physical barriers keeping police from seeing the crime? These questions could be analyzed by a complete crime map that included both reported crimes and real-time police locations during those reported crimes. Just as seeing the place of crime can provide insights about the cause of crime, seeing the location of police officers (through GPS mapping) during the crime can provide insights about the failure to prevent it. In addition, police supervisors would have a better sense of what the officer is doing on a daily basis, including a complete record of the officer’s daily travels. A focus on “stop and track policing” would allow police administrators to see the near misses, the areas in need of attention, and even daily logs of police interaction with the community. By focusing on both aspects of the problem (the location of crimes and the location of police during the crimes), police administrators might be better able to address the gaps in coverage. Currently, we only see half the picture of how criminals and police interact.

2. Vision: Responses

The obvious response to concerns about “the vision question” is that predictive policing has never claimed to be the ultimate solution, but only an improvement over existing practices which have not managed to eradicate crime from society. While that is a fair response, it avoids addressing some of the intriguing possibilities arising from new predictive technologies if one takes the criticisms seriously.

For example, the displacement effect may very well occur from an intensive targeting of selected areas. Criminal actors may react to policing
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strategies in a way that avoids unnecessary exposure. But unlike some strategies, predictive policing is designed to account for that change. The targets of predictive policing are not static. An uptick in crimes in the next block over will make that block a new target. Many predictive policing strategies embrace the constantly evolving patterns of crime and the factors that contribute to it, designing equally evolving algorithms to track changes.

In addition, displacement disrupts crime, making it harder to complete. This disruption effect may well be the reason for the observed reduction in crime rates. As proponents of predictive policing explain, increasing deterrence can be more impactful than increasing arrests.\footnote{404} With Predictive Policing 1.0, placing the squad car in the box may not stop a thief from breaking into a car (it may only displace him), but it will disrupt him in the short term. For some, this disruption might be enough to prevent certain crimes of opportunity altogether. For other, more committed criminals, it might not. But either way, displacement acts as a barrier, increasing the costs, risks, and effort of crime. Similarly, while the nature of many violent crimes defies a pure deterrence rationale, displacement can at least reduce crimes on the margins. For example, retaliatory gang shootings regularly involve emotional motivations of loss, respect, bravado, and self-sacrifice.\footnote{405} The presence of additional police cruisers at the gang border may delay the immediate retaliatory shooting, and possibly even deter it completely. Estimates hold that one third of shootings are in retaliation for other shootings, so delaying the opportunity to retaliate and making it more difficult might reduce the overall number of violent acts.\footnote{406}

Furthermore, predictive policing may not address the root causes of crime, but it does offer ways to identify some of those root causes. To be clear, as predictive policing is currently implemented police have not embraced this secondary use of the technology, but it exists and responds quite forcefully to the concerns.

First, underlying the theory of Predictive Policing 1.0 are the environmental vulnerabilities that generate criminal activity. Instead of simply focusing on the targeted box, predictive policing can help ask why that box exists. Is it because the area is dark, difficult to patrol, or near other
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attractors of crime (like bars or ATMs)? Some of those environmental issues are root causes, and can be remedied once identified. Predictive policing, if so used, can map out the social and economic vulnerabilities in an area, and (given the political will) help to improve them.407

Second, the general theory behind Predictive Policing 3.0 is that certain individuals face external challenges that increase the chance for violence. The public health model for identifying people in need of protection could be expanded to identify people in need of other social services (education, employment, mental health treatment). While fraught with concern about stigma and stereotypes, this approach can lead to positive interventions between at-risk youth and government services.408

Finally, as to whether predictive policing should embrace the task of studying police activity as well as criminal activity, there are two added benefits of doing so. First, all data, including police routes, patterns, and practices could be mapped against crime, creating a full picture of crime realities. Second, one could go even farther to try to predict police activity that might have a negative impact on community relations. Just as police investigators are beginning to turn to predictive analytics to target particular people suspected of committing crimes, so that same technology could be used to identify red flags or patterns of police misconduct.409 This is not to say that one could predict which officers will violate constitutional rights, but neither does the best system of predictive suspicion necessarily predict who will commit a crime. It simply focuses attention on potential vulnerabilities and risk factors that can and should be addressed.
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I. Security: Vulnerabilities and Responses

A predictive system based on crime data, police data, and personal data requires mechanisms to protect that data. Security difficulties arise both from generic data security vulnerabilities that affect all data-driven systems, as well as specific vulnerabilities that arise from the collection of law enforcement investigative data.

1. Security: Vulnerabilities

Police collect vast amounts of data, some quite personal. Pure crime statistics such as place, time, and type of crime present few concerns with privacy, and thus few concerns with security. In fact, many jurisdictions publicly post such information on the Internet. Other types of crime data—locations of domestic violence victims, gang associates, or known drug markets—may be more privileged, because they reveal personal information or because they could reveal tactical plans of police intervention. While police may wish to possess such data, public release could interfere with use of the information. For example, police would likely not want to forecast the next location of a predicted hot spot, in order to avoid undermining strategies to arrest the predicted perpetrators.

The real problem arises with personal data in big data systems. While police benefit from collecting, aggregating, and sharing that individualized and sometimes-sensitive data, concerns about data security exist. Social network predictions or pattern matches are built on databases with personal identifying information. Social security numbers, dates of birth, addresses and other personal information form the basis of the networked information that can be linked and searched for clues about criminal patterns or relationships. For many police departments, the available databases have been either locally and organically developed or borrowed from larger national sources. Part of the reason for a lax data control system is that much of the raw data was properly collected through the criminal justice system, which is largely a publicly run, if not publicly accessible, data system. Such
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raw material requires fewer data security protocols, because of the perceived legitimate and quasi-public nature of the information. In addition, the posture of traditional police efforts did not embrace a robust data security mindset. While it has always been theoretically possible that criminal elements might hack into police databases, the concerns seemed less important than obtaining and maintaining the data about criminals. Police officials take care to keep the information confidential, but the information is not necessarily secure from external cyber threats. As such, data controls and data security protocols in police systems have lagged behind private databases.

This reality has not changed despite the growing adoption and integration of larger third party and private networks. While the FBI and national criminal justice databases recognize the need to protect personal data, as these databases expand to include more sources of data, the information becomes more valuable and more vulnerable to data breaches. The recent inclusion of biometric data only increases the risk. These threats include internal dangers from rogue police officers misusing the personal data and external dangers of criminal elements hacking, manipulating, or erasing the data with damaging results to the investigative capabilities and legitimacy of the system. Finally, while perhaps of lesser...
value, if criminal elements knew the location of predictive targets or social network linkages, such information might thwart on-going police intervention strategies.

2. Security: Responses

Security strategy in predictive policing parallels responses to data security risks in other industries. Data security has become a big business because almost every private and public entity must account for the personal data it collects and stores. From health care services, to consumer products, to government agencies, and even computer security firms themselves, the concerns of data breaches have become all too real.

Predictive policing systems, especially as they move toward big data-infused surveillance, must protect against external and internal data threats. The first concern will be to build computer systems that include security by design against outside threats. Privacy by design principles, network


protection, increased firewalls, and encryption must all be considered when designing the system. Preventing the mischief that could occur if hackers were able to penetrate or manipulate crime statistics or police databases must be a priority. This protection from external threats becomes more complicated when networked systems are designed to be shared by different law enforcement organizations. Access controls, password protection, and written memoranda of understanding must be put in place to ensure the confidentiality of the data. Such protections will also minimize internal threats, such as the intentional misuse by law enforcement officers or inadvertent exposure through lax procedures.

Security by design must be supported by security protocols that include systemic network tracking, data audits, and policies to ensure data security compliance. While difficult and time consuming, a positive byproduct of data-driven systems is that supervisors can track who has had access to the data in the system. These protocols will require formal training for police and analysts tasked with managing the information. Protocols will also need to be created to minimize or delete unnecessary data in the system. Finally, police administrators will need to make clear that new privacy protections may arise because of the connection to growing databases of private consumer information.

CONCLUSION

The lessons of history show that predictive technologies will continue to be an attractive goal for police and the criminal justice system. As data encryption, data minimization techniques, anonymity, and structural protection through organizational prioritization of privacy, and “front end” concerns, “such as privacy settings, search visibility, password protections, and the ability to use pseudonyms.”
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becomes easier to collect, and as computer algorithms become more sophisticated, more advanced predictive technologies will be developed. From the Chicago School to the future, the desire to understand, categorize, and forecast criminal risk will continue to drive innovation and policing.

Police have entered the age of actuarial justice and, as demonstrated, there is no real hope of going back. The technology exists, is adapting, and is pushing much farther ahead than lawyers, courts, and policymakers. Predictive policing will alter policing strategy across the country. Real-time reporting, professional crime analysts, and expanding computer capabilities have turned the daily crush of incidents, reports, and human tragedies into measurable and usable data. The result will be to inform officers about the realities of criminal patterns in a community and redirect resources to address the causes of those criminal actions. At the same time, real vulnerabilities exist in the adoption of the technology. This article has sought to develop an analytical framework to analyze current and future predictive policing techniques. The vulnerabilities, while real, can be mitigated by thoughtful responses and careful implementation.

The recent pattern in predictive analytics has been invention first, then adoption, and finally assessment only after the fact. This article has sought to provide a framework to put assessment and predictive analysis at the beginning of the process. Simply put, if a community or administrator cannot respond to the nine vulnerabilities of all predictive technologies, they cannot responsibly move forward with next-generation technology. This systemic analysis should become the first step for all new predictive technologies. Any jurisdiction interested in adopting predictive policing techniques must be able to respond to the vulnerabilities discussed in this article. Without successful answers to these difficult questions about data, methodology, scientific legitimacy, transparency, accountability, vision, practice, administration, and security, any predictive policing system remains open to criticism and challenge.

Predicting the future of predictive technologies is never wise, but one safe prediction is that these issues will be coming to more cities and towns in the very near future. As former NYPD Commissioner Bratton stated in 2016, “Predictive policing used to be the future. Now it’s the present.”