
Washington University in St. Louis Washington University in St. Louis 

Washington University Open Scholarship Washington University Open Scholarship 

Arts & Sciences Electronic Theses and 
Dissertations Arts & Sciences 

3-11-2024 

Role of Glia in Diurnal Rhythms in Neuroinflammation and Blood-Role of Glia in Diurnal Rhythms in Neuroinflammation and Blood-

Brain Barrier Breakdown Brain Barrier Breakdown 

Jennifer Hoi-Ping Lawrence 
Washington University in St. Louis 

Follow this and additional works at: https://openscholarship.wustl.edu/art_sci_etds 

Recommended Citation Recommended Citation 
Lawrence, Jennifer Hoi-Ping, "Role of Glia in Diurnal Rhythms in Neuroinflammation and Blood-Brain 
Barrier Breakdown" (2024). Arts & Sciences Electronic Theses and Dissertations. 3239. 
https://openscholarship.wustl.edu/art_sci_etds/3239 

This Dissertation is brought to you for free and open access by the Arts & Sciences at Washington University Open 
Scholarship. It has been accepted for inclusion in Arts & Sciences Electronic Theses and Dissertations by an 
authorized administrator of Washington University Open Scholarship. For more information, please contact 
digital@wumail.wustl.edu. 

https://openscholarship.wustl.edu/
https://openscholarship.wustl.edu/art_sci_etds
https://openscholarship.wustl.edu/art_sci_etds
https://openscholarship.wustl.edu/art_sci
https://openscholarship.wustl.edu/art_sci_etds?utm_source=openscholarship.wustl.edu%2Fart_sci_etds%2F3239&utm_medium=PDF&utm_campaign=PDFCoverPages
https://openscholarship.wustl.edu/art_sci_etds/3239?utm_source=openscholarship.wustl.edu%2Fart_sci_etds%2F3239&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:digital@wumail.wustl.edu


 

 

WASHINGTON UNIVERSITY IN ST. LOUIS 

Division of Biology and Biomedical Sciences 

Neurosciences 

 

Dissertation Examination Committee: 

Erik Musiek, Chair  

Marco Colona 

Richard Daneman 

Jason Ulrich 

Gregory Wu 

 

 

 

Role of Glia in Diurnal Rhythms in Neuroinflammation and Blood-Brain Barrier Breakdown 

by 

Jennifer Lawrence 

 

 

A dissertation presented to  

Washington University in St. Louis 

in partial fulfillment of the 

requirements for the degree 

of Doctor of Philosophy 

 

 

 

 

May 2024 

St. Louis, Missouri 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

© 2024, Jennifer Lawrence



ii 

 

Table of Contents 
List of Figures ................................................................................................................................ iv 

Acknowledgments.......................................................................................................................... vi 

Abstract of the Dissertation ......................................................................................................... viii 

Chapter 1: Introduction ................................................................................................................... 1 

1.1 Circadian Rhythms and Immunity ................................................................................... 1 

1.1.1 Circadian Rhythms – Zeitgebers and Sleep .......................................................................... 1 

1.1.2 Circadian Rhythms – Entrainment and the Molecular Clock ............................................... 2 

1.1.3 Peripheral Inflammation and Rhythms in Adaptive Immunity ............................................. 5 

1.1.4 Impact of Light and Circadian Rhythms on Acute Infections .............................................. 9 

1.2 Rhythms in Blood Brain Barrier Function ..................................................................... 12 

1.2.1 Introduction to the Blood Brain Barrier .............................................................................. 12 

1.2.2 Rhythms in the Neurovascular Unit .................................................................................... 18 

1.2.3 The BBB in disease ............................................................................................................. 29 

1.2.4 Conclusion .......................................................................................................................... 32 

Chapter 2: Time of Day determines severity of inflammatory BBB disruption and endothelial 

morphology ................................................................................................................................... 33 

2.1 Abstract .......................................................................................................................... 33 

2.2 Introduction .................................................................................................................... 33 

2.3 Results ............................................................................................................................ 35 

2.3.1 Time-of-Day (TOD) Strongly Regulates Inflammatory BBB Breakdown ......................... 35 

2.3.2 Interaction of Light and Circadian Rhythms Drive Diurnal Variation in Inflammatory BBB 

Breakdown .......................................................................................................................................... 38 

2.3.3 Evening LPS Exposure Disrupts Endothelial Cell Morphology ......................................... 39 

2.3.4 Evening LPS Exposure Specifically Enhances Neuroinflammatory and BBB-Related Gene 

Expression ........................................................................................................................................... 43 

2.4 Discussion ...................................................................................................................... 46 

2.5 Materials and Methods ................................................................................................... 49 

Chapter 3: Time-of-day differences in microglial activation and resolution drive inflammatory 

BBB breakdown ............................................................................................................................ 53 

3.1 Abstract .......................................................................................................................... 53 

3.2 Introduction .................................................................................................................... 53 



iii 

 

3.3 Results ............................................................................................................................ 55 

3.3.1 Evening LPS causes persisting expression of inflammatory and glial activation transcripts

 55 

3.3.2 Evening LPS exposure induces increased hippocampal gliosis and perivascular microglial 

localization .......................................................................................................................................... 57 

3.3.3 Microglia are Required for LPS-Induced Neuroinflammatory BBB Breakdown at ZT13 . 60 

2.4 Discussion ...................................................................................................................... 64 

2.5 Materials and Methods ................................................................................................... 67 

Chapter 4: Astrocytic CXCL5 exacerbates plaque formation in a mouse mode of Alzheimer’s 

Disease .......................................................................................................................................... 73 

4.1 Abstract .......................................................................................................................... 73 

4.2 Introduction .................................................................................................................... 74 

4.3 Results ............................................................................................................................ 79 

4.3.1 Cxcl5 overexpression causes an increase in plaque deposition within the piriform cortex 79 

4.3.2 Plaque deposition occurs independently of glial activation ................................................ 82 

4.3.2 Astrocytic Cxcl5 increases Aβ deposition without altering plaque morphology ................ 84 

4.4 Discussion ...................................................................................................................... 86 

4.5 Materials and Methods ................................................................................................... 87 

Chapter 5: Future Directions ......................................................................................................... 91 

References ..................................................................................................................................... 96 

 

  



iv 

 

List of Figures 
 

Figure 1.1: The transcriptional-translational feedback loop and the core circadian clock…......…5 

Figure 1.2: Rhythms in the murine immune response to acute infection……………………..…11 

Figure 1.3: Methods of transport between blood and brain compartments……….……………..17 

Figure 1.4: Circadian Rhythms at the Neurovascular Unit………………………………………18 

Figure 1.5: Rhythmic Glial Functions…………………………………………………………...28 

Figure 2.1: Diurnal variation in small molecule leak during inflammatory BBB 

breakdown………………….…………………………………………………………………….37 

Figure 2.2: Interaction of light and circadian rhythms drive diurnal variation in inflammatory 

BBB breakdown……………………………...…………………………………………………..39 

Figure 2.3: Tight junction disruption in select LPS-treated mice………………………………..41 

Figure 2.4: Evening LPS exposure disrupts endothelial cell morphology……………..………...42 

Figure 2.5: Evening LPS exposure specifically enhances neuroinflammatory and BBB-related 

gene expression…………………………………………………………………………...……...45 

Figure 3.1: Evening LPS causes persisting expression of inflammatory and glial activation 

transcripts…..…..………………………………………………………………………………...55 

Figure 3.2: Absence of diurnal rhythms in peripheral immune activation at 6 or 24 hours post-

LPS…………………………………………………………………………………...……….….57 

Figure 3.3: Evening LPS exposure induces increased hippocampal gliosis and perivascular 

microglial localization…………………………………………………………………….……..59 

Figure 3.4: Microglia are required for LPS-induced inflammatory BBB breakdown at 

ZT13……………………………………………………………………………………..……….61 

Figure 3.5: Astrocyte activation is insufficient to induce BBB breakdown….………………….63 

Figure 4.1: Astrocytic Cxcl5 is rhythmic and under control of BMAL1………………………...78 

Figure 4.2: Cxcl5 overexpression causes and increase in plaque deposition.................................81 

Figure 4.3: Increased plaque deposition in the piriform cortex occurs independently of glial 

activation……………………………………………………………………………..………..…83 



v 

 

Figure 4.4: Astrocyte CXCL5 increases Aβ deposition without altering plaque morphology......85 

  



vi 

 

Acknowledgments 
 

I would first like to thank my thesis advisor, Dr. Erik Musiek for always supporting my 

scientific development and for always being in my corner. Thank you for allowing me to pursue 

the most interesting scientific questions and for building such a caring community. Thank you to 

everyone in the Musiek Lab for always going above and beyond to help me with experiments at 

all hours of the day, especially my fellow graduate students. A special note to Julie Dimitry for 

keeping things running and always being willing to help troubleshoot problems, none of this 

would be possible without you. 

To my parents, thank you for encouraging my love of learning and science from an early 

age. I feel incredibly fortunate to have inherited your passion for asking and answering 

questions. And to my brother, it has always meant a lot to know that you were there if I needed 

you. 

A huge thank you to all the people I have had the privilege of calling friends. I cannot 

thank you all enough for all the words of encouragement, laughs, and great memories you have 

all given me. Another special note to my partner, Pat Sheehan, who faithfully supported both me 

and my science from the very beginning. 

 

 

 

Jennifer Lawrence 

Washington University in St. Louis 

May 2024  



vii 

 

 

 

 

 

 

 

 

 

 

 

 

Dedicated to my parents.  For always supporting me. 

 

 

 

 

 

 

 

 

 

 

 



viii 

 

Abstract of the Dissertation 

Role of Glia in Diurnal Rhythms in Neuroinflammation and Blood-Brain Barrier Breakdown 

by 

Jennifer Lawrence 

Doctor of Philosophy in Biology and Biomedical Sciences 
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Washington University in St. Louis, 2024 

Professor Erik Musiek, Chair 

 

While inflammation is an important mechanism for the return to homeostasis post insult or 

injury, inflammation in the central nervous system (CNS) can lead to irreparable damage. To 

mitigate this process, the brain is protected from circulating neurotoxic molecules as well as 

peripheral immune cells through the tightly regulated blood-brain barrier (BBB). The balance 

between pro- and anti- inflammation in the CNS rapidly shifts towards a neurotoxic 

proinflammatory state during acute bacterial or viral infections or chronic neuroinflammatory 

diseases. Excessive inflammatory responses are also coupled with extensive BBB leakage and 

breakdown, allowing rampant entry of peripheral inflammatory cells and mediators into the 

brain. Recent evidence suggest that many aspects of immune function exhibit pronounced 24-

hour rhythms which are controlled by the circadian system. Immune cell activation and 

trafficking, cytokine production, and pgp-transporter efflux across the BBB are all modulated by 

circadian rhythms. Using a mouse model of sepsis, we found that there is diurnal variation in the 

severity of inflammatory BBB breakdown and that this evening susceptibility is driven through 

the activation of glial cells – including microglia and astrocytes. Neurodegenerative diseases, 
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such as Alzheimer’s disease (AD), are characterized by chronic rather than acute inflammation 

still have rhythms in immune response. We found that the pro-inflammatory chemokine CXCL5 

is rhythmically expressed in astrocytes, under the control of the molecular clock, and increases in 

expression in mouse models of AD. Using an astrocyte-specific overexpression model, we 

observed that increased levels of CXCL5 induces greater amyloid-beta plaque load. This 

increase in disease pathology was due to an increase in plaque count and occurred independently 

of glial activation, suggesting astrocyte-derived CXCL5 induces loss of glial support and 

increased amyloid-beta deposition. Altogether, these data highlight the importance of 

considering all aspects of circadian biology when studying chronic and acute inflammation in 

both the periphery and CNS. 
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Chapter 1: Introduction 

1.1 Circadian Rhythms and Immunity 

1.1.1 Circadian Rhythms – Zeitgebers and Sleep 

 

Circadian rhythms exist in almost all living organisms, from complex mammals to 

cyanobacteria (Ouyang et al., 1998; Takahashi, 2017). These rhythms help an organism predict 

changes to its environment which improve its overall fitness (Takahashi, 2017). Daily biological 

or behavioral rhythms begin and end within a 24-hour period of time, leading to the term 

“circadian” - which stems from the Latin words “circa” and “diem”, translating to “about day” 

(Sehgal, 2017). The circadian clock is synchronized to the external environment by cues termed 

“zeitgebers”, the German word for “time-giver” (Etain et al., 2011). Light is the primary 

zeitgeber, although many other environmental factors like social cues and feeding time also serve 

as zeitgebers (Etain et al., 2011). Canonically, light passes through the eye and strikes the retina, 

where it activates rods and cones and sends visual information to the occipital lobe via the optic 

nerve (Hattar et al., 2002). However, light also activates intrinsically photosensitive retinal 

ganglion cells in the retina. These cells encode for non-visual information and instead project 

along the retinohypothalamic tract directly to the suprachiasmatic nucleus (SCN) in the 

hypothalamus of the brain (Hendrickson et al., 1972; Moore & Lenn, 1972). The SCN is the 

primary internal clock in mammals, it is a collection of 20,000 neurons which transduce 

environmental information into both neuronal and humoral signals (Takahashi et al., 2008). This 

diverse output allows the SCN to control a variety of behavioral functions ranging from hormone 

release to body-temperature fluctuations (Takahashi et al., 2008). Experiments conducted in the 

1970s found that lesioning the SCN ablated behavioral and hormonal rhythms in rodents (Moore 
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& Eichler, 1972; Stephan & Zucker, 1972). It is important to note that these studies found that 

the SCN was necessary for the temporal control of the behavior rather than the behavior itself, as 

lesioned animals had no change in ability to conduct these behaviors (Moore & Eichler, 1972; 

Stephan & Zucker, 1972). In example, one such study found that SCN-lesioned rats had no 

change in the total amount they slept; however, their sleep was no longer consolidated to one 

time (Ibuka & Kawamura, 1975). This study was key in disentangling sleep and circadian 

rhythms as two distinct processes. 

Sleep-wake cycles are an intrinsic part of all animals, they are defined by two behavioral 

states – adaptive behavior (activity/wakefulness) and behavioral quiescence (rest/sleep) (Moore, 

2007). The balance between sleep and wake is determined by the interplay of two opposing 

forces – homeostatic sleep drive and the circadian drive for arousal (Moore, 2007). Homeostatic 

sleep drive is the aggregate of all sleep-promoting substances. These substances are defined as 

anything that incrementally increase over time and are reset post-sleep. Conversely, arousal 

factors are under circadian control and are defined as substances that promote wakefulness. In 

diurnal animals, such as humans, homeostatic sleep drive is at its nadir in the early morning after 

we wake and increases continually with time. Rather than increase linearly, arousal is under 

circadian control – increasing after we wake and peaking midday before decreasing during the 

evening. At a critical point, the mounting homeostatic pressure to sleep outweighs the waning 

circadian drive for arousal, inducing sleep. This pattern is inverted in nocturnal animals, such as 

mice and rats. 

1.1.2 Circadian Rhythms – Entrainment and the Molecular Clock 

 

The balance between sleep and wake is tightly temporally regulated, since diurnal and 

nocturnal animals are specifically suited to navigate either the day or night. Researchers can 
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measure bouts of animal activity per unit time as a gross measurement of wake vs sleep states, 

these measurements are termed “actigraphy”. A common method to track actigraphy is a 

simplified, automated form of the open field test which uses infrared sensors attached to 

individually housed animals’ home cages (J. Park et al., 2021). As the animal freely roams the 

cage, the sensors record movement and, over the course of several days, patterns in the onset and 

offset of the animal’s behavior appear (LeGates & Altimus, 2011). While these data cannot give 

an in-depth understanding of sleep structure, they are a non-invasive, affordable method for 

recording the timing of an animal’s sleep and wake states (J. Park et al., 2021). The timing of 

these sleep-wake cycles is tightly tied to when zeitgebers are presented (LeGates & Altimus, 

2011). When controlling for other variables, such as the presence or absence of food, light 

becomes the primary zeitgeber (Etain et al., 2011). Measuring how closely activity onset tracks 

with the presence of light gives a definition for how “entrained” an animal is. In nocturnal 

animals, such as mice, fully entrained animals will wake immediately upon the onset of dark and 

sleep during the light (LeGates & Altimus, 2011). 

While zeitgebers are critical for the synchronization of circadian rhythms, it was found as 

early at 1729 that rhythms persist in constant conditions (Sehgal, 2017). Mice kept in constant 

darkness with ad libitum access to food and water continue to have defined periods of wake and 

sleep (F. C. Davis & Menaker, 1981; Ebihara et al., 1978; Wee et al., 2002). However, while 

mice continue to be rhythmic, the onset of activity is no longer entrained to occur at set time 

each day. Without the presence of a zeitgeber, animals wake and sleep depending on their own 

individual period – this is called “free-running” (Ameen et al., 2022). Most mice have a period 

slightly shorter than 24 hours, so they begin to wake up slightly earlier each day when in 

constant darkness (F. C. Davis & Menaker, 1981). An animal’s internal period is species 
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dependent, with even individual strains of mice having slightly altered patterns in free-running 

(Ebihara et al., 1978). Free-running (or organism-dependent circadian rhythms in constant 

conditions) is distinct from being arhythmic, which is the complete lack of rhythms characterized 

by fragmented bouts of sleep and arousal states (Zheng et al., 1999). Adding further complexity, 

arhythmic mice can mask – showing entrained rhythms if presented with a strong enough 

zeitgeber, despite their fragmented behavior when kept in constant conditions. These studies 

highlight the complicated relationship in between internal rhythms (an animal’s innate period) 

and environmental cues (the presence or absence of zeitgebers). 

Internal rhythms are maintained by cell-autonomous clocks, ruled by ubiquitously 

expressed clock genes (Lowrey & Takahashi, 2004; Takahashi et al., 2008). The molecular clock 

is driven by a transcription-translation feedback loop (TTFL) comprised of the core clock genes 

as well as downstream enhancers and repressors. The core clock proteins, CLOCK (Clock) and 

BMAL1 (Arntl1), form a heterodimer which binds to regulatory elements of the DNA, driving 

the upregulation of rhythmic genes – including their own repressors PERIOD (Per1, Per2, Per3) 

and CRYPTOCHROME (Cry1, Cry2)2. The CLOCK:BMAL1 complex acts as the positive arm 

of the molecular clock, increasing during the day, while PER and CRY act as the negative arm of 

the clock, reaching peak levels during the early evening (Takahashi, 2017). The TTFL will 

continue to cycle throughout a 24-hour period without external input, driving rhythmic functions 

despite a lack of environmental cues; however, SCN output is critical for ensuring individual 

cells in the body are able to synchronize functions with one another (Ramkisoensing & Meijer, 

2015). Further studies are needed to fully elucidate what physiological functions are affected by 

the interplay between internal and external circadian rhythms. 
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Figure 1.1: The transcription-translation feedback loop and the core circadian clock. The 

intracellular molecular clock is formed by a “positive” and “negative” arm of a transcription-translation 

feedback loop (TTFL). The positive arm is formed by the BMAL1 and CLOCK proteins, which drive the 

expression of the downstream genes Per, Cry, Rev-Erb, and Ror. These genes encode for proteins 

involved in the negative arm of the loop, with PER and CRY inhibiting BMAL1 and REB-ERB acting as 

a negative repressor. Figure from: (Gaucher et al., 2018) 

 

1.1.3 Peripheral Inflammation and Rhythms in Adaptive Immunity 

 

When an inflammatory insult or injury occurs, it is critical for the body to have 

mechanisms to both combat the injury as well as return to homeostasis. This basic introduction to 

the immune system is in reference to Janeway’s Immunobiology, 8th edition (Murphy et al., 

2017). The immune system is comprised of leukocytes, commonly referred to as “white blood 

cells”. Leukocytes are produced by hematopoietic stem cells that reside in bone marrow. These 

pluripotent stem cells can become either a myeloid or lymphoid progenitor cell, this division 

grossly divides the downstream cell lineages into innate or adaptive immune response cells. 
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Myeloid progenitor cells generate innate immune cells, including monocytes (dendritic cells and 

macrophages) as well as granulocytes (eosinophils, basophils, and neutrophils). Lymphoid 

progenitor cells produce lymphocytes (T cells and B cells) - the adaptive immune response cells. 

Natural killer cells also come from the lymphoid progenitor cell line but unlike other cells within 

the lineage do not have antigen specificity. 

The adaptive immune system responds to antigens present on pathogens, allowing it to 

mount a robust, targeted response. However, this process can take on the scale of days to 

produce, creating a need for a more immediate response. This is where the innate immune 

system comes in. In addition to granulocytes, monocytes and macrophages are the primary innate 

immune cells. Monocytes circulate throughout the blood, migrating into tissues where they can 

then mature into macrophages. Circulating monocytes and tissue-resident macrophages act as a 

first line of defense, engulfing pathogens through a process called phagocytosis.  

While macrophages lack the antigen specificity of adaptive immune cells, they express 

pattern recognition receptors (PRRs) that recognize molecular patterns commonly found on 

pathogens. PRRs allow innate immune cells to quickly differentiate between “self” and “non-

self” cell-to-cell interactions and identify harmful pathogens. An example of a PRR is toll-like 

receptor 4 (TLR-4) which specifically responds to lipopolysaccharide (LPS), a component of 

gram-negative bacteria such as E. coli. As immediate responders, another important role of 

macrophages is to recruit and activate other leukocytes. They do this through the production of 

cytokines. These cytokines often act as autocrine or paracrine signaling molecules, inducing 

local responses like vasodilation. However, more stable cytokines can act in an endocrine 

manner – triggering wide-spread behavioral effects such as fever. Specific cytokines called 

chemokines induce chemotaxis, recruiting additional leukocytes to the site of infection or 
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inflammation. Altogether, this process of pathogen-induced cytokine release is called 

“inflammation”. 

Rhythms in immune response may confer an evolutionary advantage of ensuring 

maximum immunity during daily times at which animals are at the greatest risk of injury or 

infection (Curtis et al., 2014). However, any sensitization of the innate immune response must be 

under tight control. Increased leukocyte recruitment and excessive release of pro-inflammatory 

cytokines could quickly lead to a detrimental, pro-inflammatory positive feedback loop. In order 

to keep immune sensitization in check, both adaptive and innate immune cells have rhythmic 

functions dependent upon BMAL1-driven cellular clocks, although these rhythmic functions 

vary by cell type (Boivin et al., 2003; Bollinger et al., 2011; Keller et al., 2009; Silver et al., 

2012). 

The impact of rhythms on adaptive immune cell function is a burgeoning field of 

circadian biology. The most well understood example of this is in Multiple Sclerosis (MS). There 

are two subtypes of MS, relapsing remitting MS (RRMS) and primary progressive MS (PPMS). 

Both forms are a chronic autoimmune condition characterized by T cell-dependent destruction of 

the myelin sheath along neurons. Researchers model MS through Experimental Autoimmune 

Encephalitis (EAE), an ascending paralytic autoimmune disease induced through immunizing 

mice with myelin peptides, Freud’s Adjuvant, and pertussis toxin (Wiedrick et al., 2021). This 

cocktail of drugs triggers the migration of activated, myelin-specific T cells into the central 

nervous system (CNS), where they produce widespread inflammation and peripheral monocyte 

infiltration. Together these adaptive and innate immune cells create demyelinating perivascular 

CNS white-matter lesions – leading to hindlimb weakness after 12-15 days and eventual 
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paraplegia, severe ataxia, and in some cases death by 35 days post-immunization (Wiedrick et 

al., 2021). 

Light and circadian rhythms drive EAE disease progression, with the time-of-day (TOD) 

of immunization impacting disease progression (Druzd et al., 2017) and constant light (L:L) or 

dark (D:D) showing ameliorated disease severity (Moriguchi et al., 2021). Researchers found 

that mice immunized with EAE 8 hours after the onset of light (zeitgeber time 8, ZT8) had 

significantly worse disease progression than those immunized at ZT20, and these differences 

persisted up to 30 days post-immunization (Druzd et al., 2017). They also found that this 

phenomenon was due to TOD differences in the trafficking of T and B cells to lymph nodes 

(LNs). There is a peak in lymphocyte homing towards LNs during the onset of night, coupled 

with an antiphase peak in egress during the day. The increase in lymphocytes in LNs during the 

night allows the adaptive immune system to mount a stronger immune response, leading to 

increased T cell CNS-infiltration and overall worsened disease severity in mice immunized at 

ZT8. They found rhythmic LN homing – and the subsequent disease severity – were both 

circadian and under BMAL1 control. Rhythmic LN homing persisted in D:D and was completely 

abrogated with genetic Bmal1 deletion, or “knockout” (BmKO), in specifically T cells. BmKO T 

cells became “stuck”, unable to properly exit LNs and re-enter the lymphatic system – clamping 

the TOD difference in a protective “ZT20-like” state (Druzd et al., 2017). However, while EAE 

immunization occurs acutely, MS in humans is a chronic progressive disease with no clear time 

of disease onset. Despite this difference, circadian rhythms may still prove to be a vital 

consideration for treating MS. When comparing RRMS patients there are only significant 

differences in disease-associated gene expression between those relapsing or in remission when 
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their blood is tested at night – indicating that disease severity and immune cell infiltration in MS 

are still closely tied to circadian rhythms (Huang et al., 2021). 

1.1.4 Impact of Light and Circadian Rhythms on Acute Infections 

 

While chronic peripheral inflammatory diseases such as atherosclerosis, MS, arthritis, 

and obesity all have established circadian effects, acute onset inflammatory diseases – such as 

sepsis – have also been linked to sleep and circadian rhythm disturbances (Almalki et al., 2022; 

Cox et al., 2022; Curtis et al., 2014). Sepsis is not a disease itself, but is rather a dysregulated 

immune response to an underlying pathogen, leading to rampant inflammation throughout the 

body (S. R. Bennett, 2015). Sepsis is a leading cause of death in the United States and the 

mortality rate for patients with sepsis is 15%, increasing to 40-50% in patients with severe, 

multi-organ dysfunction sepsis (Quartin et al., 2008). In one mouse model of sepsis, mice are 

given an injection of LPS, mimicking the pathogen pattern of gram-negative bacteria and 

stimulating TLR4 receptors and inducing an inflammatory response (Munford, 2010). TLR4 is 

expressed by antigen-presenting cells, including macrophages and epithelial cells. LPS, along 

with its co-factor LBP, bind to the membrane-bound receptor Cluster Differentiation 14 (CD14) 

on the surface of dendritic cells (Radulovic et al., 2018). Once attached to CD14, LPS is shuttled 

to Lymphocyte Antigen 96 (MD-2) which is attached to the extracellular portion of the TLR4 

receptor. The MD-2/TLR4 complex is now able to induced downstream intracellular signaling in 

response to LPS binding, leading to activation of the Nuclear Factor KappaB pathway and the 

upregulation of proinflammatory cytokines such as Tnfα, Il-6, and Il-1β (Radulovic et al., 2018). 

LPS responses have a strong TOD effect, with increased release of pro-inflammatory 

cytokines and chemokines when mice are treated with LPS at ZT12 compared to ZT0 (J. E. 
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Gibbs et al., 2012). A study in 2009 found that many of these rhythmic patterns of  inflammatory 

cytokine production are dependent on cell-intrinsic macrophage circadian clocks (Keller et al., 

2009). The researchers isolated leukocytes from the spleens of mice kept in D:D and found that, 

depending on the TOD they were isolated, splenocytes have different cytokine production post-

LPS stimulation. In particular, TNFα and IL-6 were both rhythmically secreted, peaking at 

circadian time 8-12 (CT8-12). They found that these rhythms persisted in ex vivo cell cultures – 

indicating that the rhythmic production of proinflammatory cytokines is occurring independently 

from systemic factors. 

This intrinsic rhythmicity in peripheral macrophage response may confer an evolutionary 

advantage; however, it could also increase the risk of an overactive immune response if an 

inflammatory stimulus occurs at the wrong time of day – ultimately harming an animal’s fitness. 

Early studies from the 1960s and 70s found time-of-day variability in LPS induced mortality, 

with increased lethality at the end of the resting phase – 2h before the onset of activity (Halberg 

et al., 1960; Shackelford & Feigin, 1973). This data has been further supported by a recent study 

that found mortality post-LPS is highly rhythmic, with a peak in death when LPS is administered 

at ZT8 and a trough at ZT20 (Lang et al., 2021). The peak in LPS mortality coincides with peak 

entry of circulating leukocyte into peripheral tissues (which peak at ZT13), suggesting that 

circadian rhythms in LPS lethality are due to rhythms in cytokine production (J. E. Gibbs et al., 

2012; Scheiermann et al., 2012). However, this phenomenon is more complex than this 

hypothesis can explain. Rhythms in LPS-mortality are light dependent and myeloid cell clock 

independent, as rhythms in mortality are ablated in mice kept in D:D but persist in myeloid cell 

BmKO mice (Lang et al., 2021). Additionally, rhythms in inflammatory cytokine production are 

not required for TOD differences in mortality, as cytokine production remained rhythmic in D:D, 
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with only slight alterations to the time at which expression peaks (Lang et al., 2021). In fact, 

rhythmic homing of peripheral immune cells to lymph nodes persisted in both D:D and myeloid 

BmKO conditions – indicating LPS-induced mortality is caused by a complex, multicellular 

circadian immune response (Lang et al., 2021). 

Figure 1.2: Rhythms in the murine immune response to acute infection. Mice are nocturnal, in that 

they are inactive during the day (from ZT0-ZT12) and active during the evening (ZT12-ZT24). The time 

of day at which the organism encounters various pathogens determines the severity of their immune 

response, with the greatest immune response during the onset of evening, at the beginning of their active 

phase. Figure from: (Curtis et al., 2014) 

 

While bacterial endotoxins, such as LPS, have been used to model sepsis for many years, 

there are caveats. LPS is only one component of a bacterium, and other factors in true infection 

may concurrently activate additional pathways. There is also a large discrepancy in LPS response 

across species, with humans, horses, and rabbits having up to a 100,000-fold increase 

susceptibility to LPS compared to baboons, mice, rats, and chickens (Munford, 2010). The 

underlying mechanism for this difference is not yet known, although it is thought to be due to 

species-dependent macrophage responses to secreted serum factors (Munford, 2010). This 
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interspecies variability is a critical factor to consider for any translational research. Even within 

humans there is variability, healthy subjects treated with LPS maintain cerebrovascular 

autoregulation, but patients with severe sepsis do not – this could be due to differences in 

hypoxia and fever between the two models (Berg et al., 2013). Another caveat to consider is that 

there is proposed immune feedback regulation of the circadian system as some inflammatory 

cytokines can promote sleep (Paladino et al., 2010). These factors complicate studying the 

circadian effects, since sleep and inflammation may have a bidirectional interaction. 

1.2 Rhythms in Blood Brain Barrier Function 

1.2.1 Introduction to the Blood Brain Barrier 

At baseline the CNS is generally considered “immune privileged”, although this term has 

come under fire in recent years. While peripheral immune cells such as macrophages or T cells 

are generally restricted from the brain parenchyma in a healthy animal, there are resident 

immune cells in the brain the form of glia: astrocytes, microglia, and oligodendrocytes (further 

discussed in 1.2.2 Rhythms in the Neurovascular Unit). The strict separation between the CNS 

and peripheral blood compartment occurs through a series of tightly controlled barriers and 

serves not only to protect the brain from peripheral immune cells, but also other circulating 

proteins and other molecules in the blood, some of which may be neurotoxic. These barriers 

include both the blood cerebrospinal fluid barrier (BCSB) and blood brain barrier (BBB). 

The brain is contained within the skull and meninges. While the skull is similar to 

peripheral bone in that it contains bone marrow niches, which allow for both the maintenance 

and production of adaptive and innate immune cells, the meningeal layers are more complex 

(Mazzitelli et al., 2022). There are three meningeal layers: the dura, arachnoid, and pia mater. 
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The dura mater is immune rich, full of leukocytes as well as lymphatic and fenestrated “leaky” 

blood vessels. Conversely, the arachnoid mater has an inner layer of epithelial cells that are 

connected by tight junctions (TJs), forming a restrictive barrier (Alcolado et al., 1988; Hannocks 

et al., 2018). Between the arachnoid and pia mater, together coined the leptomeninges, is the 

cerebrospinal fluid (CSF). CSF is produced by the choroid plexus and bathes the brain, flowing 

around the surface and within ventricles. The BSCB occurs at the intersection of the CSF and 

blood and is formed by ependymal cells, a type of ciliated neuroepithelial cell that have TJs 

(Buckley & McGavern, 2022).  

There are two main arteries that supply blood to the CNS, the internal carotid and 

cerebral arteries – giving rise to anterior and posterior circulation respectively (Mastorakos & 

McGavern, 2019). These subarachnoid blood vessels branch off into penetrating arterioles that 

dive into the brain parenchyma while still being surrounded by the final meningeal layer, the pia 

mater. These blood vessels are the start of the CNS vascular tree. Penetrating arterioles branch 

off into capillaries, where the diameter of the vessel is small enough to allow for only a single 

red blood cell to pass (C. Wang et al., 2022). Post-capillary venules then carry the blood towards 

larger venules and draining veins, which have more incomplete coverage by the pia mater 

(Mastorakos & McGavern, 2019). At each level of the vascular tree, brain endothelial cells 

(BECs) express TJs which connect them to neighboring endothelial cells - creating a high-

resistance barrier with low paracellular leakage. However, coverage by supporting cells differs 

depending on the vascular order. BECs in both arterioles and venules are adhered to the 

endothelial basement membrane and ensheathed by pericytes; however, only arteries and 

branching arterioles have additional smooth muscle cells. Almost all of the cerebrovascular 

surface is covered by astrocytic endfeet (Mathiisen et al., 2010). As penetrating blood vessels 
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enter the brain, the perivascular space between BECs and the surrounding pia mater becomes 

enclosed by astrocyte endfeet – referred to as the glial limitans – rather than the pia mater 

(Mastorakos & McGavern, 2019). Perivascular macrophages (PVMs) live in this perivascular 

(sometimes also called Virchow-Robin) space around arterioles and venules (T. Yang et al., 

2019). This space is critical for immune surveillance (further discussed in 1.2.3 The BBB in 

disease). 

At the smallest order, capillaries can be further divided into three major groups: (1) 

continuous non-fenestrated capillaries, (2) continuous fenestrated, and (3) discontinuous 

capillaries. The CNS contains continuous non-fenestrated capillaries where the endothelial and 

astrocyte basement membranes are directly adhered to one another, leaving little to no 

perivascular space (Mastorakos & McGavern, 2019). Bulk flow and cellular properties dictate 

that the majority of solute exchange occurs at the capillary level; however, intravenous tracer 

injections do not enter the brain parenchyma – despite being found in the leptomeninges, choroid 

plexus, and perivascular spaces (Mastorakos & McGavern, 2019; Yuan & Rigor, 2010). This 

restriction of entry from the blood to peri-capillary compartments is due to the blood-brain 

barrier (BBB) and indicates there are more complex mechanics at play than simple osmotic 

pressure. The BBB is formed by a series of distinct BEC properties, including continuous 

nonfenestrated vessels, decreased pinocytosis, the presence of junctional proteins, and additional 

regulatory elements that allow for the selective movement of solutes between the blood and CNS 

(Daneman, 2012). 

BECs are connected to one another by TJs and Adherens junctions (AJs), the general 

biochemical properties of both are summarized from the following 2009 review (Hartsock & 

Nelson, 2008). AJs initiate and stabilize cell-cell adhesion, eventually leading to the assembly of 
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TJs – which in turn serve to control paracellular movement. Both AJs and TJs rely on 

cytoskeletal and transmembrane proteins. AJs are formed by E-cadherins, which have 

extracellular repeat domains that form weak, calcium-dependent interactions between 

neighboring cells. Intracellularly, p120-catenin binds to juxtamembrane domains on E-cadherin, 

regulating its recruitment to the plasma membrane as well as its internalization and degradation – 

allowing for temporal control over cell adhesiveness. Conversely, β-catenin – which is necessary 

for E-cadherin to exit the endoplasmic reticulum – binds with such high affinity that it is 

unknown if the two proteins ever dissociate. TJs are created by two transmembrane proteins, 

occludin and claudin, along with multiple associated intracellular proteins. Occludin helps 

regulate paracellular permeability by the binding of claudin and junctional adhesion molecules to 

a 20 amino acid sequence in its second extracellular loop. Through these cell-cell interactions, 

claudin can induce occludin protein turnover and decreased TJ localization, triggering increased 

ion flux. Claudins also form links between neighboring membranes, creating a paracellular 

“fence” that restricts solute movement. However, depending on the type of claudin present in the 

TJ there are varying degrees of ion permeability, allowing for paracellular TJ channels or 

“gates”. TJs in the CNS are formed primarily by claudin-5 and claudin-1, although there is also 

claudin-3 and claudin-12 found in certain circumstances (Sladojevic et al., 2019). Other critical 

BBB junctional proteins include zonula occludin-1 (ZO-1), ZO-2, and ZO-3, which are 

scaffolding proteins that may link AJs and TJs through their ability to bind both occludin and 

p120-catenin (Utepbergenov et al., 2006). 

Select small (400-500 Da) molecules can cross the BBB via passive paracellular and 

transcellular diffusion; however, efflux pumps exist to remove certain diffusible molecules – 

further limiting CNS entry (Wong et al., 2019). Large or polar molecules must enter through 
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facilitated diffusion or active transport (Fischer et al., 1998). Carrier-mediated transport requires 

protein receptors to shuttle molecules across the endothelial layer. Large molecules, such as 

glucose and amino acids, bind to specific protein transporters on the luminal side of the 

membrane. This binding induces a conformational change which allows the compound to pass 

through in the direction of the concentration gradient (Y. Chen & Liu, 2012). Unlike carrier-

mediated transport, receptor-mediated transcytosis relies on a finite number of transmembrane 

receptors rather than a concentration gradient (Lajoie & Shusta, 2015). Macromolecular ligands 

bind to specific receptors on the luminal endothelial wall, triggering membrane invagination, 

pinching off an intracellular vesicle containing both the receptor and ligands (Wong et al., 2019). 

This vesicle is then transported across the endothelium, releasing its contents into the CNS. 

Adsorptive-mediated transcytosis does not involve protein receptors. Instead, positively charged 

molecules interact with the endothelial membrane, inducing endocytosis (Pardridge, 1992). Due 

to the lack of specificity, this method leads to a general adsorption of molecules from the blood 

to the brain. Once through the endothelium, molecules must then cross the glial limitans before 

entering the brain parenchyma. A combination of the basement membrane and tight 20nm gaps 

between astrocyte endfeet creates a restrictive barrier, allowing select entry depending on 

lipophilicity, concentration gradients, and astrocytic transport mechanisms (Mastorakos & 

McGavern, 2019). Some molecules (0.7 to 70 kDa) can pass through this additional layer; 

however, larger molecules (150 to 2,000 kDa) remain trapped in the perivascular space (Bedussi 

et al., 2015; Hannocks et al., 2018; Iliff et al., 2012). Understanding the dynamics of BBB 

transport is critical in both health and disease.  
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Figure 1.3: Methods of transport between blood and brain compartments. Depending on the 

biochemical structure of the molecule, there are various ways in which they can pass through the 

restrictive blood-brain barrier. There is (1) paracellular diffusion of small, hydrophilic molecules, (2) 

transcellular diffusion of small lipophilic molecules, (3) carrier-mediated transport of certain molecules 

dependent upon specific transporter proteins, (4) adsorptive-mediated transport of positively charged 

molecules, and (5) receptor-mediated endocytosis of certain molecules. Figure from: (Wong et al., 2019) 

 

Proper BBB function is necessary for protecting the CNS from exogenous substances and 

maintaining brain homeostasis; however, it also creates a barrier in the delivery of therapeutics. 

While direct administration of drugs to the CNS allows more flexibility in drug formulation, 

there is an inherent risk of brain damage and infection (Choi et al., 2011; Wong et al., 2019). 

Instead, there is an ongoing struggle to find minimally invasive methods for safe and effective 

CNS drug delivery. One potential method is hijacking receptor-mediated transcytosis to allow 

therapeutics in the peripheral blood to enter the CNS, an example of this is the Alzheimer’s 

disease (AD) investigational antibody treatment trontinemab. Trontinemab is a monocolonal 

anti-amyloid-beta (Aβ) treatment that binds to Aβ similarly to its predecessor gantenerumab, 

while also being taken up by the human transferrin receptor 1 (TfR1) (Hp et al., 2023). 

Transferrin receptors are widely expressed transmembrane glycoproteins found throughout the 
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periphery as well as in BECs, neurons, and glia. Recent human studies have found that targeting 

trontinemab to TfR1 reduced amyloid-related imaging abnormalities (ARIA), an anti-Aβ 

immunotherapy induced form of edema/hemorrhage, while also increasing drug efficacy 

(Trontinemab | ALZFORUM, n.d.). However, an important caveat to consider is that transferrin 

receptors are saturated by endogenous transferrin in the blood and further burdening this system 

reduces the uptake of iron by the brain (de Boer & Gaillard, 2007; Y. Zhang & Pardridge, 2001). 

 

1.2.2 Rhythms in the Neurovascular Unit 

Adapted from: Li W.*, Tiedt S.*, Lawrence J. H., Harrington M., Musiek E. S., Lo E. H. 2024. 

Circulation Research 

 
Figure 1.4: Circadian Rhythms at the Neurovascular Unit. Circadian Rhythms exist in all 

compartments of the NVU: Vascular, Neuronal, and Glial. (1) Bmal1 deficient pericytes lose rhythmic 

secretion of lactate, inducing decreased angiogenesis, (2) Neuronal activity during the active phase 

increases endothelial pgp-transporter activity, (3) Perivascular localization of astrocyte endfoot channel 

AQP4 increases during rest, (4) Microglial phagocytosis increases in the evening, and (5) OPC 

proliferation increases during sleep. 
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The neurovascular unit (NVU) provides a conceptual framework for investigating 

coordinated signaling between neuronal, glial and vascular compartments. Since it was first 

proposed in 2003, this concept has undergone several revisions and updates. A second iteration 

of the concept incorporated the idea that the NVU is highly dynamic and plastic. Potential targets 

may be biphasic and change as the brain shifts from initial injury into delayed recovery (Lo, 

2008; Moskowitz et al., 2010). Since then, the concept has been further refined to include the 

emerging recognition that that CNS is not isolated but remains in close communication with 

peripheral organs (Lo, 2014). Therefore, it is critical to also consider the role of crosstalk 

between the CNS and systemic biology, including responses in the immune system, 

cardiovascular function, lymphatics and microbiome (Tiedt et al., 2022). The NVU is highly 

dynamic, with daily oscillations in neuronal and glial activity and blood flow all requiring a 

constantly adaptive balance in metabolic supply-and-demand. However, the exchange of 

nutrients and waste products in and out of the brain is a tightly regulated process with the BBB 

forming a selectively permeable barrier. Consequently, there arises a necessity for time-of-day 

variations within vascular-specific functions but also how glial cells support neuronal survival 

and function (Paschos & FitzGerald, 2010). This is orchestrated by the circadian clock. The core 

circadian clock proteins BMAL1, CLOCK, NPAS2, PER, and CRY– are all expressed and 

oscillating in vascular tissue, glial cells, and neurons. 

Rhythms in peripheral endothelial cell function are well established. Assessment of 

human endothelial function in brachial artery through flow-mediated dilation reveals a circadian 

variation, reaching its lowest point in the morning and peaking at night (Maruo et al., 2006; Otto 

et al., 2004). This aligns with the observed morning peak in cardiac and vascular events (N. 

Takeda & Maemura, 2016). Further studies on human subjects demonstrate significant circadian 
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variations in endothelium-dependent vasodilation, associated with oscillating levels of nitric 

oxide (NO) and endothelin-1 (Elherik et al., 2002; Z. Zhang et al., 2020). Additionally, 

endothelial NO synthase (eNOS) expression displays daily oscillations, peaking at noon and 

declining in the morning (Kunieda et al., 2008). Notably, cerebral blood flow (CBF) also exhibits 

circadian oscillations under stable conditions of blood pressure and physical activity (Conroy et 

al., 2005). In retinal blood vessels, CLAUDIN-2, CLAUDIN-4, and CLAUDIN-5 are found to 

be highly dynamic and regulated in a circadian manner (Hudson et al., 2019; Louer et al., 2020), 

and both Occludin and Claudin-1 mRNA levels exhibit daily oscillations that are inversely 

associated with intestinal permeability (Oh-oka et al., 2014). These findings suggest circadian 

rhythms may also influence brain endothelial cell (BEC) function - including tight junction 

formation and BBB permeability; however, specific BBB-related studies are limited. BECs play 

essential functions within the CNS, including regulating CBF, maintaining BBB integrity, and 

supporting overall brain health (Li et al., 2018). Notably, recent research proposed that 

phosphorylation of ZO-1 promotes PER1 nuclear translocation, thus regulating the circadian 

clock during feeding (Y. Liu et al., 2020). Increased ZO‐1 phosphorylation correlated with 

impaired BBB integrity in dystrophic mice brains and mouse brain microvascular endothelial 

cells (W. Chen et al., 2019; Nico et al., 2007). Understanding the interaction between circadian 

genes and endothelial junctional proteins hold promise for designing therapies targeting 

disrupted circadian rhythm and dysfunctional BBB in brain diseases. 

Beyond the BECs that comprise the blood vessels themselves, there are the surrounding 

mural cells – also known as smooth muscle cells and pericytes – which play vital roles in 

maintaining the brain’s vascular health and functionality. The existing literature investigating the 

circadian influence on mural cells primarily focus on peripheral tissues; however, since pericytes 
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are embedded in the basement membrane they could directly contact endothelial cells (Gerhardt 

& Betsholtz, 2003) . Synchronizing the clock in pericytes in co-culture with endothelial cells 

promotes endothelial BMAL1 rhythmicity, enhancing vessel-like structures (Mastrullo et al., 

2022). These studies suggest that crosstalk signals from mural cells may influence endothelial 

rhythms, but careful in vivo validation of this cell biology is required. Other considerations are 

the impact of sleep/wake on neuronal firing, changing nutrient and CBF demand. Our brains 

conduct a divergent set of tasks across a 24-hour cycle: during wake, integrating sensory input to 

coordinate motoric output, while during sleep consolidating memory. This indicates considerable 

differences in activity at a network and single neuron level between day and night. Upon 

reception of direct or indirect input from the SCN, cell-intrinsic clocks govern neuronal 

phenotypes at the molecular, morphological, and functional level. The extent of transcriptional 

and translational circadian oscillation in neurons has recently been uncovered: 67% of synaptic 

forebrain mRNAs show circadian oscillations with a mean amplitude of about twofold and 

peaking in anticipation of either wake or sleep: synaptic signaling preceded wake while 

metabolism and translation preceded sleep (Noya et al., 2019). 

The final compartment of the NVU are formed by glial cells. Astrocytes have a multitude 

of processes which both wrap around blood vessels as well as integrate into the synaptic cleft, 

forming “tripartite” synapses with neurons (Allen et al., 2012; Blanco-Suarez et al., 2018; 

Christopherson et al., 2005; Ezan et al., 2012). This distinct morphology allows astrocytes to act 

as mediators between nutrient uptake, waste efflux, and neuronal activity. Astrocytes interact 

with neurons through tightly regulating the extracellular milieu, including the uptake and release 

of gliotransmitters such as glutamate. Through these mechanisms, in the SCN, astrocytes play 

critical roles in maintaining the behavioral rhythms of an organism. Genetically abrogating 
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circadian rhythms specifically in astrocytes disrupts SCN neuronal firing and alters behavioral 

rhythms (Barca-Mayo et al., 2017; Brancaccio et al., 2019; Tso et al., 2017). Studies have shown 

that astrocytic glutamate uptake is dependent upon the circadian proteins CLOCK and PER2 and 

that glutamine synthetase, a glial-derived enzyme critical for glutamate synthesis, is decreased in 

the SCN during rest (Barca-Mayo et al., 2017; Beaulé et al., 2009; Leone et al., 2015). 

Additionally, as early as 1993 it was discovered that the localization of the astrocyte marker glial 

fibrillary acidic protein (GFAP) in the SCN changes over the course of a day (Fernandez-Galaz 

et al., 1999; Lavialle & Servière, 1993).  

In extra-SCN regions of the brain, astrocytic circadian rhythms are necessary for brain 

homeostasis. Distribution of the astrocytic water channel Aquaporin-4 (Aqp4) exhibits circadian 

rhythmicity, leading to time-of-day changes in glymphatic function (Hablitz et al., 2020; 

Lananna et al., 2018; Mestre et al., n.d.; Pizarro et al., 2013). Translating ribosome affinity 

purification (TRAP) experiments done in Drosophila have found that 293 genes in the astrocyte 

translatome are rhythmic – indicating that there are many more astroglial functions under 

circadian control (You et al., 2021). In vitro studies have shown that astrocytes continue to have 

rhythmic gene expression even in complete isolation from other cells, and these rhythms are 

ablated by the disruption of core molecular clock proteins such as Bmal1 (Marpegan et al., 2011; 

Prolo et al., 2005). Deletion of astrocytic Bmal1 induces cell-autonomous astrocyte activation in 

vivo, with morphological changes, enhanced expression of GFAP, and widespread 

transcriptomic changes (Lananna et al., 2018). Bmal1-deficient astrocytes show increased 

expression of lysosomal proteins and enhanced endocytosis in vitro (McKee et al., 2023). 

Systemically, deleting Bmal1 in astrocytes causes metabolic imbalance, disrupted glutamate and 

GABA levels, and decreased life span (Barca-Mayo et al., 2020). In mouse models of tau and 
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alpha-synuclein proteinopathy, astrocyte-specific Bmal1 deletion can increase macroautophagy 

and mitigate toxic protein aggregation (Sheehan et al., 2023). It is important to consider that 

BMAL1 can mediate non-circadian functions, and it remains unclear which effects of Bmal1 

deletion in astrocytes are due to abrogated cellular circadian rhythms, as opposed to non-

rhythmic phenomena. However, these data show that disrupting the core molecular clock in 

astrocytes via Bmal1 deletion can have striking effects on astrocyte gene expression, 

morphology, and activation state, and can strongly influence brain pathology. 

Microglia are dynamic cells, with highly motile processes which constantly surveil their 

environment. While microglia originate from yolk sac erythro-myeloid progenitors, they have 

similar properties as hematopoietic stem cell derived peripheral macrophages (F. C. Bennett et 

al., 2018; Epelman et al., 2014; van Furth & Cohn, 1968). Microglia are proficient at 

phagocytosis and are critical for clearing tissue debris and pruning neural synapses – ensuring 

CNS immunity, proper circuitry development, and preventing hyper-excitability (Merlini et al., 

2021; Paolicelli et al., 2011; Schafer et al., 2012).  Previously, it was considered that the 

presentation of certain stimuli polarized microglial cells into two states: a “classical” pro-

inflammatory (M1) or an “alternative” anti-inflammatory (M2) state (Guzmán-Ruiz et al., 2023). 

While this concept has recently been challenged (Ransohoff, 2016), it highlights the importance 

of understanding variability in microglial responses to inflammatory stimuli. Additionally, 

microglial responses vary across the circadian day, further complicating their pro- or anti-

inflammatory profile. 

Similarly to astrocytes, microglial cells have persisting cellular rhythms when cultured in 

isolation, and they upregulate the clock proteins Per1 and Per2 in response to exogenous 

glucocorticoids or ATP - both of which are rhythmically produced in vivo (Fonken et al., 2015; 
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Nakazato et al., 2011). One key circadian microglial function is adult synaptic pruning. Synaptic 

pruning is necessary to support time-of-day changes in neural activity and is, in part, dependent 

upon the microglia-specific protease Cathepsin S (CatS). Disruption of the Clock gene leads to 

loss of rhythmic microglial CatS expression, decreased refinement of neuronal circuitry, and 

altered diurnal locomotion (Hayashi et al., 2013). Microglia-specific Bmal1 deletion leads to 

accelerated brain aging phenotypes including impaired synaptic pruning, learning and memory 

deficits, and disrupted sleep (Iweka et al., 2023). Interestingly, the effects of microglial Bmal1 

deletion may actually be mediated by its downstream transcriptional target, REV-ERBα. Diurnal 

oscillations in microglial synaptic phagocytosis occur in-phase with BMAL1 and antiphase of 

the negative feedback repressor REV-ERBα, with REV-ERBα deletion abrogating these rhythms 

and locking the cell into a tonic state of increased phagocytosis, leading to loss of hippocampal 

synapses (Griffin et al., 2020). In the setting of high fat diet-induced stress, the increased 

synaptic phagocytosis imparted by microglial Bmal1 deletion  actually preserves memory (X.-L. 

Wang et al., 2021), suggesting that the microglial circadian clock may serve different functions 

under basal conditions and in the setting of stress or disease. 

Global germline deletion of REV-ERBα causes increased microglial phagocytic 

activation and pro-inflammatory cytokine release, while LPS-mediated neuroinflammation can 

be mitigated using using a pharmacological REV-ERBα agonist (Griffin et al., 2019). Microglia 

from aged mice show altered circadian rhythms coupled with tonically-elevated cytokine 

production, which may contribute to age-related inflammation (Fonken et al., 2016). In a mouse 

Alzheimer’s Disease model, microglia display disrupted circadian gene expression which is 

associated with NF-kB activation and inflammation (Ni et al., 2019). While the exact 

mechanisms are under debate, microglial circadian rhythms are clearly an important contributing 
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factor in neuroinflammation and synaptic pruning and should be taken into consideration when 

studying neuronal circuitry and disease. 

The third glial cell, oligodendrocytes, are responsible for myelinating CNS axons, a 

critical aspect of neuronal health since the loss or dysregulation of myelination is connected to a 

myriad of neurodevelopmental and neurological disorders, including multiple sclerosis (K. L. 

Davis et al., 2003; Dwork et al., 2007; Onnink et al., 2015; Podbielska et al., 2013). Both 

oligodendrocytes and oligodendrocyte precursor cells (OPCs, also known as NG2-glia) serve 

other functions besides myelination, including the regulation of neuroinflammation, synaptic 

formation, and neural signaling (Bergles et al., 2000; Fernández-Castañeda et al., 2020; S. Lin & 

Bergles, 2004). Additionally, oligodendrocyte function – including proliferation, myelin 

formation, migration, and differentiation – is depending upon neural derived-factors. 

Immediately following CNS injuries, such as ischemic stroke, there is widespread 

oligodendrocyte cell death and loss of this critical neural-oligodendrocyte support (Hamanaka et 

al., 2018). 

While oligodendrocytes show time-of-day differences in gene transcription and 

proliferation in vivo, they are relatively understudied in the circadian field (Bellesi et al., 2013; 

Matsumoto et al., 2011).  It is unknown if these phenomena are due to intrinsic circadian 

function or a result of sleep/wake cycles, since oligodendrocyte function and proliferation are 

also both tied to neural activity (Butt et al., 2014; De Angelis et al., 2012; Williamson et al., 

1998). Recent work shows that OPCs possess intrinsic circadian clocks which mediate rhythmic 

gene expression in vivo (Dean et al., 2022). Ablating Bmal1 in OPCs can reduce OPC 

proliferation under basal conditions and in response to brain injury (Dean et al., 2022). OPC-

specific Bmal1 deletion also dysregulates oligodendrocyte development, migration, morphology, 
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and function, ultimately leading to reduced myelination and fragmented sleep architecture (Rojo 

et al., 2023). Current research suggests that there may be circadian regulation of OPC 

differentiation, lipid synthesis, and mitochondrial function although these areas of research have 

yet to be fully explored (Colwell & Ghiani, 2019; Rojo et al., 2022). 

Rhythms in cellular function within these NVU compartments each collectively 

contribute to rhythms in BBB function. The BBB is not the impenetrable barrier as believed for a 

long time, it rather serves as an interface that regulates the uptake of a plethora of plasma 

molecules through ligand-specific, receptor-based transcytosis, even under physiological 

conditions (A. C. Yang et al., 2020).  Growing evidence suggests that this permeability shows a 

circadian rhythm and is regulated by the molecular clock: for example, after intravenous 

injection of RHB, a substrate of p-glycoprotein, the level of RHB in the brain oscillates with a 

peak early after lights on and trough after lights off, indicating that p-glycoprotein-mediated 

efflux is highest during the active phase (S. L. Zhang et al., 2021). Of note, the cycling of efflux 

activity is regulated by endothelial magnesium levels (S. L. Zhang et al., 2021). In adult 

Drosophila, endocytosis is increased in BBB glia during sleep with the peak at the early night 

when sleep predominates (Artiushin et al., 2018). Further, tight junction proteins such as 

CLAUDIN-5 and OCCLUDIN oscillate and are under transcriptional control of Clock and 

Bmal1 in peripheral endothelial cells (Hudson et al., 2019; Oh-oka et al., 2014). Illustrating how 

the activity of one cell type can affect the clock of another, a recent study unraveled how 

neuronal activity regulates circadian clock genes within brain endothelial cells, which in turn 

mediate the activity-dependent control of BBB efflux transport (Pulido et al., 2020). 

A constitutive Bmal1 knockout of NESTIN-positive cells induces increased BBB 

breakdown, which was attributed to the disruption of pericyte circadian rhythms . However, it 



27 

 

was recently found that there was no increase in small molecule leak in Bmal1 deficient OPCs, 

using a mouse line that also targeted NG2+ pericytes – suggesting that the previous phenotype 

may be due to embryonic effects (Rojo et al., 2023). Microglial ablation studies have found that 

microglia are deleterious during inflammatory blood-retina barrier breakdown but are protective 

in models of both ischemic stroke and micro-bubble induced intraparenchymal hemorrhage (Jin 

et al., 2017; Kokona et al., 2018; Mastorakos et al., 2021). This difference may be due to 

inflammation induced nitric oxide (NO) synthase production vs mechanical-injury repair-

associated microglia formation (Leal et al., 2007; Mastorakos et al., 2021; M. Takeda et al., 

2001). However, little is known about circadian rhythms in capillary associated microglia, 

especially in the context of inflammatory BBB breakdown. 
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Figure 1.5: Rhythmic Glial Functions. (A) Many biological processes are rhythmic at baseline 

in oligodendrocytes (#1), astrocytes (#2), and microglia (#3)*. #1. Sleep/wake studies have found that 

OPC proliferation and myelin/apoptosis pathways have time-of-day differences in oligodendrocytes 

(Bellesi et al., 2013; Matsumoto et al., 2011).  #2. During the dark (active) phase there is increased 

astrocytic glutamine synthase and VIPergic dendrite coverage in the SCN (Beaulé et al., 2009; Becquet et 

al., 2008; Leone et al., 2015). Conversely, during the light (rest) phase, astrocytes have increased 

perivascular localization of AQP4 and extracellular ATP accumulation (Hablitz et al., 2020; Lananna et 

al., 2018; Mestre et al., n.d.; Pizarro et al., 2013; Womac et al., 2009). #3. Microglial pro-inflammatory 

cytokine release and synaptic phagocytosis both peak during the dark (active) phase, whereas CathepsinS 

production is highest during the light (rest) phase (Griffin et al., 2020; Hayashi et al., 2013).  (B) Deletion 

of the core molecular clock proteins BMAL1 or REV-ERBα induce morphological and functional 

changes in glial cells **. Bmal1 deletion in astrocytes leads to astrogliosis, with increased reactivity, 

autophagy/lysosomal degradation, and phagocytosis (McKee et al., 2023; Sheehan et al., 2023). REV-

ERBα deficient microglia have a more variable response. There is increased reactivity, lipid droplet 

formation, and synaptic/Aβ phagocytosis; however, there is less extracellular Tau phagocytosis (Griffin et 

al., 2019; J. Lee et al., 2020, 2023). Deletion of Bmal1 in oligodendrocyte precursor cells decreases OPC 

proliferation and myelin coverage (Rojo et al., 2023). 

 

* All studies were conducted in nocturnal rodents. Additionally, for in vivo experiments not done 

in constant conditions, it is possible the observed diurnal variations are due to neuronal activity, sleep, or 

light effects. **There is some glial cell crosstalk using cell-specific gene deletion models; however, this 

seems to be highly cell dependent. Microglial-specific Rev-erbα deletion induces astrogliosis in the 

hippocampus, while astrocyte-specific Bmal1 deletion does not significantly increase DAM markers (J. 

Lee et al., 2023; Sheehan et al., 2023) 
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1.2.3 The BBB in disease 

Both systemic and central inflammation can induce BBB dysfunction. Treating with 

systemic LPS induces cerebrovascular vasodilation, neuroinflammation, as well as altered TJ 

function and vesicular processes (Banks et al., 2015). LPS can triggers BBB leakage across 

multiple brain regions, including the frontal and parietal cortices, striatum, midbrain, thalamus, 

hippocampus, and cerebellum (Banks et al., 2015). During peripheral inflammation BBB 

breakdown can also be coupled with leukocyte extravasation, although this process is made more 

complex by the CNS’s inherent immune privilege and the discontinuous nature of perivascular 

spaces. Injecting virus directly into the brain parenchyma does not elicit an adaptive immune 

response (Matyszak & Perry, 1998; Stevenson et al., 1997). This is because parenchymal 

capillaries have minimal perivascular space, leading to an inability of immune cells to traffic 

from the brain parenchyma, along blood vessels, and into draining lymph nodes where they can 

present antigen to resident adaptive immune cells. Conversely, leukocytes in the CSF act more 

similarly to those in the periphery, freely moving along large perineuronal pathways where they 

egress into lymphatic vessels and enter lymph nodes (Louveau et al., 2018). This perivascular 

structure creates a unique problem. While antigen presenting cells (APCs), such as macrophages 

or dendritic cells, in the dura and choroid plexus are able to readily exit into peripheral 

circulation, border-resident APCs in the perivascular space, along leptomeningeal vessels, or in 

the subarachnoid space are trapped (Mastorakos & McGavern, 2019). In order to mount an 

adaptive immune response, leukocytes must somehow gain direct access to these static CNS 

compartments where the APCs reside. 

Leukocyte entry into the CNS is tightly regulated through the expression of specific cell 

adhesion molecules. This allows select activated CD8+ and CD4+ T cells, but not B cells or 
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innate immune cells, to roll along the luminal wall where they eventually completely adhere to – 

and begin migrating across – the endothelial cell layer (Engelhardt & Ransohoff, 2012). This 

extravasation occurs along postcapillary venules, rather than capillaries, since the perivascular 

space creates a double layer of insulation between the blood and parenchyma (Wolburg et al., 

2005). If the activated T cells recognize antigen presented by the perivascular APCs, they begin 

the process of crossing the astrocyte basal lamina and glial limitans, finally entering the brain 

parenchyma (Greter et al., 2005; Lodygin et al., 2013). Peripheral immune responses may also 

dictate neuroinflammation independent of leukocyte migration across the BBB. Peripheral 

cytokines (for further background see 1.1.3 Peripheral inflammation and rhythms in adaptive 

immunity) can interact with luminal BEC receptors or directly enter the CNS through cytokine 

receptor -dependent or -independent mechanisms (Banks, 2005; Mastorakos & McGavern, 

2019). 

To examine a CNS-specific innate immune response, researchers have directly bathed the 

cerebral surface of the brain in LPS and found that pial arterioles increased in both diameter and 

blood flow. This vasodilation was due to the production of inducible nitric oxide synthase 

(iNOS) since it was prevented by co-treatment with the iNOS inhibitor aminoguanidine (AG). 

iNOS is an enzyme that catalyzes L-arginine into nitric oxide (NO) (Mayhan, 1998). NO is a 

signaling molecule involved in neurotransmission, blood-pressure, and vascular tone that is made 

on demand since its gaseous form is easily diffusible (Thiel & Audus, 2001). NO is routinely 

made in small (picomolar) quantities by multiple cell types, including endothelial cells and 

neurons, produced by eNOS (Nos1) and nNOS (Nos3) respectively. Conversely, iNOS, encoded 

by Nos2, is rarely produced in healthy cells and is calcium-independent, producing large 

(micromolar) amounts of NO, often in the setting of inflammation (Thiel & Audus, 2001). 
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Notably, both astrocyte and microglia produce iNOS in response to LPS and independently of 

one another  (Kong et al., 1996), with NO appearing to be upstream of the astrocyte activation 

marker GFAP (Brahmachari et al., 2006). 

Systemic LPS may impact the BBB both directly (by binding to endothelial cells) or 

indirectly (through pro-inflammatory cytokine production and loss of trophic support) (Peng et 

al., 2021). LPS interacting directly with TLR4+ BECs triggers increased paracellular leak 

through (1) impairing TJ and AJ formation, (2) inducing matrix metalloproteinase 9 (MMP9) 

degradation of existing TJs, and (3) decreasing P-gp transporter activity – leading to a buildup of 

toxic molecules that diffused into the CNS (Peng et al., 2021). Direct LPS-BEC interaction may 

also impact transcytosis across the BBB through the phosphorylation of caveolae-1. It is thought 

that BBB breakdown and influx of inflammatory factors is what causes sepsis-associated 

encephalopathy, a debilitating neurological disorder that leads to long term cognitive 

impairments (Silva et al., 2020). Inhibiting iNOS as a means to protect against BBB breakdown 

is an active area of research. Treating mice with the iNOS inhibitor L-NG-nitro arginine methyl 

ester (L-NAME) during the early stages of EAE protects against infiltrating CD4+ T cells. 

Researchers found also found that administering AG systemically after an acute surgical brain 

injury significantly reduced BBB leakage as well as loss in TJ proteins (Fan et al., 2011). 

However, it is important to note that both the delivery and timing of these treatments are critical 

to determine its efficacy. Long term treatment of rats with L-NAME for 4 weeks prior to the 

onset of a seizure actually increased mortality and BBB breakdown (Kalayci et al., 2006). It’s 

hypothesized that this increase in BBB disruption is due to a feedback mechanism where 

prolonged inhibition led to increased production of NO (T. Liu et al., 2019). Additionally, a 

study looking at the response to peripheral LPS injections on the anterior pituitary gland and 
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medial basal hypothalamus, found that intracerebroventricular (i.c.v.) AG treatment protected 

against iNOS production in both brain regions; however, intraperitoneal (i.p.) AG only protected 

the anterior pituitary gland but not in the medial basal hypothalamus (Mohn et al., 2002). When 

dealing with CNS-specific neuroinflammation, such as with intracisternal LPS infusions, co-

infusing AG almost completely protected against all BBB breakdown (Boje, 1996; Chung et al., 

2021). While another iNOS inhibitor, L-NMMA, was cleared for clinical trials for cancer 

treatment in the periphery, there is still conflicting information about its barrier penetration 

properties – suggesting we are still years away from iNOS inhibitors being used to treat CNS 

inflammation (Chung et al., 2021). 

 

1.2.4 Conclusion 

In summary, while circadian rhythms are inarguably a critical component of an 

organism’s overall fitness, there are many unanswered questions regarding their role in 

peripheral and central immunity. Glial cells, primarily microglia and astrocytes, are known to 

interact with the BBB and have highly circadian responses to inflammatory stimuli. Beyond 

answering the basic scientific questions of how extrinsic factors such as light can control central 

immune responses, this area of research has important translational considerations for patients 

with inflammatory diseases coupled with BBB disruption.  



33 

 

Chapter 2: Time of Day determines severity 

of inflammatory BBB disruption and 

endothelial morphology 

2.1 Abstract 

The blood-brain barrier (BBB) is critical for maintaining brain homeostasis but is 

susceptible to inflammatory breakdown. Permeability of the BBB to lipophilic molecules shows 

circadian variation due to rhythmic transporter expression, while basal permeability to polar 

molecules in non-rhythmic. Whether daily timing influences BBB permeability in response to 

inflammation is unknown. Here, we induced systemic inflammation through repeated 

lipopolysaccharide (LPS) injections either in the morning (ZT1) or evening (ZT13) under 

standard lighting conditions, then examined BBB permeability to a polar molecule.  We 

observed clear diurnal variation in inflammatory BBB permeability, with a striking increase in 

BBB breakdown specifically following evening LPS injection. The diurnal variation in BBB 

permeability was both light dependent as well as under circadian control, as the phenomenon 

persisted after light-inversion and was ablated during constant darkness. Ultrastructural analysis 

suggests that the increase in small molecule leak may be due to increased transcytosis. Using 

transcriptomics, we found that the top pathways with both a treatment and time-of-day 

interaction were involved with BBB and extracellular matrix (ECM) maintenance. 

 

2.2 Introduction 

The blood brain barrier (BBB) plays a critical role in restricting certain blood-borne 

molecules from the brain, helping protect the central nervous system (CNS) from circulating 
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neurotoxic molecules as well as peripheral immune cells (Buckley & McGavern, 2022; Peng et 

al., 2021; Persidsky et al., 2006). The BBB is a multicellular structure, consisting of endothelial 

cells, mural cells (pericytes and smooth muscle cells), and astrocytes - collectively referred to as 

the neurovascular unit (NVU). Outside of the NVU, microglia and neurons also impact BBB 

function (Mastorakos et al., 2021; Pulido et al., 2020). In the setting of peripheral or central 

inflammation, the BBB can become more permeable due to transporter dysfunction, breakdown 

of endothelial cell tight and adherens junctions, and increases in transcytosis (Erickson et al., 

2023; Jana et al., 2022). These mechanisms of BBB breakdown occur in both acute 

neuroinflammatory conditions, such as encephalitis and stroke, as well as in neurodegenerative 

diseases, and can exacerbate neuroinflammation and brain injury (Banks et al., 2015; Jana et al., 

2022, p. 1; Knowland et al., 2014). Thus, factors which regulate inflammatory BBB breakdown 

have clear implications for brain homeostasis and health. 

The central nervous system exhibits circadian dynamics, with diurnal oscillations in 

neuronal activity and metabolic demand creating a need for time-of-day variations in vascular 

function. Circadian rhythms govern behavioral and physiological functions and allow an 

organism to predict daily changes in its environment, improving its overall fitness (Ouyang et al., 

1998; Takahashi, 2017). The circadian clock is synchronized to the external environment by cues 

termed “zeitgebers”, with light serving as the primary zeitgeber (Etain et al., 2011). Peripheral 

gut and retinal barriers are known to be controlled by clocks (Eum et al., 2023; Hudson et al., 

2019; Oh-oka et al., 2014) and all components of the BBB express core clock genes and exhibit 

circadian rhythms (Bhatwadekar et al., 2017; Griffin et al., 2020; Lananna et al., 2018; Mastrullo 

et al., 2022; Nakazato et al., 2017; Nonaka et al., 2001). BBB permeability to lipophilic 

molecules has been reported and is dependent on circadian expression of specific transporter 
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proteins such as p-glycoprotein (Pulido et al., 2020; S. L. Zhang et al., 2021). However, the BBB 

does not show daily rhythms in permeability to polar molecules under basal conditions (Pan et 

al., 2002; Pan & Kastin, 2001; Pulido et al., 2020; S. L. Zhang et al., 2018). Since many 

biological functions gain or lose rhythms in the presence of chronic inflammation or disease, we 

asked if BBB permeability to polar molecules in response to inflammation, termed inflammatory 

BBB breakdown, exhibits diurnal rhythmicity (Blacher et al., 2022; Haspel et al., 2014). 

Importantly, the circadian system also has a strong influence over immune responses. In 

mice, inflammatory responses to a variety of inflammogens, including lipopolysaccharide (LPS), 

bacterial, and viral infection, all show striking time-of-day effects. Mice treated with systemic 

LPS in the evening have much higher mortality than those treated in the morning, and this time-

of-day difference can be ablated by deleting the key clock gene Bmal1 (Lang et al., 2021). 

However, LPS-induced inflammatory response and mortality are governed not only by the 

circadian clock, but also but a host of other factors including exposure to light and time of 

feeding, and do not seem to rely on the circadian function of monocytes (Geiger et al., 2021; J. 

Gibbs et al., 2014; Lang et al., 2021; Silver et al., 2018). Here, we have investigated how 

inflammatory BBB breakdown and brain and peripheral inflammation are influenced by 

exposure to intraperitoneal LPS injection at different times of day. 

 

2.3 Results 

2.3.1 Time-of-Day (TOD) Strongly Regulates Inflammatory BBB Breakdown 

We first sought to determine if exposure to an inflammatory stimulus at different times of 

day can differentially impact BBB permeability. To induce robust inflammatory BBB 
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breakdown, we gave daily intraperitoneal (i.p.) injections of 2 mg/kg LPS or PBS control to 2-

month-old male C57bl/6 mice for two days in a row at either 7am or 7pm (Figure 2.1A). In a 12-

hour light cycle, these times correspond to 1 hour after the onset of light (ZT1) and 1 hour after 

the lights turn off (ZT13). We chose these times because they roughly correspond to the nadir 

and peak of diurnal behavioral rhythms, as well as circadian gene expression in most organs (R. 

Zhang et al., 2014). To measure BBB breakdown, we administered tracers on the third day at the 

same time of day as prior LPS injections and quantified the amount of tracer found in the 

hippocampus, cortex, and cerebellum relative to the amount found in the serum (Figure 2.1A). 

First, in order to identify gross size exclusion properties in LPS-induced BBB breakdown, we 

examined BBB permeability to two tracers of varying size – with mice treated only at ZT13, the 

time at which there is greatest LPS-induced mortality (Lang et al., 2021). Evans Blue (EB) is a 

relatively small azo dye (961 Da) that binds with high affinity to serum albumin, creating a high 

molecular weight (mw) tracer of 69 kDa (Yao et al., 2018). Conversely, sodium fluorescein 

(NaFL) is a small mw (376 Da) inert fluorescent molecule that weakly binds to endogenous 

proteins and has no known endothelial cell transporters, allowing it to serve as a sensitive BBB 

permeability tracer (Saunders et al., 2015). Neither PBS nor LPS-treated mice showed any 

visible leak of EB, indicating there is no gross hemorrhaging in this model of inflammation 

(Figure 2.1B). While there was no NaFL seen in the brain at baseline in PBS control mice, there 

was robust NaFL leak in ZT13 LPS treated mice (Figure 2.1B). These data suggest that LPS 

induces a relatively small molecule leak, through either paracellular diffusion or receptor-

independent transcellular transport. All further tracer experiments were conducted using NaFL. 

We next examined the effect of time-of-day (TOD) of LPS exposure on BBB 

permeability. As expected, there was minimal permeability of NaFL in PBS-treated mice at 
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either ZT1 or ZT13 (Figure 2.1C), supporting previous studies stating that basal permeability to 

polar molecules does not show diurnal variation (Pulido et al., 2020; S. L. Zhang et al., 2018). 

However, mice treated with LPS in the evening (ZT13) had greater NaFL leak across multiple 

brain regions than those treated in the morning (ZT1), with the cerebellum having the greatest 

absolute leak and the cortex having the strongest TOD effect (Figure 2.1C). Of note, while LPS 

treatment at ZT1 only slightly increased BBB permeability to NaFl in the cortex and 

hippocampus, permeability was significantly increased in all brain regions after LPS exposure at 

ZT13. 

 

Figure 2.1: Diurnal variation in small molecule leak during inflammatory BBB breakdown. (A) 

Schematic of the 2-hit LPS experimental paradigm used for diurnal BBB permeability experiments using 

sodium fluorescein (NaFL). (B) Representative images of dorsal and ventral view of whole brains from 

mice injected with PBS and LPS as in A, then given either Evans Blue or NaFL tracer. (C) Quantification 

of diurnal differences in LPS-induced NaFL leak in the hippocampus, cortex, and cerebellum. n = 4-9 

mice per group. 
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2.3.2 Interaction of Light and Circadian Rhythms Drive Diurnal Variation in 

Inflammatory BBB Breakdown 

Previous studies have found that the presence of light is necessary to drive rhythms in 

LPS-induced mortality, indicating that the diurnal variation in BBB leakage may be due to either 

light or circadian rhythms (Lang et al., 2021). Since there is an effect of constant darkness on 

LPS response (Lang et al., 2021), we instead used an inverted dark:light (D:L) light cycle to test 

if diurnal differences in NaFL leak are driven through the onset of light or through intrinsic 

circadian mechanisms. Following a 12-hour shift in lighting schedule, the circadian clock takes 

several days to entrain to the new zeitgeber, allowing us to disentangle the effect of light and an 

organism’s internal circadian rhythm (Figure 2.2A, B). The diurnal difference in LPS-induced 

BBB breakdown persisted after 1 day of light inversion, with LPS still inducing greater NaFL 

leak in the evening – 7pm now being 1 hour after lights-on (ZT1) (Figure 2.2C). These data 

indicate that internal circadian rhythms - rather than the onset of light - are responsible for 

driving diurnal fluctuations in LPS-induced BBB breakdown. It also shows that behavioral 

activity can be dissociated from the diurnal differences in LPS-induced BBB breakdown. For all 

D:L experiments, control littermate mice kept in L:D showed the same ZT13 LPS-induced BBB 

breakdown. However, we next found that the diurnal differences in LPS-induced NaFL leak 

were ablated in mice kept in 24-hours of constant darkness (D:D) (Figure 2.2D), a finding 

consistent with previous studies of LPS-induced mortality. This suggests that there is a complex 

interaction between light and circadian rhythms in driving LPS-induced inflammatory BBB 

breakdown. Interestingly, since mice free-run during D:D, their period of consolidated activity 

continues to occur primarily during the night for the first weeks. This suggests that neural 

activity alone is insufficient to drive this phenotype. Altogether, these data indicate that the 

underlying circadian mechanism of LPS-induced BBB breakdown is separate from behavioral 
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activity, may be impacted by the presence of light, and entrains to new light schedules slower 

than sleep/wake cycles.  

Figure 2.2: Interaction of light and circadian rhythms drive diurnal variation in inflammatory BBB 

breakdown. (A) Representative actigraphy from L:D and D:L single-housed mice. (B) Hours of activity 

onset from beginning of darkness for 1 week after light inversion. (C) TOD differences in LPS-induced 

NaFL leak in the cortex of D:L mice, ZT13 is 7am and ZT1 is 7pm. (D) TOD differences in LPS-induced 

NaFL leak in the cortex of D:D mice, CT1 is 7am and ZT13 is 7pm. n = 3-9 mice per group. 

 

2.3.3 Evening LPS Exposure Disrupts Endothelial Cell Morphology 

Solutes can cross the BBB in a myriad of ways including passive paracellular or 

transcellular diffusion as well as adsorptive-, carrier-, or receptor-mediated transport. 

Inflammatory BBB breakdown occurs primarily through either disruption of endothelial tight 
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junctions (TJs) or an increase in transcytosis (Banks et al., 2015). To characterize diurnal 

changes in capillary ultrastructure in response to LPS, we used transmission electron microscopy 

(TEM) to image cortical vessels from mice treated as in Fig. 1. While we saw no gross disruption 

of the neurovascular unit (NVU), there was significant diurnal variation in vasodilation, with an 

increase in capillary diameter in mice treated with LPS at ZT13 as compared to ZT1 (Figure 

2.4A, B). We next measured the average tight junction (TJ) length per vessel and saw no change 

based on time or treatment (Figure 2.4C, D). In addition, there were no changes in blood vessel 

coverage with the TJ protein CLAUDIN5, despite known circadian rhythms in Claudin5 gene 

expression (Figure 2.3A) (Hudson et al., 2019). These data are supported by previous studies 

showing LPS-induced inflammation does not affect TJs, although we did note select disrupted 

TJs imaged in the LPS treatment group in low prevalence (Figure 2.3B) (Erickson et al., 2023). 

LPS treatment is also known to increase transcytosis, as indicated by the number of 

micro- and macro-pinocytic vesicles in endothelial cells (Erickson et al., 2023). We quantified 

the number of vesicles per capillary, only counting actively invaginating vesicles from the 

luminal side, and found a significant increase in the percentage of vessels containing at least one 

vesicle in LPS treated mice at ZT13 only (Figure 2.4E, F). Previous TEM studies have also 

found that LPS induces luminal plasma membrane ruffling, which has been implicated as a 

mechanism bacteria and viruses use to increase infection of endothelial cells (Erickson et al., 

2023; Espinal et al., 2022; X. P. Lin et al., 2020). We found a significant increase in severe 

luminal irregularity in LPS treated mice at ZT13 only. While there is a slight increase in severe 

luminal irregularity between ZT1 and ZT13 LPS treated mice, the significant effect at ZT13 is 

primarily driven through increased plasma membrane smoothness in the PBS mice (Figure 

2.4G). However, it is important to differentiate that the cilia-like structures seen in ZT1 PBS 
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mice are morphologically distinct from the severe luminal irregularity seen in both the ZT1 and 

ZT13 LPS treated mice, which is characterized by deeper plasma and basement membrane 

disruption (Figure 2.4G). Altogether, these ultrastructural abnormalities indicate evening LPS 

exposure induces increased luminal diameter as well as a disrupted endothelial cell morphology 

that is consistent with increased transyctotic particle uptake. 

Figure 2.3: Tight junction disruption in select LPS-treated mice. (A) Effects of LPS on Claudin-5 co-

localization with CD31 at ZT13. (B) Examples of TJ disruption and vacuole-like structures present in 

LPS treated mice at both ZT1 and ZT13, denoted by red arrows. 
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Figure 2.4: Evening LPS exposure disrupts endothelial cell morphology. (A,B) 

Representative images and quantification of diameter across cortical capillaries. Main effect of LPS was 

significant, but interaction was not by 2-way ANOVA. (C,D) Representative images and quantification of 

average tight junction length per capillary; e = endothelial cell, l = lumen, t = tight junction. No effects 

were significant by 2-way ANOVA. (E,F) Inclusion criteria for vesicles (arrow indicating invaginating 

vesicles) and quantification of percentage of capillaries that contain one or more vesicles. Interaction was 

significant by 2-way ANOVA, and post-hoc test is shown. (G) Representative images and quantification 

of severe luminal irregularity (arrows: black showing blebbing at luminal surface, red showing 

plasma/basement membrane disruption). Main effect of TOD and Interaction were significant by 2-way 

ANOVA, and post-hoc test is shown For all graphs, N = 3 mice per group, 28-32 capillaries per mouse. 

Average for each mouse is shown in large dots, while technical replicates shown as smaller dots in similar 

color per mouse; Scale bar = 1 micron. 
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2.3.4 Evening LPS Exposure Specifically Enhances Neuroinflammatory and 

BBB-Related Gene Expression 

While previous studies have characterized the brain inflammatory profile induced by 

LPS, none have considered diurnal variations in immune response to LPS exposure (Hasel et al., 

2021; S. S. Kang et al., 2018; Pulido-Salgado et al., 2018). To account for this, we conducted 

bulk RNAseq on cortex samples from mice treated with i.p. LPS (or PBS control) at ZT1 and 

ZT13, as in Fig. 1. When comparing only LPS-treated mice between ZT1 and ZT13, we 

identified 209 differentially expressed genes (DEGs; 181 upregulated and 28 downregulated, 

adjusted P<0.05) in the ZT13 LPS compared to ZT1 LPS group (Figure 2.5A). Since the 

majority of DEGs were upregulated at ZT13, we next asked if LPS treatment induced more 

transcripts at ZT13 than at ZT1 by examining PBS vs. LPS at ZT1 and separately analyzing PBS 

vs. LPS at ZT13, then comparing the DEG lists. There were 3287 DEGs (1761 upregulated and 

1526 downregulated) in LPS compared to PBS treated mice at ZT1 and 5398 DEGs (2756 

upregulated and 2642 downregulated) in LPS compared to PBS treated mice at ZT13. 

Comparisons between these two datasets found that there were 2661 DEGs uniquely found in 

mice treated at ZT13, with only 550 DEGs unique to ZT1, and an additional 2737 DEGs found at 

both times (Figure 2.5B). KEGG pathway analysis for DEGs uniquely induced with ZT13 LPS 

treatment found that most of the top pathways were involved in inflammation and immunity, 

with the third pathway being adherens junctions (AJs) (Figure 2.5C). 

We next used a 2-way ANOVA to examine statistical interaction between our two 

variables, time-of-day (TOD, ZT1 vs. ZT13) versus treatment (PBS vs. LPS). This method 

allowed us to control for baseline rhythms in gene expression in the PBS control groups. We 

then plotted only the DEGs with a significant TOD x LPS interaction on axes representing their 
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log2fold change in AM (x-axis) versus PM (y-axis). This showed us that DEGs which are 

upregulated in response to LPS tend to be further upregulated when treated with LPS in the PM 

(Figure 2.5D). KEGG pathway analysis of all DEGs with a significant TOD x treatment 

interaction found dysregulation of several vascular related functions - focal adhesion and fluid 

shear stress and atherosclerosis - as well as inflammatory pathways, including leukocyte 

transendothelial migration and ECM-receptor interaction (Figure 2.5E). Many of the genes with 

a TOD x treatment interaction are involved in BBB function, including upregulation of the TJ- 

and AJ-associated proteins Cldn5 and Cdh5 (Figure 2.5D). Although opposing the directionality 

of the NaFL leak, this may serve as a compensatory mechanism during robust inflammation and 

BBB disruption. Congruent with the increase in capillary diameter, there was a diurnal increase 

in expression of the vasodilator-stimulated protein (Vasp) and inducible nitric oxide synthase 

(Nos2) genes, both of which have been implicated in BBB dynamics (Figure 2.5D) (Boje, 1996; 

Kraft et al., 2010). Altogether, while we saw significant changes in LPS-induced gene expression 

at both the ZT1 and ZT13 time points, BBB-associated genes were among the most significantly 

dysregulated pathways when considering the interaction of time and treatment. 
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Figure 2.5: Evening LPS exposure specifically enhances neuroinflammatory and BBB-related gene 

expression. (A) Volcano plot of differentially expressed genes (DEGs) from bulk RNAseq in LPS-treated 

mouse cortex, comparing ZT1 vs. ZT13 treatment time. Red dots indicate transcripts with adjusted P 

value <0.05 and fold change >1.75 fold, and right upper area indicates higher expression in mice treated 

at ZT13  (B)  Venn diagram showing overlap of DEGs upregulated after LPS in the ZT1 vs. ZT13 

datasets. (C) ORA dotplot of the top pathways uniquely dysregulated at only ZT13. (D) XY plot of genes 

with a significant TOD and treated interaction by 2-way ANOVA. Log fold change (PBS vs. LPS) in the 

AM (ZT1) group is shown on X axis, and in the PM (ZT13) group on Y axis. Cartoons indicate the 

response of genes in that area to LPS (up or down arrow) in the AM (sun) or PM (moon). Genes shown 

above the red dotted line and right of the Y-axis were all upregulated in the PM, with Nos2 being the 

highest fold change. (E) ORA dotplot of the top dysregulated KEGG pathways using the full gene list 

from D. n = 3-5 mice per group 
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2.4 Discussion 

While inflammatory BBB breakdown and circadian rhythms in barrier properties have 

both been explored independently, there is relatively little known about daily rhythms in 

neuroinflammation and BBB breakdown. Our current findings suggest that there are diurnal 

changes in the susceptibility of the BBB to inflammatory breakdown, beyond the known rhythms 

in transporter activity (Pan et al., 2002; Pan & Kastin, 2001; Pulido et al., 2020; S. L. Zhang et 

al., 2018). Ultrastructural imaging found increased nighttime vasodilation, membrane 

dysregulation, and vesicle formation – potentially contributing to transcytosis and small 

molecule leak. Transcriptomic analysis showed that these diurnal variations were coupled with 

dysregulated extracellular matrix, neuroinflammatory, and BBB associated processes, with 

greater inflammatory gene expression in mice treated with LPS in the evening (ZT13).  

Rhythms in immune response may confer an evolutionary advantage by ensuring 

maximum immunity during times of day when animals are at the greatest risk of injury or 

infection (Curtis et al., 2014). Mortality post-LPS is highly rhythmic, with a peak in death when 

LPS is administered at ZT8 and a trough at ZT20 (Lang et al., 2021). This effect is light 

dependent and myeloid cell clock independent, as rhythms in mortality are ablated in mice kept 

in constant darkness (DD) and persist in mice deficient in the master circadian clock protein, 

BMAL1, in myeloid cells (Lang et al., 2021). Of note, constitutive brain-specific deletion of 

BMAL1 has been reported to induce BBB breakdown at baseline, further complicating the study 

of cellular circadian rhythms in inflammatory BBB leakage (Nakazato et al., 2017). Interestingly, 

inflammatory cytokine production may not be required for circadian rhythms in mortality, as one 

study found cytokine production remained rhythmic in DD while mortality did not (Lang et al., 

2021). Rhythmic homing to lymph nodes also persisted in both DD and myeloid Bmal1 deletion 
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conditions – indicating LPS-induced mortality may be caused by a complex, multicellular 

immune response (Lang et al., 2021). Altogether these data show that, while there are striking 

effects of timing on immune response, there is more work needed to disentangle the role of 

cellular clocks and external factors. 

At the capillary level, there were structural abnormalities uniquely induced by evening 

LPS exposure. While there were no changes to average tight junction (TJ) length, there were 

select TJ disruptions seen in LPS treated mice as well as dysregulated TJ-associated protein 

expression. We also observed increased plasma membrane ruffling and vesicular transport in 

ZT13 LPS treated mice. These data open an interesting discussion on the exact mechanism of 

this small molecule leak. The initial size exclusion between NaFL and Evans Blue (EB) indicates 

leak is occurring paracellularly, whereas the observed structural changes associated with 

transcellular transport would not have the same size exclusion properties – suggesting there 

should be increased EB entry. Finally, there was a significant effect of both treatment as well as 

treatment x time on average luminal diameter. This increase in cerebrovascular blood flow, 

coupled with BBB dysregulation, may serve to increase peripheral immune cell surveillance and 

response during neuroinflammation (for further discussion on perivascular immune surveillance 

see 1.2.3 The BBB in disease). 

The increase in vasodilation seen by TEM was further supported by transcriptomic data. 

RNA sequencing of cortical tissue identified Nos2 as having the greatest fold change increase of 

any gene with a significant diurnal difference in response to LPS (Figure 2.5D). Nos2 is highly 

expressed in microglia and encodes for inducible nitric oxide synthase (iNOS), which catalyzes 

nitric oxide (NO) production in response to pro-inflammatory cytokines (Boje, 1996; Fan et al., 

2011; Kong et al., 1996; Mayhan, 1998). Importantly, inhibiting iNOS protects against LPS-
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induced vasodilation and BBB leakage – highlighting its role in controlling endothelial cell 

function (Boje, 1996; Fan et al., 2011; Kong et al., 1996; Thiel & Audus, 2001). Another gene 

with a strong diurnal response to LPS was Cybb, also known as NADPH oxidase-2 (Nox2). Nox2 

is primarily expressed in microglia and induces the matrix metalloproteinases MMP9 and 

MMP12 in response to LPS – which are involved in TJ degradation and iNOS production 

respectively, and both of which have TOD differences (Figure 2.5D) (Chelluboina et al., 2015; 

J.-T. Lee et al., 2014). Altogether, this data shows that there is a robust effect of timing on LPS-

induced neuroinflammation, and that evening inflammatory stimuli induces an altered pro-

inflammatory profile that is more conducive to BBB dysfunction. However, the exact 

mechanisms of how peripheral inflammation induces BBB dysfunction as well as what cell types 

are involved have yet to be elucidated.  
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2.5 Materials and Methods 
 

BBB assays: 100uL of 100mg/ml sodium fluorescein (Sigma-Aldrich: F6377) diluted in sterile 

PBS was injected subcutaneously, 45 minutes later mice were deeply anesthetized with i.p. 

pentobarbital (150mg/kg). 100uL of blood was collected by cardiac puncture before they were 

perfused with ice-cold PBS containing 3g/l heparin. Both hemispheres were dissected into 

regions and stored in pre-weighed tubes filled with 500uL PBS on ice. A small piece of 

peripheral and brain tissues were removed, flash frozen, and stored at -80°C for RNA analysis as 

described below. Tissue was weighed then homogenized for 3 minutes in a bullet blender and 

serum was added to a serum separator tube (BD Microtainer: 365967) before being spun down 

and diluted 1:200, tissue supernatant and serum were incubated 1:1 in 2% Trichloroacetic acid 

(Millipore Sigma: T9159) overnight (4°C). The samples were spun down again and diluted 1:1 in 

Borate Buffer (Honeywell: 33650) before being read on a plate reader along with a standard 

curve. Fluorescence per gram of CNS tissue was compared to fluorescence per uL of serum to 

determine the absolute amount of NaFL that crossed from the periphery to the brain for each 

mouse. 

4uL/g body weight of 2% Evans Blue (Sigma-Aldrich, E2129) was injected retro-

orbitally, 15 minutes later the mice were deeply anesthetized and perfused as described above. 

Whole brains were dissected out and imaged. 

 

Circadian rhythm disruption models: For constant darkness experiments, mice were kept in 

standard 12:12 light:dark and after the lights turned off at 6pm they were kept off for the 

remainder of the experiment. For inverted light cycle experiments, the lights turned off at 6pm 

and were kept off for an additional 12h before turning on at 6pm the next day. Control mice were 
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littermates kept in standard 12:12 light cycle, turning on at 6am and off at 6pm. For all 

experiments when mice were injected during the dark phase, red light was used and they were 

kept in darkness until fully anesthetized. Actigraphy was recorded using PIR infrared wireless 

sensors (Actimetrics) and circadian analysis was done using ClockLab Analysis software, 

version 6.1.02. 

 

Drug administration: LPS from escherichia coli O55:B5 (Sigma-Aldrich, L6529) was diluted to 

2mg/ml in PBS and stored at -80°C. Immediately before each injection, LPS stock was thawed 

and diluted to 0.5mg/mL in PBS before being injected (i.p.) at a dose of 2mg/kg. Each LPS stock 

was not thawed more than twice before being discarded. To avoid batch effects, enough LPS was 

purchased at each time for an average of 3 experimental cohorts to be treated from the same 

stock. Mice were weighed each day prior to injection and the weight at the first day was used to 

determine dosing for the entire experiment. 

 

RNA quantification: Tissue was homogenized in 500ul of Trizol with beads added before 

running in a bullet blender for 3 minutes. TRIzol samples were then subjected to chloroform 

extraction (1:6 chloroform:TRIzol, followed by thorough mixing, and centrifugation at (12500 x 

g for 15 minutes). RNA was then extracted from the aqueous layer using the PureLink RNA 

Mini Kit according to manufacturer’s instructions. RNA concentration was measured on a 

Nanodrop spectrophotometer, then cDNA was made using a high-capacity RNA-cDNA reverse 

transcription kit (Applied Biosystems/Life Technologies) with 250ng-1 mg RNA per 20mL 

reaction. Real-time quantitative PCR was performed with ABI TaqMan primers and ABI PCR 

Master Mix buffer on ABI StepOnePLus or QuantStudio 12k thermocyclers. Taqman primers 

(Life Technologies) were used, and mRNA measurements were normalized to b-actin (Actb) 
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mRNA for analysis. For larger experiments, microfluidic qPCR array measurements were 

performed by the Washington University Genome Technology Access Center using a Fluidigm 

Biomark HD system, again using Taqman primers. RNA sequencing was performed and values 

normalized as previously described (McKee et al., 2022). Volcano plots were made using 

Enhanced Volcano R package, heatmaps were made using the Pretty heatmap package, and X-Y 

plots were made using ggplot. Over-representation analysis dot plots of KEGG pathways were 

generated using the ClusterProfiler and enrichplot R packages. 

 

Transmission Electron Microscopy: Mice were anesthetized as described above and perfused 

with 10mL perfusion buffer (0.2mg/ml xylocaine and 20 units/ml heparin) then 20mL fixative 

solution (2.5% glutaraldehyde, 2% paraformaldehyde, and 0.15M cacodylate buffer with 2mM 

CaCl2), all kept at 37°C. Tissue was then post-fixed in ice-cold fixative solution overnight at 

4°C. The brains were embedded in epoxy resin and the region of interest were cut into a 1mm x 

1mm squares 70nm thick. 

All imaging was done on a JEOL JEM-1400Plus Transmission Electron Microscope at 3-

5,000x magnification. Capillaries were identified by morphology (<8um in diameter) with a 

circularity ratio <2. Treatment groups were blinded to the investigator and TIFF image files were 

opened using ImageJ and analyzed using the measure tool. The scale for each image was set 

depending on the magnification used. Diameter was determined as the distance across the vessel 

at the shortest point, luminal irregularity was the measured length of the plasma membrane 

divided by the estimated circumference using the elliptical tool, TJ length was the average of 

each measured TJ per vessel divided by the circumference, and vesicles were only counted if 

actively invaginating from the luminal side. 
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Statistics: In all figures, graphs depict the mean + SEM, and N generally indicates the number of 

animals, unless otherwise noted in the figure legend. For TEM experiment, each datapoint 

depicts the mean for 28-32 technical replicates from one mouse, and each of these mean values is 

considered an N of 1. An F test was first performed for datasets with a single dependent variable 

and 2 groups, to determine if variances were significantly different. If not, 2-tailed unpaired T-

test was performed. For datasets with 2 dependent variables, 2-way ANOVA was performed, and 

if main effect was significant, Tukey multiple comparisons test was then added for appropriate 

sets of variables. Outliers were identified using Grubbs test and were excluded. Statistical tests 

were performed with GraphPad Prism software, version 10.0.2. P values greater than 0.1 were 

noted as not significant (NS). P<0.05 was considered significant and was note with asterisks 

indicating the p-value: *P<0.05, **<0.01, ***<0.005, ****<0.00 

 

Study approval: All animal experiments were approved by the Washington University IACUC 

and were conducted in accordance with AALAC guidelines and under the supervision of the 

Washington University Department of Comparative Medicine. 7-week-old male C57/bl6J 

littermate mice were all obtained from Jackson Labs (Bar Harbor, ME) and allowed to acclimate 

for one week in our facilities before all experiments. For viral injection experiments embryonic 

day 18 timed-pregnant CD1 mice were ordered from Charles River (Wilmington, MA). Mice 

were housed in a 12-hour light/dark cycle (lights on at 6am and off at 6pm) and allowed ad 

libitum access to food and water unless otherwise stated during circadian rhythm disruption 

models. 
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Chapter 3: Time-of-day differences in 

microglial activation and resolution drive 

inflammatory BBB breakdown 

3.1 Abstract 
 

Inflammatory BBB breakdown is much more severe following LPS exposure in the 

evening (ZT13) as compared to morning (ZT1); however, the exact mechanisms are unknown. 

We found that this diurnal variation is characterized by persisting astrocyte and microglial 

activation and cytokine production which is not observed in the morning and is not present in 

peripheral organs. The exaggerated evening neuroinflammation and BBB disruption could not be 

elicited through astrocyte activation, were suppressed by microglial depletion, and could be 

prevented in vivo by treatment with an iNOS inhibitor. Our data show that diurnal rhythms in 

microglial inflammatory responses to LPS drive daily variability in BBB breakdown, occurs 

independently of rhythms in peripheral inflammation, and reveals time-of-day as a key regulator 

of inflammatory BBB disruption.  

 

3.2 Introduction 
 

Peripheral immune cells rapidly mount an immune response after intraperitoneal (i.p.) 

LPS administration. After a single, large dose of i.p. LPS mice begin to show sickness behaviors 

2 hours post injection (hpi). Disease scoring increases up to 6 hpi before returning to baseline by 

24 hours. At the mRNA level, pro-inflammatory cytokines begin to increase between 0.5-2 hours 

post injection (hpi) and peak in expression between 2-4 hpi (Seemann et al., 2017). Plasma 
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corticosterone, the murine homolog of human corticosterone, began to increase after 2 hours and 

peaked 6 hpi. In the brain endothelium, TLR4 was upregulated starting at 0.5h, peaking 3 hpi, 

and returning to homeostatic levels by 9 hpi. Interestingly, using mass spectrometry to quantify 

LPS protein, researchers found that 30 mins after LPS injection there was LPS within TLR4+ 

endothelial cells but none within the brain parenchyma. This data suggest that peripherally 

derived cytokines pass through the BBB and enter the brain parenchyma where they induce 

neuroinflammation. 

CNS immunity is largely conferred by resident glial cells. Previous studies have tried to 

disentangle the role of microglia in peripheral LPS-induced inflammation. Researchers treated 

mice with PLX5622, an antagonist for the myeloid receptor CSFR1, that induces microglia cell 

death (Vichaya et al., 2020). To control for off-target effects of PLX treatment, they also used a 

diphtheria toxin genetic ablation model. Mice lack the receptor for diphtheria, rendering them 

immune to the toxin; however, by crossing the diphtheria toxin receptor (DTR) to a microglial 

specific Cre driver (Cx3xr1), they were able to create mice with diphtheria-induced cell death 

specifically in microglia. They found that there was no effect on LPS-induced sickness behavior 

using either PLX5622 treatment or Cx3cr1-DTR ablation. Researchers did find PLX5622 

treatment decreased levels of IL-6 and IL-10 in the CNS and IL-10, TNFα, and Oas1a in the 

liver, whereas Cx3cr1-DTR mice showed increased IL-1β and TNFα in the CNS and increased 

IL-6, IL-1β, and TNFa in the liver (Vichaya et al., 2020). Altogether, these data suggest that 

while the method of microglial depletion impacts the central and peripheral immune responses to 

LPS, CSFR1+ cells are not required to mount LPS-induced sickness behavior. However, there is 

no known literature describing the effects of microglial ablation on LPS-induced BBB 

disruption. 
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3.3 Results 

3.3.1 Evening LPS causes persisting expression of inflammatory and glial 

activation transcripts 

 

Figure 3.1: Evening LPS causes persisting expression of inflammatory and glial activation 

transcripts. (A) Heatmap of selected gene expression in mouse cortex 6- vs 24- hours after final LPS 

injection at ZT1 or ZT12. Gene expression is normalized to ZT1 PBS 6 hpi group, Transcripts with 

significant TOD effect at 24 hpi are denoted with *. Scale is Z-Score of Log2FC. (B) Nos2 and Cybb 

graphed across time (significant TOD effects are denoted with *). (C) Full graphs of Nos2 and Cybb, split 

across 6- and 24- hours post-LPS. n = 3-5 mice per group for all experiments. For 6 hr timepoint, only 

main effect of LPS was significant, while in 24 hrs timepoint main effect of LPS and interaction are 

significant for both genes, and post-hoc test results are shown. *p<0.05, **p<0.01, ***p<0.005, 

****p<0.001. 
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In models of systemic LPS administration, peripheral cytokine mRNA levels peak 

between 0.5-3 hours post-LPS treatment, whereas BBB breakdown increases 6 hours post 

injection (hpi) (Ciesielska et al., 2021; Jangula & Murphy, 2013; Juskewitch et al., 2012; Singh 

& Jiang, 2004). To better characterize the diurnal dynamics of LPS-induced inflammation, we 

collected peripheral (lung) and CNS (cortex) tissue 6- and 24-hours after the final ZT1 or ZT13 

dose of LPS (6 hour time points were 1pm (ZT7) or 1am (ZT17)), and examined inflammatory 

mRNA expression of a subset of transcripts by qPCR. We saw no diurnal differences in lung 

cytokine production or percent weight loss between the ZT1 and ZT13-injected groups at either 6 

or 24 hours post-LPS, indicating that the CNS effects seen in this model of inflammation are not 

due to major diurnal variations in peripheral inflammatory response (Figure 3.2A, B). In cortical 

tissue, LPS strongly induced inflammatory gene expression at 6 hpi, but diurnal differences were 

not evident. However, at 24 hpi, several inflammatory genes (Tnfa, Cxcl5, and Nos2) showed 

increased expression in the Z13 LPS group – supporting our RNAseq data (Figure 3.1A). When 

comparing the 6 hpi to 24 hpi gene expression datasets, there is a sharp reduction in cortical 

inflammation at 24 hpi in all groups, though this resolution of inflammatory gene expression is 

mitigated in the ZT13 LPS group (Figure 3.1B, C). Conversely, markers of gliosis remain 

persistently elevated at both 6 and 24 hpi, with the microglial activation marker Cybb showing a 

diurnal difference 24 hours after LPS (Figure 3.1B, C). This indicates that the diurnal difference 

in inflammatory gene expression seen 24 hours after LPS administration may be due to 

decreased resolution of inflammation and microgliosis in mice treated with LPS at ZT13 

compared to those at ZT1. 
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Figure 3.2: Absence of diurnal rhythms in peripheral immune activation at 6 or 24 hours post-LPS. 

(A) Heatmap of selected gene expression in mouse lung tissue 6- vs 24- hours after final LPS injection at 

ZT1 or ZT12. Gene expression is normalized to ZT1 PBS 6 hpi group, Transcripts with significant TOD 

effect at 24 hpi are denoted with *. Scale is Z-Score of FC. (B) Percent weight lost in PBS or LPS treated 

mice at ZT1 or ZT13. (C) Volcano plot of differentially expressed genes (DEGs) from bulk RNAseq in 

LPS-treated mouse cortex, with a significant TOD and treated interaction by 2-way ANOVA. Red dots 

indicate transcripts with adjusted P value <0.05 and fold change >1.75 fold, and right upper area indicates 

higher expression in mice treated at ZT13. Nos2 is one of the greatest differentially expressed genes in the 

cortex. 

 

3.3.2 Evening LPS exposure induces increased hippocampal gliosis and 

perivascular microglial localization 

We next quantified micro- and astrogliosis by immunohistochemistry in the same groups 

of mice (ZT1 or ZT3 LPS) sacrificed at 6 or 24 hpi. At 6 hpi there were no diurnal effects on 

microgliosis as measured by IBA1 percent area in the hippocampus, although there was a 

treatment effect at only ZT13 (Figure 3.3A, C). Similarly, using GFAP as a marker for 



58 

 

astrogliosis in the hippocampus, there were no LPS or time effects found at 6 hpi (Figure 3.3B, 

C). However, there was a significant diurnal effect on IBA1 and GFAP immunoreactivity 24 

hours post LPS, the time at which we see robust BBB breakdown, with both microglia and 

astrocytes showing increased activation in the ZT13 LPS group (Figure 3.3C). Since the 24 hpi 

increase in astro- and micro-gliosis at ZT13 may also be coupled with changes in perivascular 

localization, we examined glial proximity to blood vessels at ZT13 (Mastorakos et al., 2021). We 

imaged CD31+ blood vessels and quantified the percent of perivascular (within 8 um of CD31) 

vs total amount of IBA1 and GFAP. We saw that LPS did not change GFAP localization, but 

there was a significant increase in perivascular IBA1 (Figure 3.3D). These data suggest that 

microglia may play a critical role in LPS-induced BBB breakdown.   
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Figure 3.3: Evening LPS exposure induces increased hippocampal gliosis and perivascular 

microglial localization. (A) Representative images of IBA1 and GFAP after 6h of PBS or LPS treatment. 

(B) Representative images of IBA1 and GFAP after 24h of PBS or LPS treatment. (C) Quantification of 

IBA1 and GFAP percent area in the hippocampus 6 or 24 hours post-LPS, normalized to ZT1 PBS group. 

n = 3-5 mice per group. (D) Volume of IBA1 colocalized within 8µm of CD31, normalized to total 

volume, at ZT13 24 hpi. n = 3 mice per group; 3-6 vessels imaged per mouse. Inset images are of the 

hippocampus at 40x magnification. Scale bars: 200um in (A) and (B), inset is 50um; 20um in (D). 
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3.3.3 Microglia are Required for LPS-Induced Neuroinflammatory BBB 

Breakdown at ZT13 

 

At baseline, capillary-associated microglia play an active role in maintaining BBB 

integrity. Ablating microglia with the CSFR1 antagonist Plexidartinib (PLX3397, referred to as 

PLX) alters vascular tone without changing pericyte coverage or astrocyte endfoot density (Bisht 

et al., 2021). During inflammation, PLX treatment protects against LPS-induced inner blood 

retinal barrier leak in the eye and microbubble-induced hemorrhage in the CNS (Kokona et al., 

2018; Mastorakos et al., 2021). To determine if microglia are required for LPS-induced BBB 

breakdown, we treated mice for 2 weeks with PLX prior to LPS administration. Since there was 

no observed effect of LPS on the BBB at ZT1, we only treated PLX (or control chow) mice at 

the ZT13 time point. Of note, a previous study shows that PLX administration does not impact 

behavioral circadian rhythms in mice (Matsui et al., 2023). As previously reported, we found that 

PLX treatment completely ablated IBA1+ cells (Figure 6B, C) in both PBS and LPS treated 

groups without altering peripheral immune responses or sickness behaviors (Figure 3.4A) 

(Vichaya et al., 2020). Despite microglia being the primary TLR4+ CNS-resident cell, LPS-

treated PLX mice had increased hippocampal GFAP (Figure 3.4B, C) as well as Serpina3n and 

Gfap upregulation (Figure 3.5A), suggesting that astrocyte activation in response to systemic 

LPS is independent of microglial function. However, despite these changes in astrocyte GFAP 

expression, ablating microglia through PLX administration reduced LPS-induced TNFa and 

Nos2 in cerebral cortex and completely protected against NaFL leak, indicating that microglia 

are required for inflammatory BBB breakdown (Figure 3.4D, E). 
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Figure 3.4: Microglia are required for LPS-induced inflammatory BBB breakdown at ZT13. (A) 

Peripheral cytokines and weight loss after 2 weeks of PLX3397 administration followed by 2d of PBS or 

LPS at ZT13. n = 5-6 mice per group. All graphs have significant main effect of LPS treatment only. (B) 

Representative images of hippocampal IBA1 and GFAP staining in control and PLX LPS-treated mice. 

Inset images are of the hippocampus at 40x magnification. (C) Quantification of IBA1 and GFAP 

hippocampal percent area. n = 2-3 mice per group. (D) LPS-induced cortical cytokine expression in PBS 

or LPS treated mice given control or PLX chow. n = 5-6 mice per group. (E) NaFL assay in PBS or LPS 

treated mice given either PLX or control chow. (F) NaFL assay from PBS or LPS treated mice given 

vehicle or aminoguanidine. Scale bars: 200um in (B), instep is 50um. 
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We next sought to manipulate astrocyte activation to determine its role in 

neuroinflammation caused by evening LPS exposure.  Since astrocytes are known to mitigate 

microglial reactivity after CNS-injury and are in close proximity to blood vessels, they are a 

prime candidate to serve as the first responders to LPS-induced peripheral cytokines (Hu et al., 

2023). Activation of the JAK2-STAT3 pathway is a critical step in astrocyte activation in disease 

models (Haim et al., 2015). In vitro, LPS-stimulation induces an astrocytic STAT3-dependent 

release of TNF, leading to a loss of endothelial cell barrier properties (H. Kim et al., 2022). Thus, 

we chose to target the astrocyte STAT3 pathway in our model, utilizing a previously described 

AAV9 viral vector which expresses a constitutively active form of JAK2 (JAK2ca) behind a 

truncated GFAP promoter (Ceyzériat et al., 2018). Activated JAK2 phosphorylates STAT3, 

which then translocates to the nucleus and regulates the transcription of pro- and anti-

inflammatory cytokines, including Tnf, Il-1b, and Il-6 (Minogue et al., 2012). To ensure global 

viral spread, we performed intracerebroventricular injections of this viral vector, or an identical 

control vector expressing eGFP instead of JAK2ca, at postnatal day 0 and waited until the mice 

were 2-months-old before administering i.p. LPS for two days at ZT13. Mice treated with AAV-

GFAP-JAK2ca showed increased hippocampal IBA1 and GFAP in response to LPS as compared 

to AAV-GFAP-eGFP treated animals, demonstrating that activating astrocyte JAK2-STAT3 

prior to LPS exposure enhances both micro- and astrogliosis in the brain (Figure 3.5B, C). 

However, we observed no increase in BBB permeability at baseline or in response to LPS in the 

AAV-GFAP-JAK2ca animals. (Figure 3.5D). This finding suggests that while astrocytes respond 

to LPS independently of microglia, astrocyte activation alone is insufficient to induce BBB 

breakdown at ZT13 – at least through the JAK2/STAT3 pathway.  
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Figure 3.5: Astrocyte activation is insufficient to induce BBB breakdown. (A) Serapina3n and Gfap 

expression in PBS or LPS mice treated with 2 weeks of control or PLX chow. n = 3 mice per group. (B,C) 

Representative images of IBA1 and GFAP in hippocampus of LPS treated GFP or Jak2ca injected mice, 

and quantification. n = 2-3 mice per group. (D) NaFL assay in PBS or LPS treated Jak2ca or GFP injected 

mice. n = 3-5 mice per group. 

 

Nos2 had the greatest fold change increase of any gene with a diurnal effect and was 

completely ablated with PLX treatment, so we next asked what role it plays in diurnal variation 
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in inflammatory BBB breakdown (Figure 2.5D and 3.4D). Nos2 encodes inducible nitric oxide 

synthase (iNOS) which is highly expressed by microglia and known to induce BBB breakdown 

(Boje, 1996; Fan et al., 2011; Kong et al., 1996). To test the role of iNOS in LPS-mediated BBB 

breakdown at ZT13, we co-administered the iNOS inhibitor aminoguanidine (AG) with LPS in 

our typical paradigm. We found that AG co-administration for 2 days protected against 

inflammatory BBB breakdown at ZT13 in the hippocampus (Figure 3.4F). Although there is a 

similar trend, the protective effect of AG is not significant in the cortex or cerebellum – perhaps 

due to stronger LPS-induced leak in those areas (Figure 3.4F and 2.1C). Altogether these data 

suggest that microglia have an exaggerated response to peripheral inflammation in the evening, 

triggering increased cytokine production and altered endothelial cell function - potentially 

through Nos2. 

 

2.4 Discussion 
 

We found that TOD differences in inflammation only existed in cortical tissues 24 hours 

after LPS administration. While 6 hours post-LPS induced a robust, TOD-independent 

inflammatory response with a drastic increase in pro-inflammatory cytokine expression at both 

ZT1 and ZT13, by 24 hours post injection (hpi) there was a sharp reduction in 

neuroinflammation – with greater resolution in ZT13 LPS-treated mice. Interestingly, we found 

that this trend did not hold with glial activation genes, which remained high between both 6 and 

24 hours post-LPS. We found that this persisting glial activation in response to evening LPS was 

associated with increased BBB permeability, which could be abrogated by microglial ablation or 
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iNOS inhibition but cannot be elicited through astrocyte activation. Thus, the time of day of an 

inflammatory insult influences neuroinflammatory response and BBB integrity. 

Since LPS induces BBB breakdown both when administered systemically as well as 

directly to the CNS, it is difficult to disentangle the role of rhythms in peripheral and central 

inflammation (Banks et al., 2015; Mayhan, 1998). Brain endothelial cells (BECs) are TLR4+ and 

trace amounts of LPS has been found in them up to 30 minutes after peripheral injection; 

however, LPS was not found directly in the brain parenchyma (Singh & Jiang, 2004). This 

indicates that rather than interacting directly with CNS-resident cells, LPS most likely acts 

indirectly on peripheral TLR4+ cells – including leukocytes as well as BECs – producing 

cytokines which can readily cross the BBB. Additionally, existing circadian sequencing 

databases have found that there are no circadian rhythms in TLR4 expression in BECs – 

suggesting that rhythmic neuroinflammatory responses to LPS occurs through CNS-resident cells 

(S. L. Zhang et al., 2021). Further supporting this claim, we found no diurnal variation in 

peripheral cytokines in our two-hit LPS model and observed that evening peripheral 

inflammation remains unaltered in PLX treated mice, despite the complete ablation of NaFL leak 

(Figure 3.4A,E). Additionally, astrocyte activation in the absence of TLR4+ microglia indicates 

that astrocytes are responding to peripherally derived cytokines rather than parenchymal LPS.  

Our data show that glia respond differently to LPS in the evening than in the morning, as 

both astrocytes and microglia showed increased reactivity 24 hours after evening LPS exposure. 

While microglia are not physically coupled to the NVU, they are still an intimate component of 

BBB function and increase perivascular localization during disease (Mastorakos et al., 2021). 

Using the CSFR1 antagonist PLX3397, we found that microglia are required for evening LPS-

induced BBB breakdown – despite persisting astrogliosis. While PLX3397 can exert off-target 
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effects, including inhibition of Flt and C-kit, our observation that PLX3397 did not change LPS-

induced inflammation in peripheral organs, but did impact the brain, strongly implicates 

microglia (Claeys et al., 2023). It is still possible other CNS-resident CSFR1+ cells, such as 

perivascular macrophages (PVMs), play a role in LPS-induced inflammation. During many 

inflammatory diseases PVMs increase in number and vessel coverage; however, it is likely they 

are actually promoting vessel integrity, since their ablation increases leukocyte extravasation 

(Polfliet et al., 2001; T. Yang et al., 2019). 

One way in which microglia impact BBB function is through the secretion of 

inflammatory mediators (R. Kang et al., 2020). Our data shows that the iNOS inhibitor 

aminoguanidine, given systemically, abrogated LPS-induced BBB breakdown at ZT13, 

suggesting that diurnal regulation of iNOS, particularly in microglia, may be a mechanism 

underlying the diurnal variation in susceptibility to inflammatory BBB breakdown. Our findings 

have several implications for human health. First, they might prompt investigation into diurnal 

variation in human BBB integrity in the setting of neuroinflammatory diseases. Second, the 

pathways that mediate this diurnal variation might be targeted therapeutically to prevent BBB 

breakdown in the setting of inflammatory diseases, particularly at times of peak vulnerability. 

Finally, diurnal susceptibility to inflammatory BBB permeability might be leveraged to allow 

better penetration of certain therapeutics, such as antibodies, into the brain. Chronotherapeutic 

regimens which incorporate information about diurnal BBB permeability dynamics may improve 

BBB penetration of anti-amyloid drugs, chemotherapies, and other agents. Our work, while a 

small first step, might open the door to such technologies.  
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2.5 Materials and Methods 
 

BBB assays: 100uL of 100mg/ml sodium fluorescein (Sigma-Aldrich: F6377) diluted in sterile 

PBS was injected subcutaneously, 45 minutes later mice were deeply anesthetized with i.p. 

pentobarbital (150mg/kg). 100uL of blood was collected by cardiac puncture before they were 

perfused with ice-cold PBS containing 3g/l heparin. Both hemispheres were dissected into 

regions and stored in pre-weighed tubes filled with 500uL PBS on ice. A small piece of 

peripheral and brain tissues were removed, flash frozen, and stored at -80°C for RNA analysis as 

described below. Tissue was weighed then homogenized for 3 minutes in a bullet blender and 

serum was added to a serum separator tube (BD Microtainer: 365967) before being spun down 

and diluted 1:200, tissue supernatant and serum were incubated 1:1 in 2% Trichloroacetic acid 

(Millipore Sigma: T9159) overnight (4°C). The samples were spun down again and diluted 1:1 in 

Borate Buffer (Honeywell: 33650) before being read on a plate reader along with a standard 

curve. Fluorescence per gram of CNS tissue was compared to fluorescence per uL of serum to 

determine the absolute amount of NaFL that crossed from the periphery to the brain for each 

mouse. 

4uL/g body weight of 2% Evans Blue (Sigma-Aldrich, E2129) was injected retro-

orbitally, 15 minutes later the mice were deeply anesthetized and perfused as described above. 

Whole brains were dissected out and imaged. 

 

Drug administration: LPS from escherichia coli O55:B5 (Sigma-Aldrich, L6529) was diluted to 

2mg/ml in PBS and stored at -80°C. Immediately before each injection, LPS stock was thawed 

and diluted to 0.5mg/mL in PBS before being injected (i.p.) at a dose of 2mg/kg. Each LPS stock 

was not thawed more than twice before being discarded. To avoid batch effects, enough LPS was 
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purchased at each time for an average of 3 experimental cohorts to be treated from the same 

stock. Mice were weighed each day prior to injection and the weight at the first day was used to 

determine dosing for the entire experiment. Aminoguanidine hydrochloride (Sigma-Aldrich, 

396494) was diluted in 5% DMSO in 0.9% Saline and injected (i.p.) at a dose of 150mg/kg. 

 

Immunohistochemsitry and Imaging: Immunohistochemical antibodies used in this study include: 

IBA1 (rabbit, Wako, 019-19741, 1:1000), GFAP conjugated to Alexafluor-647 (mouse, Cell 

Signaling Technologies, 3657S, 1:800), CD31 (rat, BD Pharmingen, 5500274, 1:250), and 

CLDN5 (mouse, Invitrogen, 35-2500, 1:100). 

Mice were anesthetized and perfused as described above. For immunohistochemistry 

experiments, one hemisphere was dissected into regions, flash frozen, and stored at -80°C for 

RNA analysis as described below. The other hemisphere was post-fixed in 4% paraformaldehyde 

for 12 hours (4°C), then cryoprotected with 30% sucrose in PBS (4°C) for 24 hours. Brains were 

then sectioned on a freezing sliding microtome in 50-micron serial coronal sections and stored in 

cryoprotectant solution (30% ethylene glycol, 15% sucrose, 15% phosphate buffer in ddH20). 

Sections were washed in TBS x 3, blocked for 60 minutes in TBSX (TBS+ 0.4% Triton X-100) 

containing 3% donkey serum, and incubated overnight at 4°C in primary antibodies diluted in 

TBSX containing 1% donkey serum. Sections were then incubated for 1 hour at room 

temperature in TBSX with 1:1000 donkey fluorescent secondary antibody and mounted on slides 

using Fluoromount-G (Southern Biotech 0100-01) before coverslipping. For all analyses of tight 

junction and endothelial markers, mice were perfused with 4% PFA for 3 minutes, the whole 

brain was collected, and post-fixed in 4% paraformaldehyde for 4 hours (4°C) before moving to 

30% sucrose for 24 hours (4°C). Brains were sectioned and stored as described above. Sections 

were blocked overnight in 1% Bovine Serum Albumin, 0.75% Triton x100, 5% donkey serum in 
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PBS (4°C) before incubating in primary antibody diluted in PS/2 (0.5% BSA, 0.25% Triton x-

100 in PBS) for 2 days (4°C). Sections were washed 3x in PS/2 then incubated for 2 hours at 

room temperature in PS/2 with 1:1000 donkey fluorescent secondary antibody, washed 2x in 

PS/2 and mounted as described above. 

All fluorescent imaging was done on a Keyence BZ-X810 microscope. In general, laser 

intensity and exposure times were selected for each cohort of samples after a survey of the tissue, 

in order to select appropriate parameters that could then be held constant for all slides in that 

imaging session. These values varied by antibody, but all sections in a given cohort were imaged 

under identical conditions at the same magnification. For standard image analysis of 

epifluorescent images (such as determination of % area for antibodies such as anti-GFAP), TIFF 

image files were opened using ImageJ and converted to 8-bit greyscale files. Images with the 

dimmest and brightest intensity of staining, as well as some mid-range examples, were used to 

determine an appropriate threshold value that could optimally capture the intended staining 

across all conditions in that cohort, based on the judgment of the investigator. That threshold was 

then held constant across all images in the cohort, and black and white images of selected 

regions of interest were generated and quantified as % area stained using the Analyze Particles 

function. At least 2 adjacent sections per mouse per region were analyzed and averaged. 

Perivascular gliosis analysis was done by taking 60x confocal images on a Zeiss LSM700 

of blood vessels, the images were then exported and further analyzed using Imaris 10.0. In short, 

treatment groups were blinded to the investigator and 3D volumes for each channel were 

determined per image to account for LPS-effects on glial cell morphology, then an extended 

surface a distance of 8um away from blood vessels was applied. The volume of the channel 

colocalized to the extended surface compared to total channel volume as well as the volume of 



70 

 

the 8um extended surface were measured. 40x images were taken with confocal resolution 

imaging and 2D maximum intensity projects were used for representative Images. 

 

Plexidartinib: Plexidartinib 3397 (PLX) was purchased from MedChemExpress (Hy-16749) and 

shipped to Research Diets, Inc (New Brunswick, NJ). PLX was formulated in AIN-76 diet at 

400ppm and irradiated. PLX or control (AIN-76) chow were fed to mice ad libitum for 2 weeks 

prior to all PLX experiments. 

 

RNA quantification: Tissue was homogenized in 500ul of Trizol with beads added before 

running in a bullet blender for 3 minutes. TRIzol samples were then subjected to chloroform 

extraction (1:6 chloroform:TRIzol, followed by thorough mixing, and centrifugation at (12500 x 

g for 15 minutes). RNA was then extracted from the aqueous layer using the PureLink RNA 

Mini Kit according to manufacturer’s instructions. RNA concentration was measured on a 

Nanodrop spectrophotometer, then cDNA was made using a high-capacity RNA-cDNA reverse 

transcription kit (Applied Biosystems/Life Technologies) with 250ng-1 mg RNA per 20mL 

reaction. Real-time quantitative PCR was performed with ABI TaqMan primers and ABI PCR 

Master Mix buffer on ABI StepOnePLus or QuantStudio 12k thermocyclers. Taqman primers 

(Life Technologies) were used, and mRNA measurements were normalized to b-actin (Actb) 

mRNA for analysis. For larger experiments, microfluidic qPCR array measurements were 

performed by the Washington University Genome Technology Access Center using a Fluidigm 

Biomark HD system, again using Taqman primers. RNA sequencing was performed and values 

normalized as previously described (McKee et al., 2022). Volcano plots were made using 

Enhanced Volcano R package, heatmaps were made using the Pretty heatmap package, and X-Y 
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plots were made using ggplot. Over-representation analysis dot plots of KEGG pathways were 

generated using the ClusterProfiler and enrichplot R packages. 

 

Viral vectors: Jak2 constitutively active viral vector was made at the Hope Center Viral Vector 

core using Mammalian Gene Collection cDNA for mouse Jak2 (Entrez ID 16452) generously 

gifted by Carole Escartin. Jak2ca cDNA was then packaged into an AAV9 envelope under 

expression of the truncated gfaABC1D promoter. A GFP tag was also included as a marker of 

Jak2ca expression. All viruses were administered via bilateral intracerebroventricular injection in 

newborn P0 pups as described previously (J.-Y. Kim et al., 2014). Two microliters of virus were 

injected at a concentration of 1.3x1013 gc/mL. 

 

Statistics: In all figures, graphs depict the mean + SEM, and N generally indicates the number of 

animals, unless otherwise noted in the figure legend. For confocal images, each datapoint depicts 

the mean of two sections with 6 technical replicates taken per section, each mouse is considered 

an N of 1. For TEM experiment, each datapoint depicts the mean for 28-32 technical replicates 

from one mouse, and each of these mean values is considered an N of 1. An F test was first 

performed for datasets with a single dependent variable and 2 groups, to determine if variances 

were significantly different. If not, 2-tailed unpaired T-test was performed. For datasets with 2 

dependent variables, 2-way ANOVA was performed, and if main effect was significant, Tukey 

multiple comparisons test was then added for appropriate sets of variables. Outliers were 

identified using Grubbs test and were excluded. Statistical tests were performed with GraphPad 

Prism software, version 10.0.2. P values greater than 0.1 were noted as not significant (NS). 

P<0.05 was considered significant and was note with asterisks indicating the p-value: *P<0.05, 

**<0.01, ***<0.005, ****<0.00 
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Study approval: All animal experiments were approved by the Washington University IACUC 

and were conducted in accordance with AALAC guidelines and under the supervision of the 

Washington University Department of Comparative Medicine. 7-week-old male C57/bl6J 

littermate mice were all obtained from Jackson Labs (Bar Harbor, ME) and allowed to acclimate 

for one week in our facilities before all experiments. For viral injection experiments embryonic 

day 18 timed-pregnant CD1 mice were ordered from Charles River (Wilmington, MA). Mice 

were housed in a 12-hour light/dark cycle (lights on at 6am and off at 6pm) and allowed ad 

libitum access to food and water unless otherwise stated. 
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Chapter 4: Astrocytic CXCL5 exacerbates 

plaque formation in a mouse mode of 

Alzheimer’s Disease 

4.1 Abstract 
Alzheimer’s disease (AD) is a devastating form of dementia and is the sixth-leading 

cause of death in the United States. AD is characterized by the accumulation of toxic protein 

aggregates – including extracellular amyloid-beta plaques and intracellular tau fibrils – as well as 

glial activation and neuronal cell death. Severe stages of AD are coupled with BBB disruption 

and peripheral immune cell infiltration. Sleep and circadian rhythms disruption, such as shift 

work, is associated with an increased risk of developing AD; however, AD patients also show 

altered circadian rhythms, suggesting there is a bidirectional relationship between circadian 

rhythms and AD. Previous studies from our lab have found that ablating the molecular clock 

protein Bmal1 in astrocytes in a mouse model of AD protects against tau spread but does not 

alter amyloid plaque deposition. Since BMAL1 is a ubiquitous transcription factor, we 

considered that these discrepancies may be due to conflicting, non-circadian effects. To address 

this concern, we directly modulated one of the top dysregulated genes in an astrocyte Bmal1 

deficient mouse – the pro-inflammatory cytokine CXCL5. We found that overexpressing CXCL5 

specifically in astrocytes significantly increased amyloid-beta (Aβ) percent area as well as Aβ 

plaque count, with an increase in the number of small plaques. This increase in amyloid-beta 

occurred independently of glial activation, with a trending decrease in markers of astro- and 

microgliosis when controlling for Aβ volume. Altogether, this data suggests Cxcl5 

overexpression alters microglial and astrocytic sensitivity to Aβ, rendering them unable to 
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perform protective functions, such as decreased clearance, uptake, or degradation – leading to 

increased plaque seeding. 

 

4.2 Introduction 
 

Alzheimer’s disease (AD) is a progressive neurodegenerative disease, and it is currently 

the most common form of dementia as well as the sixth-leading cause of death in the United 

States (“2023 Alzheimer’s Disease Facts and Figures,” 2023). As the disease worsens, patients 

experience severe cognitive decline, including changes in behavior and mood and progressive 

memory loss (Long & Holtzman, 2019). The main pathology of AD includes the accumulation of 

extracellular misfolded amyloid-beta protein plaques and intracellular tau tangles, which 

ultimately result in neuronal death. However, neuroinflammation and amyloid-beta plaque 

deposition may long precede significant neuronal loss, tau pathology, and the onset of cognitive 

decline – leading to debate about the underlying mechanisms behind disease progression (Long 

& Holtzman, 2019; Majerova et al., 2019; Sofroniew & Vinters, 2010).  

The central nervous system (CNS) is distinct from the periphery in that it lacks typical 

adaptive and innate immune cells at baseline. Instead, CNS homeostasis is maintained by glial 

cells, namely microglia, astrocytes, and oligodendrocytes. Microglia quickly respond to 

pathogens and injury in the CNS. For example, in response to neuronal death or injury, such as 

alpha-synuclein in Parkinson’s Disease or amyloid-beta in Alzheimer’s Disease, microglia adapt 

an activated, reactive state – termed microgliosis. Activated microglia release proinflammatory 

markers including TNF-alpha and interleukins (IL-6, IL-1, and IL-8) which in turn promote 

astrogliosis (J.-S. Park et al., 2021). When activated, astrocytes release additional 
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proinflammatory cytokines and may modulate extracellular tau spread through increased uptake 

or degradation – making them important players for mitigating or exacerbating AD pathology 

and neuronal damage (Sheehan et al., 2023). This increase in neuroinflammation may be the 

underlying trigger for cognitive decline in AD and can create a positive feedback loop through 

which neuronal death and plaque load are worsened (J.-S. Park et al., 2021; Sofroniew & 

Vinters, 2010). Astrocytes have a unique morphology, with a multitude of processes which both 

integrate into the synaptic cleft - potentially allowing them to modulate tau spread - as well as 

wrap around blood vessels (Allen et al., 2012; Blanco-Suarez et al., 2018; Christopherson et al., 

2005; Ezan et al., 2012). These perivascular astroglial endfeet provide trophic support to the 

underlying endothelial and mural cells, together forming the blood-brain-barrier (BBB). The 

BBB serves as a selectively permeable barrier, preventing certain neurotoxic molecules and 

peripheral immune cells from entering the CNS (Mastorakos et al., 2021; Pulido et al., 2020). In 

cases of neural injury and neuroinflammation, the BBB can break down, disrupting CNS 

homeostasis (Erickson et al., 2023; Jana et al., 2022). It is hypothesized that BBB breakdown 

during these heightened states of neuroinflammation can contribute to increased infiltration of 

peripheral T cells, which may serve to further exacerbate AD pathology (X. Chen et al., 2023). 

Our lab focuses broadly on answering questions related to the role of circadian dysfunction, glia, 

and neuroinflammation in the development of neurodegenerative diseases. More specifically, we 

are interested in determining mechanisms by which circadian clock disruption in glia, including 

astrocytes, can mediate the breakdown of the blood-brain barrier, influence neuroinflammation, 

and affect plaque accumulation in mouse models of Alzheimer’s disease.  

Alzheimer’s disease pathology is influenced by sleep and the body’s natural circadian 

rhythms. Poor sleep and fragmentation of circadian rhythms have been shown to be associated 
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with amyloid-beta plaque deposition and tau accumulation (Ju et al., 2013; Musiek et al., 2018; 

Musiek & Ju, 2022). While the exact mechanism in unknown, this correlation could be due to 

disruption of circadian rhythms. Internal circadian rhythms are maintained by peripheral cellular 

clocks, which are regulated and tuned to daily light cycles by the pacemaker clock - the 

suprachiasmatic nucleus (SCN) within the brain. Molecularly, each circadian clock consists of a 

transcription-translation feedback loop (TTFL) with a positive arm and a negative arm. BMAL1 

(ARNTL) is the core protein involved in the positive loop of the TTFL, which heterodimerizes to 

other transcription factors, CLOCK or NPAS2 to induce transcription of the Per and Cry genes. 

The PER, CRY, and REV-ERB proteins comprise the negative arm of the TTFL and inhibit 

activity of BMAL1 (for further discussion see 1.1.2 Circadian Rhythms – Entrainment and the 

Molecular Clock) (Kanan et al., 2024; McKee et al., 2022). These peripheral clocks regulate a 

variety of cellular functions and homeostasis including metabolism, inflammation, and oxidation 

(Bass & Takahashi, 2010; Kanan et al., 2024; Musiek et al., 2018). Notable, deletion of BMAL1 

completely abrogates core clock function, and can be used as a genetic model of circadian 

rhythm disruption, though BMAL1 does have some non-circadian function (Lananna et al., 

2018; Musiek et al., 2013). Currently, conflicting data exists about the specific role of BMAL1 

in neurodegenerative diseases such as Alzheimer’s disease. Previous literature has shown that 

global BMAL1 knockout increases amyloid-beta plaque burden (Kress et al., 2018). However, 

studies investigating astrocyte-specific BMAL1 knockout (BmKO) have found that while 

astrocytes appear more reactive, actual amyloid plaque burden does not change (McKee et al., 

2022). Furthermore, astrocyte specific BmKO appears to be protective against tau accumulation 

by inducing protective astrocyte activation with increased autophagic function (Sheehan et al., 

2023). 
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Although there was no change in plaque load in an astrocyte specific BmKO, it is 

possible that non-clock, transcription factor functions of BMAL1 may be causing conflicting 

results, or that BMAL1 might regulate some pro- and some anti-plaque pathways which 

counteract one another. To address this concern, we examined differentially expressed genes in 

an RNAseq dataset derived from bulk cortex tissue from astrocyte specific BmKO (Aldh1l1-

CreERT2;Bmal1f/f) mice and Cre- control littermates (Fig. 4.1 A,B).  We observed that Cxcl5 is 

the fifth most upregulated gene in Cre+ mice, increasing by more than 10-fold, as compared to 

Cre- controls (Figure 4.1A, B). CXCL5 is chemokine and potent neutrophil chemoattractant that 

is necessary for neutrophil extravasation in peripheral lung tissue (Li et al., n.d.). Interestingly, 

neutrophils in an AD mouse model have also been shown to worsen plaque load and cognition 

(Zenaro et al., 2015). Furthermore, unpublished in vivo translating ribosome affinity 

purification-RNAseq (TRAP-seq) data from our lab reveals that the Cxcl5 transcript shows 

circadian rhythms in astrocytes, and the amplitude of this rhythmicity increases in the presence 

of amyloid plaque pathology, as well as colocalization of CXCL5 and GFAP at the protein level 

using immunohistochemistry (Figure 4.1C). Because Cxcl5 was massively upregulated in 

astrocytes in response to Bmal1 deletion, shows circadian rhythms in astrocytes in vivo, and has 

been implicated in neuroinflammation and BBB function, we hypothesized that Cxcl5 may 

mediate effects of astrocyte Bmal1 deletion on AD pathology. Thus, we examined the impact of 

astrocytic Cxcl5 overexpression of AD pathology in a mouse amyloid plaque model. 
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Figure 4.1: Astrocytic Cxcl5 is rhythmic and under control of Bmal1. (A, B) Heatmap and volcano plots of 

differentially expressed genes under astrocyte-specific Bmal1 deletion show that cxcl5 is the fifth most upregulated 

gene. Figure from (McKee et al., 2022). (C) Cxcl5 is rhythmically expressed in astrocytes and gains amplitude in the 

presence of Aβ. Figure from unpublished work by P. Sheehan. (D) 5xFAD mice were injected with cxcl5-

overexpression virus at P0 and allowed to age to 5 months. (E) Representative images show the GFP viral tag within 

the whole brain, the piriform cortex, hippocampus, and cortex which were analyzed for changes in plaque 

deposition. n = 10 mice per group. Scale bar = 1000 µm. 

 

 

 



79 

 

4.3 Results 
 

4.3.1 Cxcl5 overexpression causes an increase in plaque deposition within the 

piriform cortex 

 

To analyze how overexpression of astrocytic Cxcl5 affects amyloid-beta (Aβ) plaque 

deposition and characterization in an AD model, we used 5xFAD mice, which express human 

amyloid precursor protein (APP) and presenilin 1 (PS1) genes bearing five mutations which 

cause familial Alzheimer’s disease. These mice develop progressive amyloid plaque pathology 

and associated neuroinflammation starting around 3 months of age (Oakley et al., 2006). We 

performed intracerebroventricular injections of adeno-associated type 8 viral vector (AAV8) at 

postnatal day 0 (P0) in 5xFAD pups, ensuring global spread throughout the cortex (Figure 4.1D, 

E). Control mice were injected with an AAV8-GFAP-GFP virus, while experimental mice were 

injected with an AAV8-GFAP-CXCL5-IRES-GFP virus – the GFAP promoter allowed us to 

target specifically astrocytes. We sacrificed mice at 5 months and validated viral spread by 

quantifying the spread of GFP across brain regions (Figure 4.1D). We observed increased GFP 

fluorescence in cells that were morphologically consistent with astrocytes in the cortex, piriform 

cortex, thalamus, but not in the hippocampus (Figure 4.1E). 

To determine the effect of Cxcl5 overexpression (Cxcl5-OE) on plaque load, we aged 

male and female mice (13m/10f) to 5 months old, then stained sections for X34, a marker for 

fibrillar amyloid plaques. Using the regions of interest defined in Figure 4.1E, we quantified both 

percent area as well as individual plaque count and found that Cxcl5-OE mice had significantly 

greater X34 percent area across the whole brain – and that this difference was primarily driven 

by the piriform cortex (Figure 4.2A, B). We next sought to determine if Cxcl5-OE altered APP 

processing, which would suggest altered Aβ production, by examining a subset of transcripts by 
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qPCR. We saw no difference in APP processing genes or in transcripts related to inflammation 

(Il6, Tnfa) between the GFP and Cxcl5-OE groups (Figure 4.2C-E), despite the increase in Aβ 

plaque load. Cxcl5-OE mice did have a significant increase in Cxcl5, confirming the efficacy of 

the model described in Figure 4.1D. 
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Figure 4.2: Cxl5 overexpression causes an increase in plaque deposition. (A) Representative images of x34 in 

the whole brain, inset images are of the piriform cortex. (B) Quantification of x34 percent area and plaque count in 

the whole brain and piriform cortex. (C) Heatmap of inflammatory and APP processing genes from cortical tissue, 

scale is Z-Score of Log2FC. (D) Two-tailed t-test of APP, Adam10, Bace1, and Psen1 from GFP or CXCL5 injected 

mice. (E) Two-tailed t-test of TNFa and Cxcl5 from GFP or CXCL5 injected mice n = 10-13 mice per group. Scale 

bars = 5 µm 
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4.3.2 Plaque deposition occurs independently of glial activation 

 

To understand if the increase in plaque load is driven through decreased glial Aβ 

clearance or uptake in Cxcl5-OE mice, we next examined the response of glial cells. Similarly, to 

the chosen markers of APP processing and inflammation, we found that there was no significant 

effect of astrocytic Cxcl5 overexpression on expression of transcripts related to gliosis (Figure 

4.3A). However, there could be physiological effects of CXCL5 on astrocyte and microglial 

morphology and function that are not determined by gene expression alone. We quantified astro- 

and microgliosis through GFAP and IBA1 staining, respectively, in the piriform cortex. We saw 

that there were no differences in overall GFAP or IBA1 immunoreactivity, despite the significant 

increase in X34+ plaque load in this region – suggesting that there may be a “glial fatigue” 

phenotype where glial cells interact less with their surrounding Aβ plaques (Figure 4.3B and C). 

To determine if there is an effect of Cxcl5-OE on astrocyte clustering, we measured the volume 

of total GFAP compared to peri-plaque GFAP (within a 20µm diameter of each plaque, 

quantifying 6 plaques per mouse. We found that there was no significant difference in astrocytic 

clustering around plaques (Figure 4.3.2D). Interestingly, we found that Cxcl5-OE mice have a 

significant positive correlation (p = 0.0018) of GFAP percent area and X34 plaque count, 

whereas the GFP group has a significant negative correlation (p = 0.0588) (Figure 4.3E). There 

was no effect of Cxcl5-OE on periplaque IBA1 clustering or correlation with x34+ plaque count 

(data not shown). 
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Figure 4.3: Increased plaque deposition in the piriform cortex occurs independently of glial activation. (A) 

Cortical GFP vs Cxcl5-OE gene expression data from select markers of astro- and micro-gliosis, scale is Z-Score of 

Log2FC. (B) GFAP and IBA1 representative images and quantification in the piriform cortex. (C) Representative 

images of periplaque GFAP. (D) GFAP and IBA1 area correlated to x34 plaque count in the piriform cortex for both 

GFP and Cxcl5-OE mice. (E) Correlation between GFAP percent area and x34 plaque count in the piriform cortex 

per each mouse. n = 10-13 mice per group. Scale bars in (B) are 1000 µm, (D) are 50 µm 
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4.3.2 Astrocytic Cxcl5 increases Aβ deposition without altering plaque 

morphology 

 

We next characterized plaque morphology through co-staining with X34 and the anti-Aβ 

antibody HJ3.4 antibodies and conducting volumetric analysis on a per plaque basis. While X34 

only labels the fibrillar compact core of the plaque, HJ3.4b labels the non-fibrillar amyloid as 

well, often labeling less compacted plaques material around the edges of the plaque (Mahan et 

al., 2022). We quantified the volume of both Aβ stains within the piriform cortex and found no 

significant difference between the control or Cxcl5-OE groups for either x34 or HJ3.4 volume on 

a per-plaque basis (Figure 4.4A). Upon further inspection of the z-stack confocal microscopy 

images, we noticed that the HJ3.4 antibody had not fully penetrated the entire amyloid-beta 

protein in each plaque and created a “halo” around the x34+ portion of the plaque (Figure 4.4A). 

These “halos” were present using both Imaris and FIJI quantification software and persisted 

across multiple rounds of x34 and HJ3.4 co-stains, thus we determined these to be an artificial 

effect of poor penetration of the HJ3.4 antibody. To ensure there was no effect of Cxcl5-OE on 

HJ3.4 plaque penetration, we measured the colocalization of X34 and HJ3.4 found no significant 

difference (Figure 4.4A). To address this issue in our analysis, we compared x34 volume to the 

“Total Aβ” volume (the combined X34 and HJ3.4 volumes subtracted by the colocalization of 

the two). While we observed a slight trending increase in the X34:Total Aβ volume in the Cxcl5-

OE mice, there was no overall statistically significant difference between the treatment groups 

(Figure 4.4B). 

Since we found an increase in Aβ plaque count without a change in plaque composition, 

we next asked if there was an increase in the number of small Aβ plaques. We counted the 

number of individual plaques in both the whole brain and piriform cortex and binned the number 

of plaques based on size. When looking at the number of plaques in the smallest two bins 
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(approximately the lower 10% of all plaques) Cxcl5-OE mice had a significant increase in plaque 

count in both the piriform cortex and whole brain (Figure 4.4C and D). 

  
Figure 4.4: Astrocyte CXCL5 increases Aβ deposition without altering plaque morphology. (A) x34 and HJ3.4 

co-staining and quantification. (B) Representative images and quantification of x34 and total Aβ ratio. (C) 

Histogram of x34 plaque counts of 8 out of 23 of the smallest sized plaques in the piriform cortex. Two-tailed t-test 

of the smallest two bins. (D) Histogram of x34 plaque counts of 8 out of 17 of the smallest sized plaques in the 

whole brain. Two-tailed t-test of the two smallest bins. n = 10-13 mice per group. Scale bars = 50 µm 
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4.4 Discussion 
 

While previous studies from our lab have found that Cxcl5 is rhythmically expressed in 

astrocytes and under BMAL1 control (McKee et al., 2022), it is still unknown what function 

CXCL5 serves during Alzheimer’s disease (AD). Our current findings suggest that CXCL5 alters 

glial responsiveness to Aβ, causing an increase in plaque load. We found that there was the 

greatest viral expression in the piriform cortex and that this tracked as the region with the 

greatest Cxcl5-OE effect on X34 – both for percent area as well as number of individual plaques. 

This increase in Aβ in the piriform cortex occurred without an increase in APP processing genes 

or general markers of inflammation and gliosis. We also found that Cxcl5-OE did not increase 

glial clustering around plaques or change plaque morphology, although there was an astrocyte 

specific increase in positive correlation between GFAP and x34. This increase in astrocyte 

association with X34 plaque count was coupled with an increase in the number of small plaques 

– indicating either an increase in plaque condensation or deposition of nascent plaques. 

The lack of increased gliosis or inflammation despite the increase in Aβ opposes the 

expected trend. Canonically, the greater the amount of AD pathology, the more inflammation 

and glial activation occurs. We propose that there may be an increase in glial “tolerance” for Aβ, 

where the increase in plaque pathology no longer induces the same increase in glial activation 

and release of pro-inflammatory cytokines. Additionally, Cxcl5-OE may be altering glial 

migration, leading to an absence of change in our periplaque clustering data. Mass production of 

the chemokine CXCL5 could induce widespread cell migration, causing there to be less focused 

glial clustering around plaques. However, the increase in positive correlation between GFAP and 

x34 suggests that Cxcl5-OE mice may have increased astrocyte sensitivity, since there was a 

stronger correlation between greater plaque burden and astrogliosis in these mice. Interestingly, 
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this correlation does not hold for IBA1, suggesting perhaps there is a cell-type specific effect of 

GFAP-specific Cxcl5-OE with increased astrocyte sensitivity to Aβ leading to disrupted cell 

migration and ultimately less microgliosis and pro-inflammatory cytokine release. 

 

4.5 Materials and Methods 
 

Mice: All mouse experiments were conducted in accordance with protocols approved by the 

Washington University in St. Louis Institutional Animal Care and Use Committee (IACUC). 

5xFAD mice were obtained from The Jackson Laboratory (stock number: 034848-JAX) and 

were bred at Washington University in St. Louis. All cohorts of mice were mixed sex and 

consisted of only 5xFAD+ littermates from several breeding cages. All mice were housed under 

12-h light/12-h dark conditions with food and water available ad libitum. 5xFAD mice were 

harvested at 5 months of age. 

 

Viral vectors and administration: Cxcl5 overexpression viral vector was made at the Hope 

Center Viral Vector core using Mammalian Gene Collection cDNA for mouse Cxcl5 (Entrez ID 

20311). Cxcl5 cDNA was then packaged into an AAV8 envelope under expression of the full 

GFAP promoter. An eGFP tag was also included as a marker of Cxcl5 expression. All viruses 

were administered via bilateral intracerebroventricular injection in newborn (P0) 5xFAD pups as 

described previously. Two microliters of virus were injected at a concentration of 1x1013gc/mL. 

 

Immunohistochemistry and imaging: The following immunohistochemical antibodies used in this 

study include:  x34 (in DMSO, Sigma-Aldrich, 1954-5MG, 1:2000), HJ3.4 (biotinylated, 

obtained from D. Holtzman, 1:2000), GFAP conjugated to Alexafluor-647 (mouse, Cell 
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Signaling Technologies, 3657S, 1:800), Iba1 (rabbit, Wako, 019-19741, 1:1000), DAPI (Thermo 

Fisher Scientific D1306). 

Mice were anesthetized via intraperitoneal injection of pentobarbital (150 mg/kg) before 

they were perfused with ice-cold Phosphate Buffered Saline (PBS) containing 3 g/L heparin. One 

hemisphere was post-fixed in 4% paraformaldehyde (PFA) for 24 hours at 4ºC. The tissue was 

then cryoprotected with 30% sucrose in PBS at 4ºC for 48 hours. Brains were sectioned on a 

freezing sliding microtome in 50-micron serial coronal sections. Tissue sections were stored at 

4ºC in a cryoprotectant solution containing 30% ethylene glycol, 15% sucrose, and 15% 

phosphate buffer in ddH2O. For staining, tissues were washed 3x 15 minutes in TBS, then 

incubated at room temperature for 1 hour in 0.25% TBSX (TBS and Triton X) containing 3% 

donkey or goat serum. Tissues were incubated at 4ºC overnight in 0.25% TBSX containing 1% 

donkey or goat serum and diluted primary antibodies. The next day, sections were washed 3x 15 

minutes in TBS, then incubated at room temperature in 0.25% TBSX containing diluted 

fluorescent secondary antibodies (1:1000). Sections were mounted on slides using Fluoromount-

G (Southern Biotech 0100-01) before coverslipping. For x34 staining, sections were incubated at 

room temperature for 20 minutes in x34-containing staining buffer (1:500 10N NaOH added to 

an aliquot of x34 Wash Buffer). Sections were then washed 3x 2 minutes at room temperature in 

x34 Wash Buffer (60% PBS, 40% EtOH) followed by 2x 5 minutes in PBS.  

All fluorescent imaging was done using a Keyence BZ-X810 microscope. Values for 

laser intensity and exposure time varied by antibody, but all sections in a given IHC cohort were 

imaged under identical conditions at the same magnification. To choose laser intensity and 

exposure time, the tissue was widely surveyed to pick parameters that would result in the clearest 

images for each antibody in the cohort. For image analysis of plaque and glial cell count and 
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percent area, TIFF images were opened in FIJI and converted to grey-scale 8-bit files. 

Appropriate threshold levels were utilized to capture the intended staining across all files, as 

determined by the investigator. The selected threshold remained constant for all images in the 

cohort, and regions of interest (ROIs) were created for brain regions including the whole brain, 

the cortex, the hippocampus, the thalamus, and the piriform cortex. ROIs were quantified as 

percent area using the Analyze Particles function on FIJI.  

40x confocal images were taken using the ZENS Software on a ZEISS Zens confocal 

laser scanning microscope. Confocal images were saves as .lsm files and analyzed using the 

IMARIS visualization and analysis software at the Washington University Center for Cellular 

Imaging (Version 10.0, Bitplane, South Windsor, CT, USA). To quantify volumes of each 

antibody (GFAP x34 and HJ3.4), 3D surfaces with detail ranging from 0.4 to 0.8 microns were 

made for each marker. The Batch Process Colocalization function was used to colocalize 

volumes of x34, HJ3.4, and GFAP. The Intensity Mean function was used for GFAP periplaque 

analysis. For each mouse, the volume for each antibody marker was averaged over three plaques 

across two independent tissue sections for a technical replicate of 6.  

 

Rna quantification and fluidigm analysis: 500 L of TRIzol was added to Eppendorf SafeLock 

tubes containing beads and tissue samples. Tissue was homogenized in a bullet blender at speed 

level 8 for 3 minutes. The TRIzol tissue samples were then subjected to chloroform extraction 

(1:6 chloroform:TRIzol), followed by mixing and centrifugation at 12500g for 15 minutes. RNA 

was extracted from the aqueous layer using the manufacturer’s instructions included in the 

PureLink RNA Mini Kit. RNA concentration was measured on a Nanodrop spectrophotometer. 

From the RNA, cDNA was made using an RNA-cDNA reverse transcription kit (Applied 
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Biosystems/Life Technologies) with 0.5-2.2 L of RNA per 20 L reaction. Quantitative PCR 

(qPCR) was performed with ABI Taqman primers and ABI PCR Master Mix Buffer on ABI 

StepOnePlus or QuantStudio 12k thermocyclers. Taqman primers (Life Technologies) were used 

and mRNA measurements were normalized to b-Actin (Actb) for analysis. The microfluidic 

qPCR array measurements were performed by the Washington University Genome Technology 

Access Center using a Fluidigm Biomark HD program and Taqman primers. Heatmaps were 

created using the Pretty heatmap package on R, and the volcano plot was created with the 

Enhanced Volcano R package.  

 

Statistics: For all figures, statistical 2-tailed T tests were performed with GraphPad Prism 

software version 10.1.2. Outliers were determined using the Grubb’s test with a significance 

level of Alpha = 0.05 and were excluded. Graphs depict the mean + SEM, and significance level 

is depicted with asterisks. P-values greater than 0.1 were denoted as not-significant (ns), while P-

values less than 0.05 were denoted as significant (*P < 0.05; **P<0.01).  
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Chapter 5: Future Directions 
 

Light, sleep, and internal circadian rhythms all play critical roles in basic biological 

function as well as regulating inflammation and disease progression. In this thesis, we addressed 

how light and circadian rhythms drive neuroinflammation during acute innate immune activation 

as well as how cell-intrinsic circadian rhythms impact chronic neurodegenerative disease 

pathology. Here we will describe the main findings from each project and discuss future 

directions and potential additional experiments that may address unanswered questions. 

In the first project, we examined the role of circadian rhythms and light in driving diurnal 

variations in inflammatory blood-brain barrier (BBB) disruption. Using a two-hit LPS model, we 

found inflammatory BBB breakdown induced the leak of small, inert tracers and that there was 

significantly greater leak following LPS exposure in the evening compared to the morning. 

Interestingly, this diurnal variation in small molecule leak persisted in mice kept in an inverted 

light cycle for 1 day; however, keeping the mice in constant darkness completely protected 

against this effect. Together these experiments suggest an interaction between both light and 

circadian rhythms in driving inflammatory BBB breakdown. While genetic manipulation of 

clock proteins, such as BMAL1, may have off-target non-circadian effects, using a BMAL1 

deficient mouse could further disentangle cellular circadian rhythms from the presence of 

zeitgebers. We considered using cell-specific BMAL1 knockout models; however, since 

previous literature suggests that brain-specific BMAL1 deficient mice have BBB dysfunction at 

baseline (Nakazato et al., 2017) we determined altered light schedules were the optimal method. 

Beyond understanding the upstream circadian cause for time-of-day differences in BBB 

dysregulation, additional experiments may also allow us to better understand the mechanism. We 
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found increased plasma membrane ruffling and vesicle formation in mice treated with LPS in the 

evening. By doing additional ultrastructural analysis coupled with injecting electron dense 

tracers, such as horseradish peroxidase, we could confirm that endothelial cells are increasing 

luminal uptake through transcytosis. Size exclusion or timing assays could also give us insight 

into the kinetics of the leak. Using various sized fluorescent dextrans would provide spatial 

resolution, while perfusing mice at various time points after tracer administration would address 

how quickly tracers are able to leak across the BBB. Finally, while bulk tissue RNA-sequencing 

was able to identify inflammatory and BBB associated genes as the most dysregulated pathways 

during evening LPS exposure, cell-specific transcriptomic analysis may provide further insight 

into the cell type involved in this phenomenon. Single cell RNA-sequencing would allow 

profiling for microglial subpopulations; however, astrocytic RNA is harder to capture. We would 

suggest using a cell-specific system such as translating ribosome affinity purification (including 

peripherally associated processes) or transgenic astrocyte cell labeling prior to cell sorting and 

sequencing. 

The second project was a continuation of the first, where we answered questions around 

what cell types are involved in inflammatory BBB dysregulation and how peripheral LPS 

administration triggers widespread neuroinflammation. We found that peripheral and central 

markers of inflammation peak 6 hours after LPS exposure, and that 18 hours later (24 hours post 

injection) there is a sharp decline in peripheral and central inflammation – with reduced 

neuroinflammatory resolution in mice treated with LPS during the evening. This data suggests 

that, in this two-hit model of LPS, time-of-day differences in inflammatory BBB breakdown 

occur independently of rhythms in peripheral inflammation. An interesting next step may be to 

isolate the neuroinflammatory response by using a CNS-specific inflammatory stimuli such as 
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stereotactic LPS injections or traumatic brain injury. However, it is important to consider the 

high baseline BBB disruption in these models may create a ceiling effect where it is impossible 

to distinguish a time-of-day increase. Notably, we found that the diurnal variation in 

neuroinflammatory resolution did not hold for markers of glial activation which remained 

similarly upregulated between 6 and 24 hours post-LPS.  

In addition to the persisting upregulation of glial activation genes, we also found 

increased hippocampal astro- and micro- gliosis 24 hours post-LPS. This gliosis was coupled by 

increased microglial perivascular localization, with microglial ablation completely protecting 

against evening LPS-induced BBB breakdown. Further characterization of microglia such as 

branching analysis, ultrastructural characterization of cortical capillaries in PLX-treated mice, or 

single-cell RNAseq may provide additional mechanistic insights. Additionally, there are possible 

off-target effects PLX treatment, either due to the high sucrose chow the drug is formulated in or 

the ablation of other CSFR1+ CNS-resident immune cells. To address these concerns, we suggest 

alternate genetic microglial ablation methods such as using the diphtheria toxin Cx3cr1-DTR 

model or using the fms-intronic regulatory element (Csf1rΔFIRE/ΔFIRE) mice. Additionally, while 

PLX protecting against all LPS-induced BBB leak without altering peripheral immune responses 

suggests that inflammatory BBB breakdown is due to CNS-specific responses, it is possible that 

the protective effects of systemic aminoguanidine (AG) administration are due to a dampened 

peripheral immune response. Since global Nos2-deficient mice are LPS-lethal, a strategy for 

isolating the central and peripheral immune response could be central inhibition of iNOS, either 

through central administration of AG by microdialysis, or via the generation of a cell-specific 

Nos2-deficient mouse. 
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The third chapter of this thesis moved away from peripheral models of acute 

inflammation, and instead focused on chronic neurodegeneration using the 5xFAD mouse model 

of Alzheimer’s disease (AD). Using existing RNA-sequencing databases we selected Cxcl5 as a 

candidate gene due to its strong upregulation in a Bmal1-deficient animal as well as its 

rhythmicity in specifically astrocytes. We found that Cxcl5 overexpression (Cxcl5-OE) in 

astrocytes increased amyloid-beta (Aβ) plaque pathology in the piriform cortex and that this may 

be due to increased astrocyte sensitivity to Aβ and decreased uptake or degradation. There are 

many questions that have yet to be answered regarding the role of CXCL5 in AD pathology. 

CXCL5 is primarily known as a potent neutrophil chemokine, a cell type which is known to be 

deleterious for AD pathology (Zenaro et al., 2015). An interesting next step would be developing 

an in vitro migration assay to test if Aβ-induced CXCL5 production from astrocytes attracts 

neutrophils. One could then repeat the Cxcl5-OE viral injection model in 5xFAD mice to 

quantify neutrophil infiltration in vivo, either through immunohistochemistry or flow cytometry. 

Another question prompted by our data is the underlying mechanism at play for this increase in 

plaque load. We propose conducting in vitro uptake assays, to determine if knocking down or 

overexpressing Cxcl5 alters astrocyte or microglial phagocytosis of Aβ. Additionally, there could 

be further characterization of this model through quantifying markers of neuronal cell death or 

looking at a lesser-known function of CXCL5 – BBB breakdown (Haarmann et al., 2019). 

Altogether, I hope that this thesis has substantially contributed to the field of circadian 

and neuroinflammatory research. Our data highlights the importance of considering time-of-day 

when conducting neuroimmunology experiments and provides evidence to suggest that both light 

and circadian rhythms control glial cell function and cerebrovascular structure. We hope that this 

body of work can help provide translational insights, such as what is the impact of light and 
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circadian rhythm disturbances to patients in the ICU with neurovascular injuries or those 

hospitalized with chronic neuroinflammatory diseases. 
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