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Functional neuroimaging has been used to map brain function as well as decode information 

from brain activity. However, applications like studying early brain development or enabling 

augmentative communication in patients with severe motor disabilities have been constrained by 

extant imaging modalities, which can be challenging to use in young children and entail major 

tradeoffs between logistics and image quality. Diffuse optical tomography (DOT) is an emerging 

method combining logistical advantages of optical imaging with enhanced image quality. Here, 

we developed one of the world’s largest DOT systems for high-performance optical brain 

imaging in children. From visual cortex activity in adults, we decoded the locations of 

checkerboard visual stimuli, e.g. localizing a 60° wedge rotating through 36 positions with an 

error of 25.8±24.7°. Using animated movies as more child-friendly stimuli, we mapped 

reproducible responses to speech and faces with DOT in awake, typically developing 1-7 year-

old children and adults. We then decoded with accuracy significantly above chance which movie 

a participant was watching or listening to from DOT data. This work lays a valuable foundation 

for ongoing research with wearable imaging systems and increasingly complex algorithms to 

map atypical brain development and decode covert semantic information in clinical populations. 
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Chapter 1: The promise of high-density 

diffuse optical tomography for developmental 

cognitive neuroscience and neural decoding  

The evolution of functional neuroimaging methods has fueled exciting progress in neuroscience 

research, revealing both how information is mapped in the brain and how it can be decoded from 

measurements of neural activity [1–4]. However, mainstream imaging modalities entail tradeoffs 

between image quality and the logistics of image acquisition, constraining applications like 

mapping early brain development in typical and atypical populations or creating augmentative 

communication interfaces for children with cerebral palsy [5,6]. High-density diffuse optical 

tomography (HD-DOT) is an emerging functional neuroimaging method that combines logistical 

advantages of optical imaging with improved image quality [6]. This dissertation focuses on 

developing HD-DOT for mapping brain function in awake young children and on evaluating 

decoding of brain activity measured with HD-DOT. To provide the necessary framework, the 

opening chapter discusses the significance of studying early functional brain development and 

neural decoding, the challenges posed by extant neuroimaging methods, and the way in which 
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HD-DOT functions to address limitations of other imaging approaches, culminating in a 

roadmap for the remainder of the dissertation. 

1.1 Importance and challenges of mapping brain function 

in early development 

The first few years of life comprise a critical period for the development of myriad behaviors, 

during which atypical experiences or biological processes can cause lasting negative 

neurological outcomes, while heightened neuroplasticity can conversely be harnessed to 

counteract atypical development [7–12]. However, we have a limited understanding of the 

changes in brain function underlying these behavioral and clinical observations in humans due to 

a relative dearth of functional neuroimaging research in early childhood. Animal studies have 

certainly provided invaluable insight into the development of sensory processing and many 

behavioral responses [13–16], but not all human behaviors are easily modeled in animals. 

Human language (distinguished from other forms of communication by its complex structure and 

compositional nature) is a prime example of a behavior that cannot be readily studied in animals 

[17], exhibits dramatic changes during the first few years of life [18,19], and yet has not been the 

focus of a proportional number of imaging studies during this epoch. In fact, a systematic review 

of over 20 years of task fMRI research on language development identified only 1 study in 

children younger 4 years of age [20], which imaged passive listening during sleep [21]. This void 
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in the literature can be attributed to the limitations of common neuroimaging modalities as well 

as challenges with child compliance during traditional imaging tasks. 

Functional magnetic resonance imaging (fMRI), the mainstay of human functional 

neuroimaging, most commonly tracks changes in a blood oxygenation level dependent (BOLD) 

signal evoked by neural activity, exploiting differences in the magnetic properties of oxygenated 

and deoxygenated hemoglobin [5]. However, measuring this signal requires participants to lie 

inside the cramped bore of a large magnet, surrounded by loudly vibrating electromagnetic coils 

– an altogether intimidating environment for young children. Furthermore, any head motion 

relative to the magnetic fields creates problematic artifacts in the data. Therefore, an abundance 

of motion artifact and the challenges of ensuring child comfort and compliance have plagued 

fMRI studies of early development [22]. A growing number of fMRI studies have imaged 

sleeping infants to minimize compliance and motion issues and to probe the functional 

organization of the developing brain at rest [23–25], but sleep alters brain networks [26,27] and 

also does not allow investigation of how the brain is actively engaged during various task states. 

Reports of fMRI studies in awake children below the age of 4 years are rare [20,25,28].  

Alternative methods for functional neuroimaging in humans offer logistical advantages 

conducive to studying children but at the expense of significantly inferior image quality. For 

instance, functional near-infrared spectroscopy (fNIRS) involves shining harmless near-infrared 

light into a participant’s head and detecting scattered photons as they return to the head surface 

after interacting en route with hemoglobin in the superficial cerebral vasculature [29]. 

Differences in the optical properties of oxygenated and deoxygenated hemoglobin are used to 
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track changes in blood oxygenation as a surrogate marker of neural activity using a wearable 

imaging cap amid a silent, open imaging environment. FNIRS is conducive to imaging children 

as the imaging cap can be worn while children sit comfortably next to their caregivers or in their 

laps. However, fNIRS has traditionally used sparse arrays of small numbers of light sources and 

detectors (collectively referred to as optodes), resulting in image quality issues such as low 

spatial resolution, signal localization artifacts varying with optode geometry , and contamination 

of cerebral signals by those from superficial tissues like the scalp and skull [30,31]. In fact, 

developmental research studies using fNIRS frequently compare differences between ages, 

populations, and task conditions with reference to optode positions on the scalp [32,33], which 

are not a particularly biologically relevant unit of comparison and can vary considerably between 

studies using different imaging systems.  

In addition to these issues with imaging technology, developmental studies must also address 

challenges with task compliance in children. Common task paradigms for mapping brain 

function in adults are often too mundane and repetitive to keep children cooperative and engaged 

[22]. It has been shown that presenting movies can increase compliance and reduce head motion 

in young children [34], and this strategy has been utilized by several fMRI studies of children 

mostly over 4 years of age [28]. Furthermore, studies in adults have shown that free viewing of 

movies also evokes reproducible patterns of brain activity that can be used to map responses to a 

variety of movie features in parallel through feature regression [35–37]. Combining this 

naturalistic viewing paradigm with an imaging modality that offers a naturalistic, open imaging 

environment like fNIRS could facilitate child comfort and compliance in studies mapping brain 
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function across early childhood. However, the complex, distributed response patterns evoked by 

movies [35] are unlikely to be extensively or reliably captured by traditional fNIRS with its 

sparse sampling and associated image quality issues. The field of developmental cognitive 

neuroscience could hence benefit greatly from an imaging modality that offers the child-friendly 

logistics of fNIRS paired with image quality closer to that of fMRI. 

1.2  Significance and limitations of neural decoding research 
While much neuroscience research has focused on mapping sensory stimuli, behavioral 

responses, or cognitive processes within the brain, a growing body of work has underscored the 

value of the reverse analysis known as neural decoding [2,4], which attempts to decipher 

information from measurements of brain activity (Figure 1). 
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Figure 1.1: Conceptual schematic of brain mapping and decoding 
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Some studies using extant recording methods have accurately decoded elaborate information 

from their sampling of brain activity. For example, fMRI studies have been able to reconstruct 

images and dynamic visual scenes from visual cortex activity [38–41], while studies using 

electrocorticography (ECoG) have been able to synthesize intelligible speech from various brain 

regions including areas associated with hearing, articulation, and language [42,43]. Compelling 

potential applications of this work include providing a means of augmented communication to 

patients who are unable to speak or move effectively as a result of various neurological 

conditions like strokes, neurodegenerative diseases, and neurodevelopmental disorders. One 

could also imagine how neural decoding could be applied more broadly to change how we all 

interface with technology and with each other.  

However, translation of decoding research beyond the laboratory has been constrained by 

various logistical challenges associated with the neural recording methods used. MRI scanners 

require large magnets and large amounts of liquid helium to run, and hence are notoriously 

cumbersome, expensive, technically demanding to operate and maintain, and confined to large 

clinical and research facilities. Due to their strong magnetic fields, MRI scanners are also 

contraindicated for individuals with certain implanted medical devices or other forms of metal in 

the body, cannot be used around objects containing ferromagnetic materials, and can interact 

unfavorably with electronics [44,45]. Meanwhile, ECoG requires implantation of electrode 

arrays through invasive neurosurgery. Other non-invasive and more portable imaging 

technologies like fNIRS have been used in some decoding studies, but sparse sampling has 

restricted the granularity and accuracy with which decoding can be accomplished. Far from 
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reconstructing naturalistic visual and auditory information, fNIRS decoding research has largely 

been limited to binary or 4-way classifications of task states with variable accuracy [46–51]. The 

logistical advantages of fNIRS need to be combined with greater space-bandwidth in order to 

better facilitate real world applications of neural decoding. 

1.3  Principles and potential of high-density diffuse optical 

tomography (HD-DOT) 

HD-DOT is an emerging functional neuroimaging technique that uses dense arrays of light 

sources and detectors to capture many overlapping measurements of light absorption and 

scattering that can be used to localize changes in blood oxygenation more accurately than fNIRS 

[30,52,53]. HD-DOT thereby combines logistical advantages of optical imaging with enhanced 

image quality.  

Some of the principles underlying HD-DOT imaging are the same as for fNIRS, as detailed 

elsewhere [6,29] and summarized briefly here. Near-infrared light can travel effectively through 

most biological tissues enabling non-invasive imaging. As a result of photon scattering, light 

incident on the head tends to travel in an arc. Furthermore, light can arc through superficial 

tissues like the scalp and skull into the cerebral cortex and back out to the head surface where 

light levels can be measured. The main substance that absorbs near-infrared wavelengths of light 

passing through tissues is hemoglobin in blood, and oxygenated and deoxygenated hemoglobin 

have different absorption spectra. Therefore, emerging light levels measured at the head surface 
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convey information about the oxygenation state of blood in the vasculature of the cerebral cortex 

(though also in blood vessels of the scalp and skull). Changes in oxygenated hemoglobin levels 

caused by the local hemodynamic response to neural activity can thus be measured using 

noninvasive optical imaging.  

HD-DOT improves image quality relative to fNIRS in several ways. Traditional fNIRS systems 

generally have 1-20 sources and 1-20 detectors each separated by a constant distance of 2-4 cm 

to obtain 1-50 source-detector pairs of optical measurements or channels [54]. In contrast, a 

recently developed HD-DOT system used 96 sources and 92 detectors to capture over 1200 

usable measurements across a range of source-detector separations from 1.3 to 4.7 cm [53]. The 

large number of overlapping measurements enables more accurate localization of signals with 

increased lateral resolution [30], increased signal-to-noise ratio [55,56], and decreased artifacts 

associated with sparse optode geometry [30]. The range of source-detector distances provides 

depth sensitivity, as short-range measurements sample more superficial tissues while longer 

range measurements additionally convey information from deeper structures like the cerebral 

cortex [52,57]. The mean signal from short-range measurements can thus be regressed out of the 

long-range ones to make them more brain-specific, a strategy known as superficial signal 

regression [58]. Tomographic reconstruction of HD-DOT data based on biophysical modeling of 

light transmission through the tissues of the head further facilitates localization of signals 

specifically to the cortex in three-dimensional maps of brain activity [52,58,59].  

As a result of these improvements, HD-DOT has proven an effective means of imaging both 

localized and distributed patterns of cortical activity, producing maps comparable to those 
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obtained with fMRI during visual stimulation, language tasks, and resting state functional 

connectivity analysis [53,60]. As a limitation, sulcal depths, subcortical nuclei, and other deep 

structures lie beyond the field of view, which is restricted by light penetration to <20mm below 

the head surface [6]. However, many task responses and functional brain networks can be 

mapped within the superficial cortex [6,53]. Importantly, in contrast to fMRI, HD-DOT achieves 

its image quality while maintaining an open and silent imaging environment, a lack of 

contraindications, compatibility with other devices, significantly lower equipment and 

operational costs, and scope for portability and wearability [6]. So far, these benefits have been 

utilized by HD-DOT studies to map brain activity in various populations and settings not 

conducive to fMRI, including awake infants [56], 7-10 year-old children in low resource settings 

[61], stroke patients at the bedside [62,63], and Parkinson’s disease patients with electrodes 

implanted for deep brain stimulation [53]. 

The logistics of HD-DOT also ought to be conducive to imaging awake young children between 

infancy and 7 years of age, as well as to pursuing potential applications of neural decoding. 

However, prior to the work in this dissertation, HD-DOT had yet to be developed or applied for 

imaging 1-6 year-old children. In addition, the feasibility and performance of decoding brain 

activity measured with HD-DOT had yet to be evaluated.   

1.4  Specific objectives of the dissertation 
In the context of the prior literature and unaddressed questions introduced above, this dissertation 

focuses on the following objectives: 
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1. Evaluating the feasibility and performance of neural decoding with HD-DOT data 

(Chapter 2): For a first study of decoding, we attempted to classify the positions of 

checkerboard stimuli from HD-DOT recordings of brain activity in participants viewing 

them. This paradigm allowed us to control the stimulus state, accurately reference ground 

truth when evaluating decoding accuracy, and capitalize on the accurate retinotopic 

mapping previously established with HD-DOT for decoding [52,60]. We quantified the 

performance of decoding on a single-trial basis across multiple imaging sessions, 

participants, and levels of stimulus complexity.  

2. Developing and applying HD-DOT imaging methods for mapping brain function in 

awake young children during naturalistic movie viewing (Chapter 3): We built a new 

HD-DOT system geared towards enhancing both image quality and child comfort. 

Furthermore, building on recent work mapping responses during movie viewing in adults 

with HD-DOT [64], we characterized a library of children’s movie clips and refined 

associated data processing pipelines, validating them as effective tools for mapping brain 

function using the new system in adults. Finally, we combined the optimized imaging 

system, stimulus library, and analysis pipelines to map responses to speech in a group of 

awake 1-6 year-old children.  

3. Evaluating the feasibility and performance of decoding naturalistic auditory and visual 

information from HD-DOT data (Chapter 4): Given both effective decoding of visual 

stimulus position and effective mapping of responses to audiovisual movies with HD-

DOT, we proceeded to study decoding of more complex, naturalistic, and multisensory 
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stimuli. We repurposed the template matching decoding algorithm developed in Chapter 

2 and the movie viewing data set collected in adults in Chapter 3 to investigate whether 

auditory and visual movie content could be decoded from HD-DOT data. We further 

assessed how factors like data quality, trial duration, and template number influenced 

decoding.   

4. Synthesizing the above avenues of investigation and discussing implications and future 

directions for optical neuroimaging method development, developmental cognitive 

neuroscience research on models of plasticity, and potential applications of neural 

decoding (Chapter 5) 

  



14 
 
 

 

 

 

 

 

 

 

 

 

 

“Roobaroo roshni hai”  
(“I am face to face with the light”) 
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Chapter 2: Decoding visual information from  

high-density diffuse optical tomography 

neuroimaging data  

2.1 Introduction 
While much cognitive neuroscience research has focused on mapping brain regions that are 

activated while participants perform tasks, recent work has emphasized the value of the reverse 

analysis known as decoding, i.e., deducing task information from recordings of brain activity 

[2,4]. Potential applications of decoding range from building brain-computer interfaces that 

could restore movement or communication in paralyzed patients [46,65] to recreating scenes 

from brain activity measured during visual experiences [38–40], imagination [41,66], memory 

tasks [67], or dreams [68]. However, decoding applications are constrained by the limitations of 

established neuroimaging modalities. For instance, many decoding research studies so far have 

relied on electrocorticography (ECoG), which is invasive, or functional magnetic resonance 

imaging (fMRI), which is not conducive to imaging in certain populations and applications due 

to its logistics [2,29,43]. Functional near-infrared spectroscopy (fNIRS) addresses some of these 
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issues as a noninvasive, portable, optical imaging method that supports imaging in an open 

environment [29]. However, the low channel count of traditional fNIRS limits its spatial 

resolution, coverage, and image quality, thereby constraining the complexity and precision of 

decoding [30,46,48]. High-density diffuse optical tomography (HD-DOT) is an emerging optical 

neuroimaging modality that uses a dense array of light sources and detectors to capture 

thousands of overlapping measurements, overcoming several limitations of traditional fNIRS and 

more closely matching fMRI in extensive brain mapping studies [30,52,53,58,60,69]. However, 

decoding of brain activity as measured by HD-DOT has yet to be evaluated. Here, we examine 

the feasibility of decoding visual stimulus information from evoked brain activity measured with 

HD-DOT, assessing accuracy, reproducibility, and granularity obtainable. 

Prior research using other neuroimaging modalities has made a compelling case for the clinical 

and neuroscientific utility of decoding [2,4,70]. For one, decoding could provide a means of 

augmented communication for patients who cannot speak or move effectively as a result of 

various neurological disorders including, but not limited to, stroke, neurodegenerative diseases, 

and developmental conditions like cerebral palsy. The complexity of decoding-based 

communication has so far ranged from obtaining yes-no responses using traditional fNIRS 

noninvasively [46] to generating comprehensible speech from ECoG arrays in epilepsy patients 

undergoing neurosurgical treatment [43]. Neuroimaging signals have also been decoded to drive 

motor prosthetics for amputees and paralyzed patients [70]. Success with decoding motor signals 

has ranged from noninvasive but coarse decoding of binary movement direction using fNIRS in 

healthy participants [51] to detailed control of robotic arms using intracortical electrodes in 
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paraplegic patients [65]. Furthermore, cognitive neuroscience studies have decoded naturalistic 

images [38], movies [39,40], speech [71,72], music [73], dreams [68], and semantic content [74] 

from fMRI data and provided a powerful window into human brain function [4].  

While promising, these applications of decoding are currently constrained by the limitations of 

mainstream neuroimaging modalities. The advanced decoding achieved using ECoG has 

remarkable performance, but implantation of the electrode arrays requires invasive neurosurgery 

and is therefore limited to small clinical populations [43]. Meanwhile, fMRI is noninvasive, but 

is still challenging for certain populations, such as young children, and contraindicated in others, 

such as patients with implanted metallic devices. In addition, it is not feasible for patients to 

regularly use cumbersome, technically demanding, and prohibitively expensive MRI scanners for 

applications such as longitudinal communication.  

In contrast, fNIRS is much more portable and cost-effective, allowing widespread use and 

longitudinal imaging in more natural settings [29]. In addition, fNIRS is without major 

contraindications: the instrumentation is compatible with implants, and the open imaging 

environment is well suited to imaging children with a parent nearby for comfort. However, the 

sparse optode arrays and low channel counts used in traditional fNIRS compromise spatial 

resolution, coverage, and image quality, which are likely to limit the information available for 

accurate and detailed decoding [30,61].  

HD-DOT utilizes a comparatively dense arrangement of light sources and detectors to collect 

ten-fold to a hundred-fold more measurements than traditional, sparse fNIRS. The numerous 



18 
 
 

 

overlapping channels of HD-DOT enable higher spatial resolution, tomographic reconstruction, 

superficial signal regression, and a reduction in signal localization artifacts [30,58,61]. As a 

result, HD-DOT has been found to have a similarly high signal-to-noise ratio and high spatial 

concordance compared to fMRI in brain mapping studies using phase-encoded visual stimuli 

[60,69], hierarchical language tasks [53,75], and resting state functional connectivity analysis 

[53]. By combining logistical advantages of optical neuroimaging with improved space-

bandwidth product (i.e., the field-of-view divided by the point-spread-function, or roughly the 

number of independent voxels) and image quality, HD-DOT holds the potential to support 

detailed, accurate decoding in naturalistic environments and advance the clinical and 

neuroscience applications of decoding.  

In the current study, we evaluate the feasibility and performance of visual decoding with HD-

DOT, focusing on decoding the positions of checkerboard stimuli. The visual system is a 

particularly useful model for proof of principle, due to the elaborate, consistent, and well-

characterized organization of visual features in neuroanatomical space [76]. Indeed, early fMRI 

decoding research also focused on visual decoding and gradually progressed from decoding 

fundamental visual features such as stimulus position [77] and line orientation [78] to eventually 

performing intricate reconstructions of naturalistic images and movies [38–40]. Furthermore, 

prior work with HD-DOT has validated retinotopic mapping with HD-DOT against the gold 

standard of fMRI [52,60], making retinotopic decoding a promising initial goal. 

Herein, we first establish, in healthy adults, the feasibility of binary visual decoding with HD-

DOT using a template matching strategy, and we evaluate its sensitivity, specificity, and 
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accuracy across a range of thresholds using receiver operating characteristic (ROC) analysis. We 

then assess the reproducibility of this binary decoding across multiple imaging sessions and 

multiple participants. Finally, we extend the analysis of decoding performance to non-binary 

cases. We use phase-encoded retinotopic stimuli to evaluate the feasibility, accuracy, and 

replicability of 18-way and 36-way classifications of stimulus position across different parts of 

the visual field at individual time points without block-averaging test data. These studies reveal 

that HD-DOT can allow sensitive, specific, and reproducible retinotopic decoding, encouraging 

future studies of more complex decoding paradigms and applications in atypical populations. 

2.2 Methods 

2.2.1 HD-DOT imaging 

This study aims to investigate the decoding performance of optical neuroimaging using a HD-

DOT imaging array with an increased space-bandwidth product relative to traditional fNIRS. 

Imaging was performed using a previously characterized continuous-wave HD-DOT system that 

illuminates the back and sides of the head with 750nm and 850nm light through a grid of 96 LED 

sources interlocked with 92 APD detectors, collectively yielding over 1200 usable source-

detector measurements per wavelength. The weight of the fiber optics is supported by an 

extruded aluminum frame and two suspended wooden rings. Fiber tips contact the head via a 

custom-built cap that spaces the optodes 13 mm apart (hence with first-nearest through fourth-

nearest source-detector separations of 1.3, 3.0, 3.9 and 4.7 cm) across the posterior and lateral 
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surfaces of the head [53]. During each cap fit, the participant’s hair was first parted and tied if 

necessary to minimize obstruction of light transmission within the field-of-view. The participant 

was then asked to sit in a chair placed below the HD-DOT cap, hold the front straps of the cap, 

and comb the cap’s optodes through their hair and up against the scalp surface. Anatomical 

markers such as the tragus and inion were used to guide cap positioning across sessions and 

participants. Specifically, the vertical position of the cap was adjusted such that the lowest row 

of optodes contacted the head at the level of the inion, and the horizontal distance between 

reference optodes and the tragus was measured on each side and the positioning of the cap 

adjusted accordingly to ensure symmetry. The straps of the cap were then tightened and fastened. 

Real-time data quality metrics such as light and noise levels were used to guide any further 

optimization of the cap fit, e.g. combing any occluded optodes through any obstructing hair to 

ensure uniform optode-to-scalp coupling and light levels across the field of view. Photographs of 

the imaging cap placement were taken from both sides, from both upper and lower viewing 

angles, and used to confirm cap placement during data processing. 

2.2.2 Data processing 

Following data acquisition, data were pre-processed, reconstructed, and subjected to 

spectroscopy, as summarized below and detailed elsewhere [53].  

Pre-processing: Raw light measurements were converted to log ratio time series using the 

temporal mean of each measurement as its relative baseline. Noisy channels with >7.5% variance 

across a run were excluded from further analysis, as this excessive variance was likely to reflect 
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non-physiological nuisance signals such as head motion as opposed to hemodynamic changes 

associated with brain activity [53]. High-pass filtering with a 0.02-Hz cutoff was performed to 

reduce long-term drift. Subsequently, superficial signal regression was performed by first 

averaging all first-nearest-neighbor measurements, which sample mostly the scalp, to use as an 

estimate of global systemic signals. This global superficial signal time trace was then subtracted 

out of every source-detector measurement time trace using linear regression. This approach has 

been shown to work in conjunction with HD-DOT to improve contrast-to-noise ratio, and the use 

of a single superficial signal regressor avoids both over-fitting and removal of brain activation 

signals [52,53,58]. Low-pass filtering (with a 0.5-Hz cutoff) removed residual pulse and other 

high-frequency noise, and data were then downsampled to 1 Hz [53].  

Light modeling and reconstruction: Pre-processed data were reconstructed using an anatomically 

based light propagation model generated from the Montreal Neurological Institute (MNI) non-

linear ICBM152 atlas [79–81], using Freesurfer for segmentation [82–84], NIRVIEW for mesh 

generation, finite element modeling with spring relaxation approaches for source and detector 

positioning, and the NIRFAST toolbox for determining a solution to the optical diffusion 

equation so as to model photon diffusion through the head [53,59,85]. The resulting sensitivity 

matrix A is the linear transformation for each time point between x, the vector of absorption 

coefficients at 750nm and 850nm within the brain volume, and y, the vector of relative changes 

in measured light levels at each wavelength detected at the head surface, as per the linear Rytov 

approximation:  

(1) y = A x 
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This sensitivity matrix was inverted using Tikhonov regularization (λ1=0.01) and spatially 

variant regularization (λ2 = 0.1) [53]. The wavelength-dependent absorption and scattering 

coefficients (units mm−1) for the five non-uniform tissue compartments were as follows: scalp 

(μa,750 = 0.017; μa,850 = 0.019; μs,750′ = 0.74; μs,850′ = 0.64), skull (μa,750 = 0.012; μa,850 = 

0.014; μs,750′ = 0.94; μs,850′ = 0.84), cerebrospinal fluid (μa,750 = 0.004; μa,850 = 0.004; 

μs,750′ = 0.3; μs,850’ = 0.3), grey matter (μa,750 = 0.018; μa,850 = 0.019; μs,750′ = 0.84; 

μs,850′ = 0.67), and white matter (μa,750 = 0.017; μa,850 = 0.021; μs,750′ = 1.19; μs,850′ = 

1.01) [60,64,86–88]. 

Spectroscopy: Relative changes in oxy- and deoxy- hemoglobin concentrations were calculated 

from the differential absorption image x at each time point through spectral decomposition: 

(2)  𝛥C = E-1 x 

where 𝛥C is a vector of oxy- and deoxy- hemoglobin concentration changes across the brain 

volume, and E is a matrix of extinction coefficients of oxy- and deoxy- hemoglobin. 

2.2.3 Participants 

While functional domains of the brain are generally common across individuals, there are readily 

quantified individual-specific differences in functional localization even after anatomical spatial 

normalization [89]. Because of this high inter-individual variability, it has been common for 

fMRI decoding studies to focus on 2-3 highly sampled research participants in order to amass 
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sufficient data per participant [38,39,90]. Here, we adopted a similar approach of collecting large 

amounts of data in a few participants to analyze decoding accuracy and reproducibility across 

multiple imaging sessions. We also collected smaller quantities of data across other participants 

to assess reproducibility across individuals. In total, 8 healthy adults participated in this study 

(age range 24-54 years, 7 female). In the first phase of the study (binary decoding), we collected 

extensive data in participant 1 across 10 imaging sessions, and evaluated reproducibility across 

n=5 individuals (participants 1-5). In the second phase of the study (non-binary decoding), we 

used pilot data from participant 1 to optimize decoding parameters, then analyzed 18-way and 

36-way decoding extensively in participant 6, and finally evaluated reproducibility of the more 

complex 36-way decoding across n=3 individuals (participants 6-8). The participants’ 

demographic information and the data that they contributed to each experiment are detailed in 

Table 2.1. We intentionally selected participants whom we expected to provide high-quality data, 

based on prior studies, as we aimed to evaluate the feasibility and performance of decoding 

without the confounds of poor data quality. Informed consent was obtained from all participants 

in accordance with the IRB protocol approved by the Human Research Protection Office at 

Washington University School of Medicine.  
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Table 2.1: Participant demographics and contributions to study  

Participant 
Number Age Sex 

Number of task runs contributed to study 
Binary 

decoding 
18-way 

decoding 
36-way 

decoding 
1 28 F 18 2 2 
2 20 F 2 - - 
3 50 F 2 - - 
4 38 M 2 - - 
5 54 F 2 - - 
6 27 F - 4 6 
7 24 F - - 6 
8 31 F - - 6 
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2.2.4 Stimulus protocols 

Participants were imaged with HD-DOT while they performed multiple runs of three different 

types of checkerboard viewing tasks, adapted from prior retinotopic mapping studies 

[30,52,60,69]. The Psychophysics Toolbox 3 package for MATLAB was used to display the 

visual stimuli [91]. In all tasks, a checkerboard grid pattern was displayed, consisting of a black 

and white grid that reverses at 8 Hz in time against a 50% gray background, changing over time 

as follows:  

Task 1 (binary decoding): Left- and right-sided checkerboard wedge stimuli provided an intuitive 

starting point to begin studying decoding as previous studies show that these two stimulus 

conditions produce distinct, reproducible, well-defined activation maps [52]. Participants were 

asked to maintain central fixation through multiple rounds of viewing a flickering checkerboard 

wedge for 10 seconds interspersed with rest periods of viewing just a fixation cross for 24 

seconds. Longer inter-stimulus rest periods of 48s and 72s were used during a subset of the task 

runs to check whether this had any effects on stimulus response maps and decoding performance, 

but none were seen indicating that 24 seconds was sufficient to separate stimulus presentations. 

The checkerboard wedges extended over a polar angle of 70° and a radial angle of 2.5-10°. 

During each block, the checkerboard stimulus was presented on either the lower left quadrant or 

the lower right quadrant of the screen. Over the course of each task run, the stimulus was 

presented an equal number of times on each side in a pseudo-random order. The number of 

repetitions ranged from 5-8 depending on the duration of the inter-stimulus interval; fewer 
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repetitions were delivered when the inter-stimulus interval was extended beyond 24s to limit 

total run time. 

Task 2 (18-way decoding): To create a more challenging decoding task with a greater number of 

targets, we presented participants with expanding/contracting checkerboard ring stimuli.  

Participants were asked to maintain central fixation while a flickering checkerboard ring 

expanded or contracted for 8 cycles through 18 positions on the screen at 2 seconds per position.  

Task 3 (36-way decoding): For another evaluation of decoding with a greater number of targets, 

we also presented participants with rotating checkerboard wedge stimuli. Participants maintained 

central fixation while a flickering checkerboard wedge rotated through 10 revolutions, either 

clockwise or counterclockwise. The wedge subtended a polar angle of 60°, a radial angle of 2.5-

10°, and rotated 10° at a time through 36 positions spanning 360° on the screen at 1 second per 

position (i.e., 10° per second, or 36 seconds per revolution). 

2.2.5 Decoding by template matching 

For an initial assessment of the feasibility of decoding HD-DOT data, we wanted to use a simple 

classification algorithm and hence chose a template matching strategy. For every decoding 

attempt, distinct task runs were used for training and testing. The training data were always 

derived from a single task run that included 5 to 10 rounds of stimulus presentation, block-

averaged to construct oxyhemoglobin signal maps for different stimulus conditions. These mean 

activation maps served as “templates” of brain activity corresponding to each stimulus response, 
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in voxel space and spatially normalized to the MNI atlas as detailed in section 2.2. To create the 

templates at maximum signal-to-noise ratio, we used a data-driven, paradigm-specific time 

window to capture the peak signal. While the hemodynamic response is fixed, the signal 

measured is a convolution of the hemodynamic response function and the stimulus timing [92], 

with the latter varying across tasks. Longer presentations of the stimulus in each position delay 

the peak response [93]. For Task 1, in which stimulus presentations were most spread out, left-

sided and right-sided template maps were constructed by block-averaging the signal across a 5-

second time window starting 10 seconds after stimulus onset, as this coincided with the peak 

signal based on prior hemodynamic studies (Supplemental Figure S2.1A) [52,58]. For Task 2, 

the stimulus only spent 2 seconds in each position at a time, so each template was constructed by 

averaging data across blocks from two time points, 7 and 8 seconds after the checkerboard had 

passed through the position under consideration. This 7-8 second time window was empirically 

optimized using pilot data from participant 1 by evaluating decoding performance for a range of 

time delays and selecting the time delay that minimized decoding error (Supplemental Figure 

S2.1B). For Task 3, the stimulus rotated at 1 second per position, so each template was 

constructed by block-averaging data from a single time point across the 10 revolutions of the 

stimulus. Here, the optimal time delay was found to be 6 seconds (Supplemental Figure S2.1C-

D).  

Decoding with 2 templates: Initially, stimulus state was decoded at every time point to evaluate 

the feasibility of decoding at individual time points (Figure 2.1). This demonstrates the temporal 

quality of the decoding. To perform a statistical analysis of binary decoding performance 
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(Figures 2.2-2.4), we restricted the data to clearly independent trials, reasoning that individual 

time points were not all independent due to the temporal blurring of the hemodynamic response. 

Each stimulus presentation and each inter-stimulus rest period in the test data were treated as 

separate trials. A trial response was defined as the oxyhemoglobin signal map during the single 

frame 12 seconds after the onset of the stimulus presentation or the inter-stimulus interval (to 

coincide with the middle of the time window used to construct the stimulus response templates), 

in the same MNI atlas voxel space as the templates. We then evaluated binary decoding 

performance on a trial-wise basis. Each trial response was compared to both the left-sided and 

the right-sided templates by calculating a spatial Pearson correlation coefficient rn,m between the 

nth template Tn and the oxyhemoglobin response map for the mth trial Sm as follows, where both 

Tn and Sm were zero-mean-centered (i.e., mean(Tn)=0, mean(Sm)=0): 

(3) 𝑟!,# = (%!)∙((")
|%!||("|

 

These correlation coefficients were compared to an adjustable threshold to determine the 

decoding output (𝐷#) for each trial m. The threshold value was initially set ad hoc for Figure 2.1 

and later optimized using ROC analysis as described in section 2.6 and Figure 2.2. If all values 

of 𝑟!,# on the mth trial fell below the threshold, the decoding output was set to 𝐷# = 0 (i.e., 

decoded as rest). If 𝑟!,# rose above the threshold for only the nth template, the decoding output 

was set to 𝐷# = 𝑛. If 𝑟!,# rose above the threshold for multiple templates in one trial, the 

decoding output was determined by the template with the maximum correlation value rn,m during 

that trial:  
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(4) 𝐷# = argmax
!

(𝑟!,#) 

Decoding with 18 and 36 templates: The template matching approach was similar for the non-

binary decoding experiments, except that decoding involved a larger number of templates (either 

18 or 36) and a decoding output was computed for every time point in the test run. Specifically, a 

spatial Pearson correlation rn,t was calculated between the nth template Tn and the oxyhemoglobin 

response map St at the tth time point for each of the 18 or 36 templates and every single time 

point in the test data: 

(5) 𝑟!,* =
(%!)∙((#)
|%!||(#|

 

Here, Tn and St were again first zero-mean-centered (i.e., mean(Tn)=0, mean(St)=0). The 

decoding output 𝐷*	at each time point was determined by the template number n that had the 

maximum correlation with the oxyhemoglobin signal map at time t: 

(6) 𝐷* = argmax
!

(𝑟!,*) 

2.2.6 Evaluation of binary decoding performance  

After calculating the full vector of decoding outputs (𝐷#), we evaluated decoding performance 

by comparing 𝐷# to the ground truth of the study design. ROC analysis was conducted in order 

to quantify the sensitivity and specificity of decoding across the full range of possible thresholds 

[94,95]. At each threshold value, 𝐷# was compared to the true stimulus state for each trial to 
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classify every trial as a true or false positive or negative. For each threshold, the sensitivity, 

specificity and Youden J statistic [96] were then calculated as follows: 

(7) 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 	 *+,-	/012*23-1
*+,-	/012*23-145671-	!-86*23-1

 

(8) 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 	 *+,-	!-86*23-1
*+,-	!-86*23-145671-	/012*23-1

 

(9) 𝐽 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 − 1 

Sweeping the correlation threshold across the full range of possible values (from -1 through 0 to 

+1 in increments of 0.01) allowed us to plot ROC curves for each possible pairwise 

classification, i.e., one ROC curve for distinguishing left- versus right- sided checkerboard 

stimulus presentations, one for decoding left-sided and rest trials, and one for differentiating 

right-sided and rest trials [94,95]. Areas under the curves were computed as a metric for 

decoding performance. The maximum value of the Youden J statistic was used to determine the 

optimal threshold value balancing sensitivity and specificity of decoding. 

Reproducibility of binary decoding was assessed across 18 task runs in one highly sampled 

participant by changing which task run was used for template construction, pooling all the 

remaining runs as test data, and then repeating the decoding and ROC procedure for every 

possible template.  

As an additional measure of reproducibility, ROC analysis was also repeated using only a single 

task run as test data (rather than pooling test data across runs), but for every possible pairing of 
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template and test run. This approach was used to evaluate reproducibility both across sessions in 

one highly sampled participant as well as across multiple participants. 

2.2.7 Evaluation of 18-way and 36-way decoding performance  

For the 18-way and 36-way decoding experiments, decoding error Et was calculated at every 

time point t in the test task run as the absolute value of the difference between the decoded 

stimulus position (Dt) and the actual stimulus position (St+l), after sliding the entire true stimulus 

position time course by a lag time l to allow for the delayed hemodynamic response and match 

the time window of template construction (i.e., l = 8s for Task 2 and l = 6s for Task 3):  

(10) 𝐸* 	= 	 |	𝐷* 	− 	𝑆*47 	| 

This error value was then averaged across all time points in the task run to calculate mean 

decoding error. 

In order to assess whether the resulting mean decoding error was significantly different from 

chance-level performance, permutation tests were conducted. For example, to evaluate 36-way 

decoding performance across sessions within a participant, decoding and mean error calculation 

procedures were repeated for all 30 possible pairings of training and test data set across 6 task 

runs in one participant to generate a distribution of mean decoding error. The template labels in 

the training data were then randomly shuffled 10 times for each of the 30 decoding attempts, and 

the same process of template matching and error calculation was repeated each time to generate a 

null distribution of decoding error values derived using 300 shuffled template sets. This null 
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distribution was compared to the error distribution for true decoding attempts to evaluate the 

statistical significance of our decoding performance. 

To further study decoding performance across different parts of the visual field, mean decoding 

error was also calculated for each possible position of the stimulus rather than simply averaging 

across all positions. 

Finally, to evaluate the reproducibility of this detailed decoding both within and across 

individuals, a total of 3 participants performed the rotating checkerboard task 6 times each over 

the course of 2 imaging sessions involving 2 separate cap fits per participant. The decoding and 

error calculation process was repeated for every possible pairing of training and test data sets, 

and the resulting matrix of error values was used to evaluate reproducibility of decoding within 

and between sessions and participants. Permutation testing was again conducted to test statistical 

significance, comparing the observed mean decoding error to the error distribution resulting from 

decoding with 10 random permutations of the training data set for every decoding attempt.  

2.2.8 Data and code sharing 

To ensure transparency, facilitate reuse of our data, and encourage comparative analyses by other 

groups, our data will be made available upon request and can be obtained by contacting the 

corresponding author. Code for pre-processing and reconstructing HD-DOT data is available 

through Github (https://github.com/WUSTL-ORL/NeuroDOT_Beta), and additional code 

specific to decoding experiments can also be obtained by contacting the corresponding author. 
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2.3 Results 

2.3.1 Feasibility of decoding visual stimulus position from HD-DOT data 

We first assessed the feasibility of decoding HD-DOT data using a simple stimulus position 

classification problem. Participants were imaged with HD-DOT while they performed multiple 

runs of a block-design visual task, in which a flickering checkerboard wedge was presented to 

either the left or the right visual hemi-field interspersed with rest periods of no checkerboard 

stimulus [52]. We anticipated that these three stimulus conditions (left-sided checkerboard, right-

sided checkerboard, and no checkerboard) would produce spatially separable HD-DOT 

activations. A template matching strategy was therefore used to decode checkerboard position. 

Using one <10-minute task run as training data, we mapped templates of the oxyhemoglobin 

response to the left- and right- sided checkerboard stimuli. In a second independent task run used 

as test data, the stimulus condition was decoded as either left-sided, right-sided, or rest at each 

time point, based on the spatial correlation between the HD-DOT signal map at that time and 

each of the templates (as explained in section 2.5). Time traces of the Pearson correlation with 

each template, the decoded stimulus, and the true stimulus condition for a typical decoding 

attempt in one participant illustrate the general agreement between decoded and actual stimulus 

(Figure 2.1).  
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Figure 2.1: Feasibility of visual decoding with HD-DOT data using a template matching strategy 
Results are illustrated for a typical decoding attempt in one participant. The participant viewed a 
checkerboard wedge flickering in either the left or the right visual hemifield, interspersed with 
rest periods, while being imaged by HD-DOT. Training data were block-averaged to define 
“templates” of expected brain activity for each stimulus condition (top panels). Spatial Pearson 
correlation coefficients were then computed between each template and the oxyhemoglobin 
signal map at each time point in the test data (bottom panel). The resulting correlation values 
were compared between templates and to a designated threshold value (here selected to be 0.25 
on an ad hoc basis, but later optimized by ROC analysis in Figure 2.2) to determine the decoded 
stimulus condition at each time point, and this was compared to the actual stimulus state (middle 
panels).  
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2.3.2 Quantitative assessment of binary decoding accuracy 

In order to objectively quantify decoding performance, we converted our three-way decoding 

problem into three binary classifications (left-sided versus no checkerboard, right-sided versus 

no checkerboard, and left-sided versus right-sided stimulus), and performed ROC analysis for 

each case [94,95]. Furthermore, to ensure that each test data point was temporally independent, 

we calculated decoding accuracy on a trial-wise basis rather than across every time point. Each 

stimulus presentation and inter-stimulus rest period in the test data was treated as an independent 

event or “trial”. To maintain a large sample of data points for a robust analysis amid this trial-

wise evaluation of sparse block-design task data, test data were pooled across multiple task runs 

and imaging sessions where available. For example, one highly sampled participant performed 

the same checkerboard-viewing task 18 times over the course of 10 imaging sessions, so data 

from a single task run was used to construct templates, and the other 17 runs were pooled as test 

data. A plot of correlations for all of this participant’s trial responses to the left and right 

templates reveals a clustering based on stimulus condition (Figure 2.2A).  

The thresholds separating different decoding outputs were swept across the full range of possible 

values, and true and false positive rates of decoding were calculated in each case to construct 

three ROC curves (Figure 2.2B). The large areas under all these curves (AUCs > 0.98) reflect the 

high sensitivity and specificity of decoding. The maximum value of the Youden J statistic [96] 

for each ROC curve was used to guide the selection of a data-driven optimal threshold value, and 

sensitivity, specificity, and overall accuracy were calculated at this threshold (Table 2.2). We 
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also evaluated the feasibility and performance of decoding the deoxyhemoglobin signal in place 

of the oxyhemoglobin signal (Table 2.3). 
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Figure 2.2: Sensitivity and specificity of binary retinotopic decoding with HD-DOT data 
(A) Taking data from 18 task runs in one participant, a single task run was used for construction 
of templates, and independent test trials were pooled across the remaining 17 runs. Plotting all 
trials by their correlations with each of the two templates reveals a clustering by trial type. 
Clusters can be separated by thresholds, which can be swept across the full range of possible 
values and optimized in a receiver operating characteristic (ROC) analysis. (B) ROC curves for 
the 3 possible binary classifications. 
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Table 2.2: Measures of decoding accuracy in a highly sampled participant from the ROC 
analyses in Figure 2.2B  

ROC AUC Sensitivity* Specificity* Accuracy* 
Left vs. Rest 0.99 0.98 0.91 0.93 
Left vs. Right 0.99 0.96 0.99 0.97 
Right vs. Rest 0.99 0.98 0.91 0.93 

*Sensitivity, specificity, accuracy calculated at optimized threshold based on Youden J statistic 
[96] 
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Table 2.3: Measures of decoding accuracy using the deoxyhemoglobin signal in a highly 
sampled participant  

ROC AUC Sensitivity* Specificity* Accuracy* 
Left vs. Rest 0.99 0.99 0.95 0.96 
Left vs. Right 0.99 0.95 0.96 0.95 
Right vs. Rest 0.99 0.96 0.95 0.95 

*Sensitivity, specificity, accuracy calculated at optimized threshold based on Youden J statistic 
[96] 
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2.3.3 Reproducibility of decoding across imaging sessions  

One approach that fMRI studies have taken to assess reproducibility is to collect large quantities 

of data on individual participants across multiple task runs and imaging sessions and then 

compare the similarity of results between all possible pairings of the data sets [89]. Adapting this 

approach to our HD-DOT decoding study, we used data from the participant who performed the 

same checkerboard-viewing task 18 times over the course of 10 different imaging sessions, 

spanning more than 1 year. We repeated the ROC analysis described in section 3.2 17 more 

times, changing which of the 18 task runs was used for template construction each time and 

again pooling all the remaining data as test data, to produce 18 ROC curves for each of the 3 

binary classification problems (Figure 2.3A). The consistently high AUC values (mean AUCs = 

0.98 for left vs. rest, 0.99 for left vs. right, 0.99 for right vs. rest) reflect the high sensitivity and 

specificity of decoding. As an alternate approach to evaluating reproducibility within this data, 

we also repeated our decoding and ROC analysis using single task runs for template construction 

again but then using only single task runs as test data (rather than pooling test data across runs), 

for every possible pair of template and test run (Figure 2.3B). While the number of test trials is 

lower here than in Figure 2.3A by design, we still find consistently high AUC values across each 

matrix of >300 possible pairings of template and test data (mean AUCs = 0.98 for left vs. rest, 

0.99 for left vs. right, 0.99 for right vs. rest).  
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Figure 2.3: Reproducibility of binary retinotopic decoding with HD-DOT across sessions in a 
highly sampled participant  
(A) The data from the participant who performed the checkerboard viewing task 18 times were 
used to evaluate the reproducibility of HD-DOT decoding across imaging sessions. The single 
task run used as training data for template construction was changed 17 times, and each time all 
the remaining runs were pooled as test data to conduct an ROC analysis, producing 18 ROC 
curves for each of the three binary classification problems. Different shades between red and 
black were used to plot different ROC curves to make the individual curves more discernible. (B) 
ROC analysis was also conducted to evaluate decoding with every possible pairing of a single 
training task run and a single test task run (i.e., without pooling test data across multiple runs). 
Areas under the curve (AUCs) for all these ROC analyses are plotted in matrices for each of the 
three possible pairwise classifications, illustrating the reproducibility of accurate binary 
retinotopic decoding with HD-DOT.   

K.  Tripathy,  Z.E.  Markow,  A.K.  Fishell  et  al.  NeuroImage  226  (2021)  117516  

Fig.  3.  Reproducibility  of  binary  retinotopic  decoding  with  HD-DOT  across  sessions  in  a  highly  sampled  participant.  (A)  The  data  from  the  participant  
who  performed  the  checkerboard  viewing  task  18  times  were  used  to  evaluate  the  reproducibility  of  HD-DOT  decoding  across  imaging  sessions.  The  single  task  run  
used  as  training  data  for  template  construction  was  changed  17  times,  and  each  time  all  the  remaining  runs  were  pooled  as  test  data  to  conduct  an  ROC  analysis,  
producing  18  ROC  curves  for  each  of  the  three  binary  classification  problems.  Different  shades  between  red  and  black  are  used  to  plot  different  ROC  curves  to  make  
the  individual  curves  more  discernible.  (B)  ROC  analysis  was  also  conducted  to  evaluate  decoding  with  every  possible  pairing  of  a  single  training  task  run  and  a  
single  test  task  run  (i.e.,  without  pooling  test  data  across  multiple  runs).  Areas  under  the  curve  (AUCs)  for  all  these  ROC  analyses  are  plotted  in  matrices  for  each  of  
the  three  possible  pairwise  classifications,  illustrating  the  reproducibility  of  accurate  binary  retinotopic  decoding  with  HD-DOT.  

3.3.  Reproducibility  of  decoding  across  imaging  sessions  

One  approach  that  fMRI  studies  have  taken  to  assess  reproducibil-  

ity  is  to  collect  large  quantities  of  data  on  individual  participants  across  

multiple  task  runs  and  imaging  sessions  and  then  compare  the  similarity  

of  results  between  all  possible  pairings  of  the  data  sets  (  Gordon  et  al.,  
2017  ).  Adapting  this  approach  to  our  HD-DOT  decoding  study,  we  

used  data  from  the  participant  who  performed  the  same  checkerboard-  

viewing  task  18  times  over  the  course  of  10  different  imaging  sessions,  
spanning  more  than  1  year.  We  repeated  the  ROC  analysis  described  

in  Section  3.2  17  more  times,  changing  which  of  the  18  task  runs  was  

used  for  template  construction  each  time  and  again  pooling  all  the  re-  

maining  data  as  test  data,  to  produce  18  ROC  curves  for  each  of  the  

3  binary  classification  problems  (  Fig.  3  A).  The  consistently  high  AUC  

values  (mean  AUCs  =  0.98  for  left  vs.  rest,  0.99  for  left  vs.  right,  0.99  

for  right  vs.  rest)  reflect  the  high  sensitivity  and  specificity  of  decoding.  
As  an  alternate  approach  to  evaluating  reproducibility  within  this  data,  
we  also  repeated  our  decoding  and  ROC  analysis  using  single  task  runs  

for  template  construction  again  but  then  using  only  single  task  runs  as  

test  data  (rather  than  pooling  test  data  across  runs),  for  every  possible  

pair  of  template  and  test  run  (  Fig.  3  B).  While  the  number  of  test  trials  

per  decoding  attempt  is  lower  here  than  in  Fig.  3  A  by  design,  we  still  

find  consistently  high  AUC  values  across  each  matrix  of  >  300  possible  

pairings  of  template  and  test  data  (mean  AUCs  =  0.98  for  left  vs.  rest,  
0.99  for  left  vs.  right,  0.99  for  right  vs.  rest).  

3.4.  Reproducibility  of  binary  decoding  across  participants  and  

inter-individual  decoding  

We  also  sought  to  investigate  how  replicable  our  decoding  was  across  

multiple  different  participants,  and  hence  took  HD-DOT  data  from  four  

additional  healthy  adults  performing  the  same  checkerboard-viewing  

task  twice  each.  We  conducted  ROC  analysis  of  decoding  performance  

within  all  five  participants  as  described  in  Section  3.2  ,  here  using  one  

task  run  in  one  participant  as  training  data  to  decode  the  other  task  run  

in  that  participant  (  Fig.  4  A).  
In  addition,  we  conducted  a  reproducibility  assay  similar  to  that  de-  

scribed  in  Section  3.3  and  Fig.  3  B,  except  across  participants,  evaluating  

the  feasibility  of  inter-individual  decoding.  For  this  experiment,  we  used  

one  task  run  from  one  participant  as  training  data  to  decode  a  second  

task  run  from  each  of  the  participants,  constructing  ROC  curves  to  as-  

sess  performance  for  each  decoding  attempt.  This  analysis  was  iterated  

to  evaluate  decoding  for  every  possible  combination  of  training  and  test  

participant  (  Fig.  4  B).  Mean  AUC  values  were  0.72  for  left  vs.  rest,  0.82  

for  left  vs.  right,  and  0.84  for  right  vs.  rest,  with  a  majority  of  the  values  

ranging  from  0.75  to  1.0  both  along  the  matrices’  diagonals  and  across  

off-diagonal  elements.  These  results  indicate  that  both  within-subject  

decoding  and  between-subject  decoding  were  effective  across  multiple  

participants.  A  one-sample  Wilcoxon  signed  rank  test  was  used  to  con-  

firm  that  inter-participant  decoding  performance  was  significantly  bet-  

ter  than  chance  (  p  =  0.011  for  left  vs.  rest;  p  =  2.9  × 10  −  4  for  left  vs.  
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2.3.4 Reproducibility of binary decoding across participants and inter-subject 

decoding  

We also sought to investigate how replicable our decoding was across multiple different 

participants, and hence took HD-DOT data from four additional healthy adults performing the 

same checkerboard-viewing task twice each. We conducted ROC analysis of decoding 

performance within all five participants as described in section 3.2, here using one task run in 

one participant as training data to decode the other task run in that participant (Figure 2.4A).  

In addition, we conducted a reproducibility assay similar to that described in section 3.3 except 

across participants, evaluating the feasibility of inter-individual decoding. For this experiment 

we used one task run from one participant as training data to decode a second task run from each 

of the participants, constructing ROC curves to assess performance for each decoding attempt. 

This analysis was iterated to evaluate decoding for every possible combination of training and 

test participant (Figure 2.4B). Mean AUC values were 0.72 for left vs. rest, 0.82 for left vs. right, 

and 0.84 for right vs. rest, with a majority of the values ranging from 0.75 to 1.0 both along the 

matrices' diagonals and across off-diagonal elements. These results indicate that both within-

subject decoding and between-subject decoding were effective across multiple participants. A 

one-sample Wilcoxon signed rank test was used to confirm that inter-participant decoding 

performance was significantly better than chance (p = 0.011 for left vs. rest; p = 2.9x10-4 for left 

vs. right; p = 2.5x10-4 for right vs. rest). Lower AUC values were observed for some pairings of  
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training and test data sets with participants 4 and 5. Raw data quality may be one contributor to 

this variance (Supplemental Figure S2.2).   
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Figure 2.4: Reproducibility of binary HD-DOT decoding across n=5 participants 
(A) Data was taken from 4 additional participants who performed the same checkerboard 
stimulus viewing task twice each. Decoding and ROC analysis were conducted for each 
participant using one task run for template construction and another task run as test data; 
resulting ROC curves are shown for all 5 participants. (B) Decoding and ROC analysis were also 
conducted using templates from one task run in one participant and test data from another run in 
any participant, across every possible pairing of training and test participants. AUC values along 
the diagonals of these matrices illustrate reproducibility and variability of within-participant 
decoding across multiple individuals, while off-diagonal values indicate the feasibility of inter-
individual decoding.  

K.  Tripathy,  Z.E.  Markow,  A.K.  Fishell  et  al.  NeuroImage  226  (2021)  117516  

Fig.  4.  Reproducibility  of  binary  HD-DOT  decoding  across  n  =  5  participants.  (A)  Data  was  taken  from  4  additional  participants  who  performed  the  same  
checkerboard  stimulus  viewing  task  twice  each.  Decoding  and  ROC  analysis  were  conducted  for  each  participant  using  one  task  run  for  template  construction  and  
another  task  run  as  test  data;  resulting  ROC  curves  are  shown  for  all  5  participants.  (B)  Decoding  and  ROC  analysis  were  also  conducted  using  templates  from  one  
task  run  in  one  participant  and  test  data  from  another  run  in  any  participant,  across  every  possible  pairing  of  training  and  test  participants.  AUC  values  along  the  
diagonals  of  these  matrices  illustrate  reproducibility  and  variability  of  within-participant  decoding  across  multiple  individuals,  while  off-diagonal  values  indicate  the  
feasibility  of  inter-individual  decoding.  

right;  p  =  2.5  × 10  −  4  for  right  vs.  rest).  Lower  AUC  values  were  observed  

for  some  pairings  of  training  and  test  data  sets  with  participants  4  and  5.  
Raw  data  quality  may  be  one  contributor  to  this  variance  (Supplemental  

Fig.  2).  

3.5.  Complex,  non-binary  decoding:  18-  and  36-way  classification  of  

moving  stimulus  position  

One  of  the  main  advantages  of  HD-DOT  over  sparser  fNIRS  imaging  

systems  is  the  improved  image  quality  afforded  by  the  high-density  ar-  

rays  of  light  sources  and  detectors  with  their  thousands  of  overlapping  

measurements  (  Eggebrecht  et  al.,  2014  ;  White  and  Culver,  2010a  ).  In  

order  to  harness  the  spatial  resolution  of  HD-DOT  and  assess  the  feasibil-  

ity  of  more  elaborate  decoding  than  the  binary  classification  established  

so  far,  we  imaged  participants  while  they  observed  several  patterns  of  

moving  checkerboard  stimuli.  As  there  were  18  possible  sizes  for  the  

expanding  and  contracting  ring  stimuli  and  36  possible  positions  of  the  

rotating  checkerboard  wedges,  we  constructed  sets  of  18  and  36  tem-  

plates,  respectively,  for  these  two  task  paradigms  by  block-averaging  

single  <  7-min  task  runs.  We  then  used  a  template  matching  strategy  to  

decode  stimulus  position  at  each  time  point  in  independent  runs  of  the  

same  task  without  any  block-averaging  of  the  test  data.  Graphs  of  Pear-  

son  correlation  values  for  all  the  templates  and  plots  of  the  actual  and  

decoded  stimulus  positions  are  shown  for  a  typical  contracting  ring  task  

run  (  Fig.  5  A)  and  a  typical  rotating  wedge  task  run  (  Fig.  6  A,  Supple-  

mental  Movie  1).  

The  similarity  between  the  actual  and  decoded  stimulus  traces  in-  

dicates  that  decoding  each  time  point  was  feasible  even  in  these  more  

complex  18-way  and  36-way  classification  problems.  After  correcting  

for  the  hemodynamic  time  delay,  visible  in  the  6–8  s  lag  between  the  

actual  and  decoded  stimulus  traces  (  Figs.  5  A  and  6  A),  the  discrepancy  

between  the  actual  and  decoded  stimulus  positions  was  calculated  for  

each  time  point  and  these  values  were  averaged  across  the  run  as  a  quan-  

titative  measure  of  accuracy.  For  example,  across  all  30  of  the  36-way  

rotating  stimulus  decoding  attempts  in  one  high-performing  participant,  
the  mean  error  (  ±  standard  deviation)  in  decoding  stimulus  position  was  

18.0  ±  17.4° (compared  to  the  mean  error  for  decoding  at  chance  which  

would  have  been  90°).  To  assess  whether  decoding  performance  in  this  

participant  was  significantly  better  than  chance,  we  conducted  a  permu-  

tation  test  across  all  the  data  collected  in  this  participant  as  described  

in  Section  2.7  .  The  separation  between  the  true  decoding  error  distribu-  

tion  and  the  null  distribution  illustrates  the  statistical  significance  of  the  

results  (  Fig.  5  B,  p  <  0.0083,  and  Fig.  6  B,  p  <  0.0033).  Interestingly,  break-  

ing  down  the  mean  absolute  error  calculation  for  each  stimulus  position  

revealed  no  significant  variation  in  decoding  error  with  stimulus  eccen-  

tricity  (  Fig.  5  C),  but  greater  error  when  the  checkerboard  wedge  rotated  

through  the  upper  visual  hemifield  than  the  lower  half  of  space  (  Fig.  6  C).  

3.6.  Reproducibility  of  non-binary  HD-DOT  decoding  across  participants  

For  the  decoding  run  depicted  in  Fig.  6  A,  both  the  training  data  

and  the  test  data  were  collected  from  the  same  participant  and  during  



45 
 
 

 

2.3.5 Complex, non-binary decoding: 18- and 36- way classification of moving 

stimulus position 

One of the main advantages of HD-DOT over sparser fNIRS imaging systems is the improved 

spatial resolution and image quality afforded by the high-density arrays of light sources and 

detectors with their thousands of overlapping measurements [30,53]. In order to harness the 

spatial resolution of HD-DOT and assess the feasibility of more elaborate decoding than the 

binary classification established so far, we imaged participants while they observed several 

patterns of moving checkerboard stimuli. As there were 18 possible sizes for the 

expanding/contracting ring stimuli and 36 possible positions of the rotating checkerboard 

wedges, we constructed sets of 18 and 36 templates, respectively, for these two task paradigms 

by block-averaging single <7-minute task runs. We then used a template matching strategy to 

decode stimulus position at each time point in independent runs of the same task without any 

block-averaging of the test data. Graphs of Pearson correlation values for all the templates and 

plots of the actual and decoded stimulus positions are shown for a typical contracting ring task 

run (Figure 2.5A) and a typical rotating wedge task run (Figure 2.6A, Supplemental Figure 

S2.3).  

The similarity between the actual and decoded stimulus traces indicates that decoding each time 

point was feasible even in these more complex 18-way and 36-way classification problems. After 

correcting for the hemodynamic time delay, visible in the 6-8 second lag between the actual and 

decoded stimulus traces (Figures 2.5A and 2.6A), the discrepancy between the actual and 
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decoded stimulus positions was calculated for each time point and these values were averaged 

across the run as a quantitative measure of accuracy. For example, across all 30 of the 36-way 

rotating stimulus decoding attempts in one high-performing participant, the mean error (± 

standard deviation) in decoding stimulus position was 18.0±17.4° (compared to the mean error 

for decoding at chance which would have been 90°). To assess whether decoding performance in 

this participant was significantly better than chance, we conducted a permutation test across all 

the data collected in this participant as described in Section 2.7. The separation between the true 

decoding error distribution and the null distribution illustrates the statistical significance of the 

results (Figure 2.5B, p<0.0083, and Figure 2.6B, p<0.0033). Interestingly, breaking down the 

mean absolute error calculation for each stimulus position revealed no significant variation in 

decoding error with stimulus eccentricity (Figure 2.5C), but greater error when the checkerboard 

wedge rotated through the upper visual hemifield than the lower half of space (Figure 2.6C).  
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Figure 2.5: 18-way classification of visual stimuli with varying eccentricity within a single 
participant 

K.  Tripathy,  Z.E.  Markow,  A.K.  Fishell  et  al.  NeuroImage  226  (2021)  117516  

Fig.  5.  18-way  classification  of  visual  stimuli  with  varying  eccentricity  within  a  single  participant  .  A  participant  was  imaged  using  HD-DOT  while  watching  
a  flickering  checkerboard  ring  over  8  cycles  of  either  periodic  expansion  or  contraction  through  18  concentric  positions  on  a  screen.  A  template  matching  strategy  
was  again  used  to  decode  stimulus  location  at  each  time  point  in  a  test  data  set,  here  using  18  template  maps  – 1  for  each  stimulus  phase.  (A)  Each  stimulus  phase  is  
assigned  a  color  (as  per  the  color  wheel)  and  a  position  along  the  vertical  axis  in  the  plots  of  actual  and  decoded  stimulus  positions.  Pearson  correlation  coefficients  
were  calculated  between  each  of  the  18  templates  and  the  oxyhemoglobin  signal  map  at  every  time  point  in  the  test  data,  and  are  plotted  on  the  two  graphs  at  the  
bottom  of  this  panel.  The  decoded  stimulus  corresponds  to  the  template  with  the  maximum  correlation  at  each  time  point.  (B)  A  permutation  test  was  performed  to  
evaluate  the  significance  of  this  decoding  using  every  one  of  the  12  possible  pairings  of  the  4  task  runs  collected  in  this  participant  for  training  and  testing.  The  mean  
decoding  error  obtained  using  true  template  sets  was  compared  with  a  null  distribution  generated  using  10  random  permutations  of  the  training  data  for  every  true  
decoding  attempt  (  p  <  0.0083).  (C)  Mean  decoding  error  across  the  3  test  runs  for  a  single  training  run  is  plotted  here  as  a  function  of  true  stimulus  position,  showing  
little  variation  in  decoding  performance  with  eccentricity.  
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A participant was imaged using HD-DOT while watching a flickering checkerboard ring over 8 
cycles of either periodic expansion or contraction through 18 concentric positions on a screen. A 
template matching strategy was again used to decode stimulus location at each time point in a 
test dataset, here using 18 template maps – 1 for each stimulus phase. (A) Each stimulus phase is 
assigned a color (as per the color wheel) and a position along the vertical axis in the plots of 
actual and decoded stimulus positions. Pearson correlation coefficients were calculated between 
each of the 18 templates and the oxyhemoglobin signal map at every time point in the test data, 
and are plotted on the two graphs at the bottom of this panel. The decoded stimulus corresponds 
to the template with the maximum correlation at each time point. (B) A permutation test was 
performed to evaluate the significance of this decoding using every one of the 12 possible 
pairings of the 4 task runs collected in this participant for training and testing. The mean 
decoding error obtained using true template sets was compared with a null distribution generated 
using 10 random permutations of the training data for every true decoding attempt (p<0.0083). 
(C) Mean decoding error across the 3 test runs for a single training run is plotted here as a 
function of true stimulus position, showing little variation in decoding performance with 
eccentricity. 
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Figure 2.6: 36-way classification of rotating visual stimulus position within a single participant 

K.  Tripathy,  Z.E.  Markow,  A.K.  Fishell  et  al.  NeuroImage  226  (2021)  117516  

Fig.  6.  36-way  classification  of  rotating  visual  stimulus  position  within  a  single  participant  .  A  participant  was  imaged  using  HD-DOT  while  watching  a  
flickering  checkerboard  wedge  rotating  10  times  through  36  positions  over  36  s  per  revolution.  A  template  matching  strategy  was  used  to  decode  stimulus  location,  
here  generating  a  set  of  36  templates  (one  for  each  phase  of  the  stimulus)  from  one  training  task  run  and  decoding  stimulus  position  at  every  time  point  in  an  
independent  test  task  run.  (A)  Each  stimulus  phase  is  assigned  a  color  (as  per  the  color  wheel)  and  a  position  along  the  vertical  axis  in  the  plots  of  actual  and  decoded  
stimulus  positions.  Pearson  correlation  coefficients  were  calculated  between  each  of  the  36  templates  and  the  oxyhemoglobin  signal  map  at  every  time  point  in  the  
test  data,  and  are  plotted  on  the  two  graphs  at  the  bottom  of  this  panel.  The  decoded  stimulus  corresponds  to  the  template  with  the  maximum  correlation  at  each  
time  point.  (B)  A  permutation  test  was  used  to  evaluate  the  statistical  significance  of  the  decoding  performance.  Mean  decoding  error  was  calculated  for  every  one  
of  the  30  possible  pairings  of  training  and  test  data  set  across  the  6  task  runs  performed  by  this  participant.  The  resulting  error  distribution  was  compared  with  a  
null  distribution  generated  using  10  random  permutations  of  the  training  data  for  each  true  template  set  (  p  <  0.0033).  (C)  Mean  decoding  error  across  the  5  test  runs  
for  a  single  training  run  is  plotted  as  a  function  of  true  stimulus  position,  showing  better  decoding  performance  as  the  wedge  rotates  through  the  lower  half  of  visual  
space.  
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A participant was imaged using HD-DOT while watching a flickering checkerboard wedge 
rotating 10 times through 36 positions over 36 seconds per revolution. A template matching 
strategy was used to decode stimulus location, here generating a set of 36 templates (one for each 
phase of the stimulus) from one training task run and decoding stimulus position at every time 
point in an independent test task run. (A) Each stimulus phase is assigned a color (as per the 
color wheel) and a position along the vertical axis in the plots of actual and decoded stimulus 
positions. Pearson correlation coefficients were calculated between each of the 36 templates and 
the oxyhemoglobin signal map at every time point in the test data, and are plotted on the two 
graphs at the bottom of this panel. The decoded stimulus corresponds to the template with the 
maximum correlation at each time point. (B) A permutation test was used to evaluate the 
statistical significance of the decoding performance. Mean decoding error was calculated for 
every one of the 30 possible pairings of training and test data set across the 6 task runs performed 
by this participant. The resulting error distribution was compared with a null distribution 
generated using 10 random permutations of the training data for each true template set 
(p<0.0033). (C) Mean decoding error across the 5 test runs for a single training run is plotted as a 
function of true stimulus position, showing better decoding performance as the wedge rotates 
through the lower half of visual space.   
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2.3.6. Reproducibility of non-binary HD-DOT decoding across participants 

For the decoding run depicted in Figure 2.6A, both the training and test data were collected from 

the same participant and during the same imaging session. To further investigate the robustness 

of this more elaborate decoding, we imaged three different participants as they each viewed the 

rotating checkerboard stimulus sequence six times spread over the course of two imaging 

sessions involving two separate cap fits. We then repeated our decoding and error calculation 

analysis, training with one task run and testing with another independent run, for every possible 

pairing of training and test data set across all the participants and imaging sessions (Figure 2.7A-

B). Although performance varied between participants, we observed reproducible decoding 

across task runs and imaging sessions, with a mean within-participant decoding error (± standard 

deviation) of 25.8±24.7° relative to chance performance at 90° (p<0.0011).  We also observed 

effective inter-participant decoding (i.e., when training and test data were from different 

individuals), with performance varying between sessions and participants, but mean inter-

participant decoding error passing permutation testing for statistical significance (p<0.0005). 
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Figure 2.7: Reproducibility of complex, non-binary visual decoding with HD-DOT across n=3 
participants 

K.  Tripathy,  Z.E.  Markow,  A.K.  Fishell  et  al.  NeuroImage  226  (2021)  117516  

Fig.  7.  Reproducibility  of  complex,  non-  
binary  visual  decoding  with  HD-DOT  across  
n  =  3  participants  .  Three  participants  viewed  
the  same  rotating  checkerboard  stimulus  
paradigm  six  times  across  two  imaging  ses-  
sions  each.  Decoding  performance  was  then  
evaluated  using  every  possible  pairing  of  
template  and  test  task  run  across  partici-  
pants.  (A)  The  mean  absolute  error  for  each  
decoding  attempt  illustrates  both  the  repro-  
ducibility  and  variability  of  within-subject  and  
inter-individual  decoding  across  the  imaging  
sessions  and  participants.  (B)  Permutation  
testing  comparing  decoding  performance  
across  all  sessions  and  participants  to  a  null  
distribution.  

the  same  imaging  session.  To  further  investigate  the  robustness  of  this  

more  elaborate  decoding,  we  imaged  three  participants  as  they  each  

viewed  the  rotating  checkerboard  stimulus  sequence  six  times  spread  

over  the  course  of  two  imaging  sessions  involving  two  separate  cap  fits.  
We  then  repeated  our  decoding  and  error  calculation  analysis,  train-  

ing  with  one  task  run  and  testing  with  another  independent  run,  for  

every  possible  pairing  of  training  and  test  data  set  across  all  the  partic-  

ipants  and  imaging  sessions  (  Fig.  7  A–B).  Although  performance  varied  

between  participants,  we  observed  reproducible  decoding  across  task  

runs  and  imaging  sessions,  with  a  mean  within-participant  decoding  er-  

ror  (  ±  standard  deviation)  of  25.8  ±  24.7° relative  to  chance  performance  

at  90° (  p  <  0.0011).  We  also  observed  effective  inter-participant  decod-  

ing  (i.e.,  when  training  and  test  data  were  from  different  individuals),  
with  performance  varying  between  sessions  and  participants,  but  with  

mean  inter-participant  decoding  error  passing  permutation  testing  for  

statistical  significance  (  p  <  0.0005).  

4.  Discussion  

To  establish  the  feasibility  of  decoding  with  HD-DOT,  we  have  used  

a  well-validated  visual  stimulation  protocol  and  have  evaluated  the  ac-  

curacy  and  replicability  of  decoding  stimulus  position  across  multiple  

imaging  sessions  and  research  participants  for  a  range  of  decoding  com-  

plexity.  Using  a  straightforward  template  matching  strategy  with  train-  

ing  and  test  data  from  separate  5–10  min-long  task  runs,  we  found  that  

HD-DOT  data  can  be  used  to  accurately  decode  stimulus  position  at  in-  

dividual  time  points  without  needing  to  block-average  test  data.  We  per-  

formed  ROC  analysis  to  quantify  the  accuracy  of  binary  visual  decoding,  
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Three participants viewed the same rotating checkerboard stimulus paradigm six times across 
two imaging sessions each. Decoding performance was then evaluated using every possible 
pairing of template and test task run across participants. (A) The mean absolute error for each 
decoding attempt illustrates both the reproducibility and variability of within-subject and inter-
individual decoding across the imaging sessions and participants. (B) Permutation testing 
comparing decoding performance across all sessions and participants to a null distribution.  
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2.4 Discussion 
To establish the feasibility of decoding with HD-DOT, we have used a well-validated visual 

stimulation protocol and have evaluated the accuracy and replicability of decoding stimulus 

position across multiple imaging sessions and research participants for a range of decoding 

complexity. Using a straightforward template matching strategy with training and test data from 

separate 5-10 minute-long task runs, we found that HD-DOT data can be used to accurately 

decode stimulus position at individual time points without needing to block-average test data. 

We performed ROC analysis to quantify the accuracy of binary visual decoding, obtaining mean 

AUC values >0.97 across 10 imaging sessions (including 18 task runs) in one highly sampled 

subject, and obtaining mean (intra- and inter-participant decoding) AUC values of 0.7-0.85 

across a group of 5 participants. More challenging 18-way and 36-way decoding experiments 

also showed strong decoding performance across multiple imaging sessions and participants. For 

these latter studies, the phase of a 60° wide checkerboard wedge rotating 10° per second through 

360° was decoded with a mean error of 18.0±17.4° in our best participant across multiple task 

runs and cap fits. This decoding performance varied with data quality but remained significantly 

above chance based on permutation testing across imaging sessions in two additional 

participants. Inter-participant decoding, with training and test data taken from different 

individuals, was feasible for both the binary and the more complex decoding.  
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2.4.1 Study design in relation to prior decoding research  

Some of the most elaborate decoding research so far has used either ECoG or fMRI to sample 

brain activity and reconstruct things like intelligible speech and detailed visual experiences 

[39,40,43]. However, ECoG is too invasive and fMRI too cumbersome for translation beyond 

clinical populations and laboratory studies into widespread use. While fNIRS and 

electroencephalography (EEG) overcome these challenges as noninvasive and portable imaging 

methods that have been used in previous decoding research, their low spatial resolution limits the 

space-bandwidth product available for decoding. On the one hand, decoding could have a 

meaningful impact even with a low bit rate; for instance, studies in patients with locked-in 

syndrome have shown the potential of fNIRS to enable patients with few other means of 

communication to respond yes or no to questions [46]. However, by increasing the optical 

channel count and density relative to traditional fNIRS, HD-DOT combines logistical advantages 

of optical neuroimaging with image quality that is closer to that of fMRI, providing motivation to 

study the feasibility and performance of more detailed decoding with HD-DOT.  

Retinotopic decoding was chosen as the focus of the current study for several reasons. Firstly, 

using an externally controlled stimulus, rather than studying internal thought or other higher-

order cognitive functions, provided definite knowledge of ground truth and a means to 

manipulate it. This approach enabled a fairly simple experimental design to objectively quantify 

decoding accuracy. In addition, it had already been shown that the flickering checkerboard 

stimuli used here evoke repeatable and distinct brain activity patterns at different positions in the 

visual field that can be mapped by HD-DOT [52,60,69], making decoding the positions of these 
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stimuli a reasonable goal. Finally, using the visual system as a model for initial proof of principle 

follows the wisdom of neuroscience literature in general, exemplified by Hubel and Wiesel’s 

seminal plasticity studies [13–15,97], and follows the arc of the successful fMRI decoding 

literature in particular [2,77,78,98]. 

2.4.2. Accuracy of binary visual decoding with HD-DOT  

The feasibility of decoding with HD-DOT was evident in how closely our decoding results 

mirrored actual stimulus conditions. We employed ROC analysis to further evaluate decoding 

accuracy, objectively quantifying true and false positive rates across a range of decoding 

threshold values [94,95]. The consistently large area under the ROC curves highlights the high 

sensitivity, specificity, and accuracy of the single-trial level decoding presented (Figures 2.2B 

and 2.3, Table 2.2). Decoding the deoxyhemoglobin signal in place of oxyhemoglobin also 

yielded similarly high performance (Table 2.3). While head-to-head comparison to previous 

fNIRS studies is difficult due to differences in study design, a study of binary audiovisual 

decoding in infants attained trial-wise decoding accuracy in the 55-70% range [48]. While our 

focus on simple stimuli and adult participants may have partly facilitated our higher decoding 

performance, another likely contributor to our gain in accuracy is the high channel count of HD-

DOT (supporting ten-fold to a hundred-fold more measurements than most fNIRS arrays), which 

improves the space-bandwidth product of our data, increasing the amount of information that can 

be leveraged for decoding. These various contributing factors could be separated in future 

research. 
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2.4.3 Reproducibility of binary visual decoding with HD-DOT across sessions 

and participants 

Both the research and clinical applications of decoding hinge on its reliability, so we sought to 

assess the replicability of our results across multiple data sets. Recent fMRI studies have 

highlighted the advantages of conducting research with highly sampled individuals [89,99], so 

we chose to first investigate reproducibility in one participant across 18 task runs conducted over 

10 different cap fits. Across combinations of training and test data, we obtained mean ROC AUC 

values >0.97, demonstrating the reproducibility of accurate binary visual decoding that can be 

achieved within a single participant, even when data is collected across multiple imaging 

sessions and cap fits over an extended period of time. This consistency of decoding across 

sessions illustrates the reproducibility of HD-DOT signals as well as the reliability of our cap fit 

procedure, which leverages anatomical landmarks, the structural integrity and flexibility of the 

imaging cap, and the use of feedback from real-time data quality visualizations [53]. In addition, 

this observed reproducibility is encouraging for the continued pursuit of research and 

applications wherein a patient would rely on HD-DOT as a means of communication; it is 

technically feasible, for instance, that a HD-DOT decoder could be trained over one or more 

days, and then be used for decoding for months to years afterwards. This potential use case also 

further supports the study of highly sampled individuals. 

Interestingly, there were some cases in which a run served as a consistently good test data set but 

not as reliable a training data set (e.g. run 6 for left vs. rest classification), and vice versa (e.g. 
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run 16 was a consistent training data set but not always a good test data set for left vs. right 

decoding). These occasional asymmetries likely reflect differences in processing for training and 

test data. Templates were constructed from training data by block-averaging across a 5 second 

time window and across all presentations of a stimulus. Meanwhile, for test data, a single time 

point was used to assess decoding for each trial. Furthermore, inconsistencies in decoding 

performance for some specific pairings of data sets and not others may be a result of minor 

variations in the positioning of the cap between sessions. Future studies could investigate these 

potential sources of variance and attempt to further improve the consistency of decoding. 

Data was taken from four additional participants and subjected to a similar analysis of decoding 

accuracy and reproducibility across individuals (Figure 2.4). Here, the within-participant ROC 

curves (Figure 2.4A) and the AUC values along the diagonal of the reproducibility matrices 

(Figure 2.4B) reflect high within-subject reliability in most of the participants, while off-diagonal 

matrix values illustrate that with HD-DOT data it is feasible to train a decoder on one individual 

and successfully infer the visual stimulus seen by another (Figure 2.4B). The inter-individual 

variability in decoding outcomes, with some participants yielding higher decoding accuracy than 

others, is likely partly related to variation in data quality between individuals associated with a 

combination of factors such as anatomical variability and participant compliance with regard to 

both maintaining central fixation and minimizing motion. Indeed, as illustrated in Supplemental 

Figure S2.2, participants with poor decoding performance had poor data quality to begin with, as 

assessed by signal-to-noise ratio and template laterality. This underscores the importance of 

monitoring data quality.   
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Nevertheless, the reproducibility of HD-DOT decoding across multiple sessions and individuals 

and the feasibility of inter-individual decoding suggest that it should be possible to pool training 

data across multiple imaging sessions and participants in future studies. While in this study we 

were able to train our decoder sufficiently with data from a single 5-10 minute task run, more 

complex decoding tasks will likely require significantly more data than could be acquired in one 

continuous session. For instance, prior visual decoding studies using fMRI data and more 

complex algorithms to reconstruct novel naturalistic stimuli outside of the training set collected 

2-3 hours of training data in each of 3 participants to train their decoders without over-fitting and 

also block-averaged hours’ worth of test data [39,40]. Furthermore, though subject-specific 

training data may often facilitate the most accurate decoding, the decoding performance we 

observed across sessions and individuals suggests that a decoder could be pre-trained with group 

data to enhance efficiency of training and performance of decoding in some cases. While 

inclusion of low quality training data would likely impair decoding performance, including high 

quality data from other individuals could even improve decoding; e.g. decoding left vs. right in 

participant 4 is even more effective using the high quality training data from participants 1 and 2 

than the data from participant 4 theirself. The success of a pre-trained decoder could further be 

enhanced by anatomical and functional co-registration of group-level templates to a subject-

specific space and by updating the decoder with additional subject-specific training data. Future 

studies can systematically assess the quantity of HD-DOT data required for an optimized pre-

training approach and its effects on decoding performance. 
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2.4.4 Performance of more spatially and temporally detailed retinotopic 

decoding with HD-DOT 

Finally, we reasoned that the increased space-bandwidth product afforded by our high-density 

imaging array may enable us to distinguish a larger number of targets than prior optical decoding 

studies that have mostly performed binary or 4-way decoding [47–51]. As a result, we increased 

the complexity of our decoding and performed the 18-way and 36-way classification experiments 

with the moving checkerboard ring and wedge stimuli. We found that we were able to localize a 

60° wide checkerboard wedge rotating 10° at a time through 360° with a mean within-participant 

error of 18.0±17.4° across all sessions in our highest performing participant (Figure 2.6B) and 

25.8±24.7° across all participants. While this decoding performance is significantly better than 

chance (90°, p<0.0033), the error indicates that the decoder cannot independently resolve all of 

the 36 positions separated by 10°. A better estimate of the number of independent radial 

positions that could be decoded is the full cycle (360°) divided by the mean error, or 

approximately 20 positions in our highest performing participant and fewer for other participants 

(~14 positions on average).  

We observed several intriguing patterns in our evaluation of 36-way decoding across multiple 

participants (Figure 2.7). Decoding performance within a participant appears to be consistent 

across runs and sessions, and is best in participant 1 and worst in participant 2. We interpret this 

as reflecting that the repeatability of precise retinotopic activations is greatest in participant 1 and 

lowest in participant 2, perhaps as a result of differences in participant compliance with central 
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fixation and differences in data quality. Another possible contributing factor is anatomical 

variability between participants in the precise folding of visual cortex. For example, in some 

participants, responses to stimuli in all four quadrants of the visual field can be mapped by HD-

DOT, but in others only responses to the lower visual field hemi-field can be captured with high 

signal-to-noise [69]. The fidelity of activations appears to be even more critical for test data than 

training data based on the asymmetries observed in the matrix. For instance, testing with 

participant 1 after training with participant 2 yields better results than both testing with 

participant 2 after training with participant 1 as well as using both training and test data from 

participant 2. These observations are consistent with the fact that template maps are created by 

averaging training data across blocks, which boosts signal-to-noise ratio, while every time point 

is evaluated separately in the test data, which makes consistency particularly important. 

However, additional factors evidently influence inter-participant decoding; for instance, 

decoding of test data from participant 1 is better using templates from participant 2 (who had the 

worst within-participant decoding performance) than using templates from participant 3. It is 

likely that inter-individual differences in anatomy and cap positioning contribute to such trends. 

For example, participants 1 and 2 may have had more similar head shapes, occipital cortex 

anatomy, and cap fits, such that retinotopic activations were more similar between them than to 

those seen in participant 3, potentially explaining why inter-participant decoding was more 

successful with participants 1 and 2.  

In addition, the visual stimulation paradigms used allowed us to study how decoding 

performance varied across the visual field. It emerged that there was a discrepancy between 
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decoding accuracy in the lower and upper hemifields with generally lower decoding error for 

stimuli in the lower hemifield (Figure 2.6C). This result is consistent with prior reports of 

variations in HD-DOT signal-to-noise ratio across different parts of visual cortex [69]. These 

observations likely stem from the anatomy of visual areas V1, V2, and V3, organized 

retinotopically around the calcarine fissure with the upper hemifield represented deeper below 

the cranial surface and hence less accessible to photonic measurements [100,101]. Structural and 

functional neuroanatomical variability between individuals likely explains why this effect of 

stimulus position on decoding error was more pronounced in some individuals than others 

[90,102–106].  

Nonetheless, the feasibility of this detailed decoding even with training and test data from 

different cap fits and individuals reflects the potential of HD-DOT for supporting applications of 

neural decoding. Furthermore, the success of this spatially detailed decoding encourages 

exploring other forms of more elaborate decoding, such as deciphering naturalistic stimulus 

information. In fact, some of the error recorded in the current decoding experiments may have 

stemmed from lapses in compliance with central fixation (as it is challenging to keep gaze 

fixated on a central crosshair while bright, distracting patterns flicker in the periphery), so a more 

naturalistic visual stimulus may even improve decoding performance. Decoding of more 

complex stimuli could also leverage signals from additional areas beyond early visual cortex to 

potentially distinguish a larger number of targets.  

Aside from the increased spatial detail of decoding revealed by the 18- and 36-way classification 

experiments, the success of decoding stimulus location at individual time points without having 
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to average across multiple trials is also a step towards developing the real-time decoding that 

would enable efficient brain-computer interfaces for clinical use. The current study aimed to 

evaluate the feasibility of decoding while using established methods for processing and 

reconstructing optical data, including steps that use the full run of data such as zero-phase high-

pass filtering, superficial signal regression, and mean-subtraction. Future studies could reassess 

the performance of single-trial and single-time-point decoding using a modified processing 

pipeline that changes these steps to respect causal relations, only using prior data for any given 

time point. Such analysis would provide an assessment of pseudo-real-time decoding. Based on 

the accuracy and timing of this proposed pseudo-real-time decoding, subsequent studies could 

decode HD-DOT data in real time while participants are being imaged and deliver feedback to 

investigate closed-loop HD-DOT-based brain-computer interfaces. 

2.4.5 Limitations, potential solutions, and future directions 

It is important to note that our study intentionally enriched for participants and data sets with 

high raw data quality, as evaluated by light levels, signal-to-noise, pulse signal, and head motion. 

Our rationale for this decision was multifactorial. Firstly, as we were evaluating a new method of 

analyzing HD-DOT data, it was important to ensure that the quality of the data itself was not a 

confounding factor undermining the study.  Secondly, the myriad possible sources of noise 

(instrumentation, cap fit, head motion, participant attention, confounding physiology, etc.) render 

a reasonable analysis of these factors and their effects on decoding beyond the scope of the 

current study. Furthermore, data quality is a moving target, with newer systems and strategies 
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mitigating the effects of head motion and improving signal-to-noise [107–109]. Data quality is 

also expected to vary dramatically as decoding is applied to different tasks, domains, and 

populations. Therefore, additional research will be required to evaluate generalizability across a 

broader population and range of data quality. Future studies with larger numbers of participants 

would also be better powered to more systematically evaluate the relationship between different 

components or measures of data quality and decoding performance. Overall, we anticipate 

average decoding performance might be poorer among a general population. However, on the 

upside, most of the potential sources of noise discussed are addressable. For instance, anatomical 

variability could be at least partly addressed through subject-specific head modeling [60]. 

Participant compliance could be improved through training and feedback for both maintaining 

central fixation [110] and minimizing head motion [34,111]. And given the fluid nature of data 

quality and the progression of the fNIRS research field towards ensuring higher quality data, it 

may be possible to further improve decoding performance through advances in hardware such as 

wireless systems with high signal-to-noise [107,108] and algorithms for rigorous monitoring and 

optimization of data quality [109]. As a result, the field of optical neuroimaging will likely see 

improvement in the performance and scope of decoding in future research. 

The current study was restricted to visual decoding, but it also provides a framework to begin 

exploring decoding of other modalities with HD-DOT. For example, other sensory systems and 

the motor system also organize information systematically in neuroanatomical space [112,113], 

and these maps could be leveraged to decode motor imagery or auditory signals with HD-DOT 

to replicate and expand on prior work with fMRI and fNIRS [51,72,73]. In these applications 
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too, HD-DOT could combine the strengths of fNIRS, such as portability and a quiet scanning 

environment, with higher spatial resolution and image quality to potentially perform the more 

detailed decoding that fMRI has supported. 

It is left for future studies to determine if the decoding established here using a simple task 

paradigm and normative adult population can be extended to more challenging tasks and 

populations, as have been explored with other imaging modalities. In particular, decoding 

naturalistic stimuli outside the decoder's training set, as previous fMRI studies have done, will 

require more sophisticated decoding strategies than the straightforward template matching 

approach used here. Future HD-DOT studies may hence explore decoding using stimulus feature 

encoding regression models or convolutional neural networks for classification [38–40]. 

Decoding more complex tasks will also rely on capturing more subtle signals distributed across 

broader areas of cortex than the robust signal localized to visual cortex that is evoked by 

checkerboard stimuli. However, HD-DOT has been shown to be capable of functional brain 

mapping with high signal-to-noise ratio during tasks such as verb generation, covert reading, and 

viewing multimodal naturalistic stimuli [53,64], which is encouraging for decoding covert and 

complex signals pertaining to language and other domains beyond vision. Decoding in other 

populations, such as infants and patients with neurological disorders who have participated in 

prior fNIRS decoding studies [46,48], will present additional data acquisition challenges such as 

increased levels of motion and the need for imaging at the bedside. However, previous HD-DOT 

brain mapping studies have already established the feasibility of imaging at the bedside in 

neonates and stroke patients [62,114,115], while newer lightweight [116] or fiber-less [107] 
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designs will further increase portability and reduce motion artifacts facilitating decoding studies 

in such populations.  

Finally, potential real-world applications of HD-DOT decoding such as brain-computer 

interfaces in neurological populations would build on the combination of advances in imaging 

hardware, real-time data processing methods, and decoding algorithms. Although motor 

prosthetic control and augmented communication commonly garner more attention, one of the 

earliest demonstrations of a brain-computer interface was based on decoding EEG responses to 

checkerboard visual stimuli [117]. In that study, participants guided a cursor through a maze by 

shifting their center of fixation relative to a checkerboard stimulus, which produced visual 

evoked potentials that were decoded and used to update the location of the cursor on the screen. 

A similar paradigm could be used to apply our retinotopic decoding in a visual HD-DOT-based 

brain-computer interface in healthy participants for proof of principle. This framework for real-

time processing and feedback could then be combined with other parallel progress in HD-DOT 

decoding, such as motor and semantic decoding, and with hardware advances, such as 

increasingly wearable HD-DOT systems, to develop HD-DOT-driven prosthetics and 

communication for patients with motor disabilities. 

There are indeed many steps between our study of explicit visual decoding and long-term goals 

such as brain-computer interfaces for neurological patients. However, the current validation of 

the feasibility, accuracy, and reproducibility of detailed, single-trial visual decoding with HD-

DOT provides a solid foundation to build upon in future research. 
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Figure S2.1: Stimulus design and template timing 
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(A) Left-versus-right checkerboard wedge viewing task paradigm: in this block design task (used 
in Figures 2.1-2.4), 10 second checkerboard presentation windows were interleaved with set 
inter-stimulus intervals (24s long in this schematic). The checkerboard stimulus could be 
presented to either the left or the right visual hemifield in a pseudo-random order. Responses to 
each stimulus were block-averaged to construct two “templates” of the typical hemodynamic 
responses to the two stimulus positions. The template maps were sampled across a 5 second 
window beginning 10 seconds after stimulus onset, in accordance with the peak of the 
hemodynamic response to these stimuli (Zeff et al. 2007; Gregg et al. 2010). (B) In order to 
determine the optimal time delay for template construction for the 18-way decoding experiment, 
mean decoding error was evaluated for a range of time delays using a single pairing of training 
and test data sets collected in participant 1. Error was minimized at a time delay of 8s. (C) An 
analogous error minimization analysis for the 36-way decoding experiment yielded an optimal 
time delay of 6s. (D) Phase-encoded checkerboard stimulus viewing task paradigms: In the 
rotating checkerboard paradigm (used for Figures 2.6-2.7) depicted here, participants watched a 
flickering checkerboard wedge rotate 10 times through 36 positions spanning 360 degrees at 36 
seconds per revolution (1 second per position). After allowing the empirically optimized 6 
second delay, every time point contributed to one of a set of 36 templates (one for each position 
of the checkerboard) averaged across the revolutions of the stimulus. In the 
expanding/contracting checkerboard ring paradigm (used for Figure 2.5), the stimulus instead 
progressed through 18 concentric positions, spending 2 seconds at each position, and hence a set 
of 18 templates was constructed sampling 2 successive time points (with the empirically 
optimized 7-8 second delay) from each cycle for each template  
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Figure S2.2: Raw data quality is associated with decoding performance 
High data quality, including high cardiac-pulse-to-background signal-to-noise (measured as the 
ratio of signal power in the 0.5-2 Hz range to bandwidth-scaled median power in the flanking 
frequency bands) across the cap (A), is associated with well-lateralized template maps (C) and 
high decoding performance as indicated by ROC analysis (E). In contrast, poor data quality 
including low signal-to-noise across the cap (B) is associated with less robust template maps (D) 
and lower decoding performance (F). 
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Figure S2.3: 36-way classification of rotating visual stimulus position  
Stills from a movie providing an alternative presentation of the data in Figure 2.6A, comparing 
true stimulus phase (left) to the decoded phase (right) determined from the HD-DOT map of 
brain activity (center) at various time points in an exemplary decoding run 
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“Kho na jaaiye, taare zameen par”  
(“Lest they get lost, the stars on our Earth”) 

- Prasoon Joshi, Shankar-Ehsaan-Loy 
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Chapter 3: Mapping brain function in awake 

young children during naturalistic viewing 

with high-density diffuse optical tomography 

3.1 Introduction 
The first several years of human life are packed with exciting behavioral changes, but the 

underlying changes in brain function have been challenging to study. Since the pioneering work 

of Hubel and Wiesel using the cat visual system as a model, decades’ worth of animal 

experiments have provided valuable insight into the critical periods for brain development and 

heightened neuroplasticity that occur early in life [14–16,118]. But not all behaviors can be 

effectively investigated in animal models. For instance, no other species learns to comprehend 

and speak languages quite like humans do over early childhood. Furthermore, while laboratory 

models provide opportunities for powerful basic science research, translation into clinical 

neuroscience studies in patient populations requires methods for measuring brain function in 

humans. However, human studies of functional brain development have been constrained by 

available imaging methods and the entailed tradeoffs between image quality and logistics. For 
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example, functional magnetic resonance imaging (fMRI) has been used to map brain function in 

adults in exquisite detail, but the confined, loud, and solitary scanning environment and low 

tolerance for head motion are not conducive to scanning young children while awake [22]. As a 

result, a systematic review of over two decades of task fMRI research on language development 

found only one study in children younger than 4 years, which imaged sleeping toddlers during 

passive listening [20,21]. Functional near-infrared spectroscopy (fNIRS) is an alternative 

imaging modality that uses light to track brain function in an open, silent, child-friendly 

environment [29]. However, the traditionally sparse sampling of fNIRS results in poor image 

quality [30,56,61]. Indeed, developmental fNIRS studies have often had to describe differences 

between ages, groups, and task conditions with reference to measurement locations on the scalp 

rather than localizing them to brain tissue [32,33].  

High-density diffuse optical tomography (HD-DOT) is an emerging neuroimaging approach that 

uses dense arrays of light sources and detectors to combine logistical advantages of optical 

imaging with tomographic reconstruction, increased resolution, reduced localization artifacts, 

and other image quality improvements relative to traditional fNIRS [30,52,56,61]. HD-DOT has 

been benchmarked against the current functional neuroimaging gold standard of fMRI [53,60] 

and has potential to be a powerful tool for developmental neuroscience research. However, prior 

HD-DOT studies have focused on adults [53], children older than 7 years [61], or infants 

[56,114,115], omitting the intermediate age range of 1-7 years. Imaging these young children 

while awake requires optimization of instrumentation for this age group as well as accompanying 

child-friendly task paradigms. Movies can serve as rich stimuli for mapping brain function 
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[35,36,64] while improving compliance and reducing head motion in children [28,34]. Here, we 

further developed optical imaging methods previously applied in adults, characterized movie 

viewing paradigms and data analysis methods initially designed by fMRI studies, and combined 

these tools to map responses to naturalistic speech in awake young children.  

Specifically, we first designed and built a new HD-DOT system targeted towards imaging 

preschool-age children and incorporating various image quality improvements over previous 

systems, including an increased channel count, expanded field of view, and laser optics. After 

developing subject-specific head models for optimal reconstructions, we validated the 

performance of the imaging system based on raw data quality and reconstructed image quality 

for conventional task data from a group of adults. Next, we compiled and characterized a library 

of children’s movie clips and associated data analysis pipelines, developing and validating these 

tools for functional brain mapping in adults. Finally, we used the optimized system, stimulus 

library, and analysis pipelines to map receptive language function during movie viewing in a 

pilot group of participants aged 23-80 months. We therein establish the feasibility of mapping 

brain function in young children while awake with HD-DOT. Our work lays an important 

methodological foundation for future research to further investigate typical and atypical 

trajectories of functional brain development through larger cross-sectional and longitudinal 

studies in various pediatric populations.  
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3.2 Methods 

3.2.1 HD-DOT system design and build 

The study aimed to first develop a new optical neuroimaging system geared towards imaging 

children while maximizing data quality. The instrument illuminated the head with 128 laser 

sources at each of two wavelengths, 685nm and 830nm (HL8338MG and HL6750MG, Thor 

Labs), well within American National Standards Institute consensus standards for near-infrared 

light exposure. Scattered light was measured by 125 avalanche photodiode (APD) detectors 

(C12703-01 SPL, Hamamatsu), and each one’s signal was digitized by a dedicated analog-to-

digital converter (ADC) at 96 kHz (A16R, Focusrite). Source, APD, and ADC boxes were 

stacked on a mobile extruded aluminum cart (custom design, MiniTec). 

Light was conveyed between the participant’s head and the sources and detectors themselves by 

bundles of fiber-optic cables (FTIIQ24425 for connecting 2 sources, one for each wavelength, to 

each source position on the cap, and FTIIG24426 for 1:1 detector connections, both from 

Fiberoptics Technology). The weight of the fibers was supported by and symmetrically 

distributed around a pair of concentric, suspended wooden halos (12" x 5/4" wood disks with a 

8" cutout, Menards) and a mobile, extruded aluminum frame (custom design, MiniTec). Fiber 

tips were capped with 3-D printed, round-ended, soft plastic sleeves secured by heat-shrink 

tubing, so as to reduce the sharpness of optodes on the scalp. Fiber ends were held in place by an 

imaging cap in a grid of alternating source and detector positions that curved around the head 

surface.  
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The main body of the cap was made by molding four heated panels of thermoplastic Aquaplast 

(NC81339-1, North Coast Medical) to four surfaces (occipital, left and right temporal, and 

dorsal) of a model head. The model head was itself created by 3-D printing a previously acquired 

structural MR image from an adult participant [60] that had been scaled down to match the 

average diameter of a 4 year-old head. The Aquaplast panels were allowed to cool and harden 

before lining their inner surfaces with soft foam. The occipital panel was attached to each of the 

two temporal panels by a series of zip ties, while the dorsal panel was kept separate. The chosen 

thermoplastic material and this multi-panel design ensured a combination of structural integrity 

across long-term usage as well as flexibility to fit the cap to multiple head shapes and sizes. A 

uniform grid of holes with 11mm spacing was drilled across the formed panels, creating first-

nearest through fifth-nearest source-detector separations of 1.1, 2.5, 3.3, 3.9 and 4.6 cm. The 

holes were then lined with 3-D printed, cylindrical plastic guides, secured by rubber bands, to 

hold fibers perpendicular to the head surface. The cap panels were suspended by string from the 

wooden halos, and then fibers were inserted in their designated positions through the guides. 

Fibers were held in place by elastic foam rings (punched out of a sheet, 8785K82, McMaster 

Carr) that also provided a spring action to press fiber tips against the participant’s scalp. Fiber 

ends projected 5mm beyond the inner surface of the cap so that they could be combed through 

hair like the teeth of a hairbrush. Velcro straps and buckles were added along the edges of the 

cap so that the panels could be fastened in fixed positions relative to each other and pressed close 

against the head during imaging sessions.  
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The cap was suspended above a motorized salon chair that could be lowered or raised according 

to the participant’s height. The height of the cap could also be changed by adjusting the frame 

but was generally held fixed across imaging sessions, except for the dorsal panel that was 

lowered and raised each time a participant entered and left the cap. An LCD display was 

positioned at eye level 90cm away from the cap to present visual stimuli and two speakers placed 

at the opposite end of the room were used to deliver auditory stimuli with stereo sound. A 

screen-based eye tracker (X3-120, Tobii Pro) was mounted below the display for a subset of 

imaging sessions. Seven cameras were mounted around the aluminum frame to capture the 

position of the cap on the participant’s head during each imaging session from upper and lower 

viewing angles on the left, right, and back of the cap as well as head-on. The aluminum frame 

was cushioned and decorated with colored foam to have the appearance of a sandcastle, the 

aluminum cart was covered with blue curtains, and the walls and doors of the room were covered 

with stickers to give the entire imaging suite an under-the-sea theme. There was also ample space 

for one or more additional chairs to accommodate caregivers and/or experimenters sitting near 

children for comfort and supervision during imaging sessions. 

The system was operated through three computers from an adjacent control room. Light sources 

were controlled by a dedicated source computer, using software created in-house and connected 

to a 20MHz digital input/output card (782608-01, National Instruments) and two BrainBoxes for 

multiplexing and demultiplexing of signals, as detailed for previous systems (Eggebrecht 2014). 

This setup enabled sources to be illuminated in highly temporally precise encoding patterns, 

allowing time and frequency coding of the source responsible for every detected signal. Detected 



78 
 
 

 

and digitized signals were sent from the ADCs to a separate detector computer, on which another 

custom-coded software program presented real-time displays of light and noise levels and also 

allowed for initiation and termination of data collection. Finally, a third stimulus computer used 

the Psychophysics Toolbox 3 package for MATLAB (Brainard, 1997) to present stimuli to 

participants via an audiovisual mixer connected to the two speakers and display. Synchronizing 

signals were sent from the source computer via the demultiplexing boxes and from the stimulus 

computer via the audiovisual mixer to the detector computer for time-locked alignment of 

source, detector, and stimulus information. 

3.2.2 Cap fit procedure 

The cap fit process featured slight modifications to the protocol used in previous studies in order 

to work with the expanded field of view [53,119]. At the beginning of each cap fit, any 

participant with long hair had their hair parted down the middle and back and then tied in left and 

right pigtails. The participant was then asked to sit in the imaging chair and slide their head back 

into the cap, and the pigtails (if present) were threaded between the lateral and dorsal cap panels 

to minimize obstruction of light transmission between optodes and the scalp. The height of the 

chair was adjusted to position the participant’s ears just below the side panels of the cap. The 

participant was then directed to hold a pair of Velcro straps at the front of the cap and move the 

cap and their head side-to-side so as to comb the optodes through their hair and against the 

surface of the scalp. The tragus on either side of the head and fiducial markers on the cap were 

used as points of reference to ensure the cap was positioned symmetrically and consistently. The 
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front Velcro straps were then fastened. The dorsal imaging pad was lowered by an experimenter 

and combed through the hair on the top of the head, and additional Velcro straps were then used 

to secure the top panel relative to the rest of the cap. Real-time data quality visualizations and 

tactile feedback from the participant were then utilized to guide any further combing of 

individual occluded optodes with lowered light levels through obstructing hair. The final position 

of the cap on the participant’s head was recorded from seven camera angles. 

3.2.3 Participants 

While our ultimate goal was to image young children, we needed to first validate the 

performance of our new imaging system, task paradigm, and analysis pipeline. A group of 5 

young healthy adults (age range 20-33 years) served as a compliant, high-performing, well-

characterized reference population to ensure that our imaging tools worked as expected. In the 

first phase of the study (HD-DOT system validation), we mapped responses to visual stimuli, 

auditory stimuli, and a motor task in 4 adult participants each. In the second phase (movie 

paradigm validation), we mapped responses to a library of animated movies in 3 highly sampled 

adults. In phase three (child imaging), we attempted to image 31 children (age range 18-80mo) 

while they were presented with movies and spoken word lists. Among them, 30 children 

complied with the cap fit procedure and wore the cap for at least 5 minutes of imaging. Our 

inclusion criteria for data analysis in the current study were that participants provide at least 

three high quality movie viewing runs (including two using the same movie clip, to allow for 

comparisons between matched and mismatched movie clips as explained in section 2.6.7) or one 
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high quality word-hearing task run. Data quality was determined by light levels, measurement 

variance and retention, pulse signal-to-noise ratio, and indicators of head motion, as explained in 

section 2.6. Altogether, 15 children (age range 23-80mo) met our criteria for inclusion in final 

analyses (Supplemental Table 2). Providing only 1-2 movie runs (insufficient to allow the 

comparison of 2 matched and 2 mismatched clips as described in section 2.6.7) was the most 

common reason other children were excluded. 

Informed consent was obtained from all adult participants. For children, informed consent was 

obtained from the participant’s parent or legal guardian, and assent was obtained from the child. 

Consent procedures were conducted in accordance with the IRB protocol approved by the 

Human Research Protection Office at Washington University School of Medicine. 

3.2.4 Stimulus protocols 

Visual Stimulation: Participants were asked to sit still and maintain fixation on a crosshair at the 

center of the display while a wedge-shaped flickering checkerboard stimulus rotated around the 

screen. The black and white checkerboard pattern of the wedge reversed at 8 Hz against a 

constant 50% grey background. The wedge subtended a polar angle of 60°, a radial angle from 

2.5° to 10°, and rotated 10° at a time through 36 positions spanning 360° at 1 second per 

position, for a total of 10 cycles per run [119].   

Finger Tapping: Participants were asked to sit still and maintain fixation on a central crosshair 

until either the letter “L” or the letter “R” was presented on the screen. In response to the letter 
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“L”, participants were instructed to tap the fingers of their left hand against their left thumb at 

2Hz. In response to the letter “R”, participants were instructed to perform the same motion with 

their right hand instead. The letters were presented for 10 seconds at a time in a 

pseudorandomized order, interspersed with rest periods of 24 seconds, for a total of 8 finger 

tapping blocks per side per run.  

Word Hearing: Participants were asked to sit still and maintain central fixation throughout the 

task. For adults, a simple fixation cross was presented, while children were presented a cartoon 

gif to hold their attention. Meanwhile, spoken word lists were presented through the speakers at 

1 word per second for 15 seconds per block, with 15 seconds of silence in between blocks, and a 

total of 6 blocks per run. Participants were instructed to passively listen to the spoken words 

[53]. 

Movie Viewing: After an initial fixation period of 15 seconds, during which a silent gif from the 

movie Finding Nemo was presented on the screen, participants were presented with a 5-6 

minute-long audiovisual movie clip. The presented clip was selected from a set of 20 options 

taken from 5 different children’s movies and TV shows: Finding Nemo, Moana, Frozen, Curious 

George, and Daniel Tiger. Adult participants were presented with all of the movie clips over the 

course of multiple imaging sessions: generally, 4 different clips were presented twice each at 

each of 5 sessions. Children were allowed to choose which movie/show they wanted to watch, 

and were presented with 2-4 alternating clips from that program until they requested that the 

session end or up to a maximum of 8 movie viewing runs interspersed with 2 word-hearing task 

runs per imaging session.  
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3.2.5 Data processing 

All acquired data was processed using the pipeline described below, built on methods developed 

and detailed in previous studies [52,53,58,109,119]: 

Pre-processing: Raw light levels were converted to log ratios across time relative to the temporal 

mean of each measurement as a baseline. Channels with >7.5% variance across a run were 

omitted from further analysis, to minimize contamination of more subtle hemodynamic signals 

by non-physiological nuisance signals such as head motion [53]. Data was high-pass filtered 

using a 0.02-Hz cutoff to reduce long-term drift. Superficial signal regression was performed by 

averaging all first-nearest-neighbor measurements, which sample mostly the scalp, to estimate 

global systemic signals, and then linearly regressing this out of every source-detector 

measurement time trace [52,58]. Low-pass filtering was done with a 0.5-Hz cutoff to remove 

residual pulse and other high-frequency noise. Data were finally downsampled to 1 Hz [53].  

Light modeling and reconstruction: Pre-processed data were reconstructed using an anatomical 

light propagation model. For the initial adult comparison of head modeling approaches (Figure 

3.2) and the child data analysis (Figure 3.7), a generic head model was used, made from one 

participant’s structural MRI data. For all other analyses of adult data, a subject-specific head 

model was generated, using each participant’s own structural MRI data available from an 

independent research project. Head models were created using Freesurfer to segment a T1 image 

[82–84], NIRVIEW to generate a mesh of the participant’s head, finite element modeling with 

spring relaxation approaches to position sources and detectors, and the NIRFAST toolbox to 
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model the diffusion of photons through the head [53,59,85]. For subject-specific head models, 

photographs from imaging sessions were used to guide initial placement of the optode array on 

the head mesh. A reconstruction of word-hearing task data using a first iteration of the head 

model was then compared to a reference group fMRI word-hearing task activation map [109] to 

iteratively guide adjustment of the head model.  

The final sensitivity matrix 𝐴 is a linear transformation between 𝑥, the vector of absorption 

coefficients within the brain volume, and 𝑦, the vector of relative changes in light levels 

measured at the head surface, for each time point, in accordance with the linear Rytov 

approximation: 

(1) 𝑦 = 𝐴	𝑥 

The sensitivity matrix was inverted using Tikhonov regularization with λ1=0.05 and spatially 

variant regularization with λ2 = 0.1. Flat-field reconstructions with these regularization 

parameters were used to designate voxels with sufficient sensitivity [57] and Freesurfer 

segmentation results were used to mask out signals from superficial tissues. The intersection 

across 3 highly sampled participants of flat-field reconstructions thresholded at 1% of their 

maxima was used to designate a common field of view for visualization purposes, as in previous 

studies [75]. For quantitative comparisons of different maps, a more stringent sensitivity cutoff 

was applied for each head model by thresholding its flat-field reconstruction at 10% of its 

maximum value to generate a conservative, subject-specific spatial mask. 
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Spectroscopy: Relative changes in oxy- and deoxy- hemoglobin concentrations were calculated 

from the differential absorption image 𝑥 at each time point through spectral decomposition:  

(2) ∆𝐶 = 𝐸9:𝑥 

where ∆𝐶 is a vector of oxy- and deoxy- hemoglobin concentration changes across the brain 

volume, and E is a matrix of extinction coefficients of oxy- and deoxy- hemoglobin [53,119]. 

Motion scrubbing: For every run of data, the global variance of temporal derivatives (GVTD) 

metric of head motion was calculated at each time point as the root-mean-square of the temporal 

derivatives of all measurements [109]: 

(3) 𝑔* =	E
:
;
∑ (𝑦#* −	𝑦#(*9:))<;
#=:  

Where 𝑔*	is the GVTD value at time 𝑡, 𝑚 indexes measurements, 𝑁 is the total number of 

measurements, and 𝑦#* is the optical density change for measurement 𝑚 at time 𝑡. Time points 

for which 𝑔*	rose above a statistically determined threshold 𝑔*>+-1>	were censored from further 

analysis to prevent confounding of results by motion artifact. The value of 𝑔*>+-1>	varied 

between participants, sessions, and runs due to differences in the baseline resulting from 

physiological variation, but was set through a data-driven method [109]: 

(4) 𝑔*>+-1> = 	𝜅 + 10𝜎? 

where 𝜅 is the mode of GVTD values and 𝜎? is calculated across the number 𝑛?	of GVTD values 

less than 𝜅 as: 
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(5) 𝜎? =	E
:
!$
∑ (𝑔* − 	𝜅)<8#@	A  

Data quality evaluation: The quality of every data set was evaluated with regard to its light fall-

off curve, the proportion of measurements retained below the 7.5% variance cutoff, GVTD time 

course, pulse signal-to-noise ratio (SNR) across the cap, and for adult imaging sessions also the 

quality of control word-hearing task activation maps. Sessions and runs with poor data quality 

based on these metrics were excluded from further analysis.  

3.2.6 Task data analysis:  

For the word-hearing tasks, a general linear model (GLM) was used to calculate beta values of 

stimulus response relative to rest for each run, using a canonical adult hemodynamic response 

function that had previously been empirically determined using HD-DOT [120]. A GLM was 

similarly used to analyze finger tapping data, but for this lateralized task, the contrast between 

left-sided and right-sided responses was mapped by calculating the difference in beta values 

between those two task conditions. As the continuous visual stimulation task was not conducive 

to an event design GLM analysis, responses were instead block-averaged across a 6 second time 

window beginning 7 seconds after the wedge had entered the lower left and lower right visual 

quadrants, based on prior studies using the same stimuli [119]. For all these tasks used to validate 

the system, responses were aggregated across runs and participants by calculating a fixed effects 

t-statistic map [109]. Response time courses were plotted by averaging responses in seed regions 
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of interest (selected for each task from their activation maps) across blocks, runs, and 

participants. 

3.2.7 Movie viewing data analysis: 

Movie-viewing data runs were aligned with each other and with feature regressors by calculating 

cross-correlations between the attached audio signals (which were recorded with the HD-DOT 

data through one of the ADC channels) and then shifting data time courses by the lag that 

maximized the correlation between the audio signals. This approach corrected for any variable 

stimulus delays caused by the experimenter or equipment, allowing highly timing-sensitive 

analyses like feature regression to be accurately time-locked [28]. 

To study inter-run synchronization, voxel-wise correlations were calculated between the 

oxyhemoglobin signals across time from the two movie runs of interest [35,37,64]. Random 

effects t-statistic maps were constructed to aggregate the results across multiple pairs of runs and 

allow comparisons between conditions, e.g. across all matched movie run pairs, or across 

mismatched movie run pairs as a negative control.  

For feature regressor analysis, speech and face regressors were coded for every movie clip in the 

library by 3 independent experimenters, using a protocol adapted from previous studies [36,64]. 

Speech content was scored on a binary basis (present or not) in 1 second bins across each movie 

clip. The salience of faces in the scene was graded on a 4-point scale (0 = absent, 1 = present but 

in the background, 2 = present and salient, 3 = filling the screen or otherwise highly salient) for 
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frames sampled at 1 second intervals across each movie clip. Each coded regressor was averaged 

across the 3 experimenter’s ratings, with a final reviewer resolving major disagreements at any 

time points attributable to human error (e.g. if one experimenter rated faces as absent and another 

scored faces as highly salient for the same frame). The resulting consensus regressors were then 

convolved with a canonical hemodynamic response function [120] and z-scored. Both regressors 

and HD-DOT data were filtered with the same high-pass cutoff of 0.02 and low-pass cutoff of 

0.2 prior to correlation analysis. 

To conduct univariate regressor analysis (e.g. simple speech mapping) for a run of data, voxel-

wise correlations were calculated across time between the oxyhemoglobin signal and the 

regressor of interest, as in previous studies [64]. To conduct a more refined multivariate 

regressor analysis for parallel feature mapping, voxel-wise feature correlations were evaluated by 

calculating beta values using a GLM incorporating multiple features of interest (both speech and 

faces) and nuisance regressors (GVTD, audio envelope, luminance, temporal derivative of 

luminance, temporal derivative of squared luminance, hands, and bodies) in the design matrix. 

In all cases, results were aggregated across runs by calculating random effects t-statistics and 

plotting them on an atlas surface. The resulting feature regressor maps were further evaluated by 

calculating spatial correlations, e.g. between feature regressor maps from different sets of movies 

to evaluate reproducibility and generalizability, or between speech regressor maps and word-

hearing task activation maps to evaluate construct validity. 
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3.3 Results 

3.3.1 Preschooler HD-DOT imaging system: 

Our new HD-DOT system incorporated design features to maximize both image quality and 

child comfort (Figure 3.1A). Measures to improve image quality included a high channel count 

and density, an expanded field of view, and enhanced optics relative to previous systems [53,61]. 

The effort to make the imaging setup child-friendly targeted the cap itself as well as the 

associated infrastructure and scanning environment. 

The cap contained 128 source locations interleaved with 125 detector locations in a grid with 

11mm spacing between neighboring optodes, capturing 5202 measurements with <5cm of 

source-detector separation (Figure 3.1B). These measurements were distributed across the 

posterior, right and left lateral, and dorsal surfaces of the head (Figure 3.1C), so as to cover 

regions of occipital, temporal, parietal, and frontal cortex including visual, auditory, 

sensorimotor, and association areas (Figure 3.1D-E). To maximize the dynamic range of 

measurements, laser light sources were used with a “2-pass encoding pattern”, i.e. every source 

was flickered in turn at first 1% brightness and then 50% brightness. This approach yielded light 

fall-off curves spanning seven orders of magnitude of optical power above the noise floor 

without clipping – a wider range of light levels than those effectively measurable with any single 

intensity illumination, as evidenced by data acquired with an optical phantom (Figure 3.1F-I). 

The sensitivity, detectivity, crosstalk, dynamic range, and frame rate of image acquisition are 

detailed in Table 3.1. 
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Figure 3.1: Preschooler HD-DOT system  
(A) Image of the system, showing the cart stacked with sources and detectors, and the imaging 
cap suspended above a pediatric chair from a decorated frame. (B) Schematic of the optode 
array, depicting 128 sources in red, 125 detectors in blue, and thousands of overlapping source-
detector pairs below in green. Not depicted are additional measurements connecting the dorsal 
pad and the rest of the cap between the sources and detectors along their adjacent edges. (C) 
Depiction of source and detector positions on a participant’s head during a typical imaging 
session. (D) Surface projection of a flat field reconstruction thresholded at 10% of its maximum 
illustrates the coverage typically achieved, including regions of occipital, parietal, temporal, and 
frontal cortex. (E) Tomographic slices of a flat field reconstruction thresholded at 10% of its 
maximum illustrate the depth of sensitivity. (F) Illuminating sources at 1% of their maximum 
intensity allows for unsaturated nearest-neighbor measurements but low light levels that 
approach the noise floor for long-range measurements. (G-H) At 10% (G) and 50% (H) 
intensities, light levels remain higher above the noise floor for long distances, but are clipped for 
short ones. (I) A 2-pass encoding pattern alternating between 1% and 50% brightness supports 
unclipped measurements for short-range separations as well as measurements well above the 
noise floor for longer separations, maximizing dynamic range. 
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Table 3.1: Preschooler HD-DOT system characterization 
System Specification Goal Actual (mean) 

Sensitivity (V/W) > 1x106 6x106 
Detectivity (fW/[√Hz*mm2]) < 350 10.6 

Crosstalk (dB) < -120 -131.5 
Dynamic range (dB) > 120 120.1 

Frame rate (Hz) > 3 10.4 
 

 



91 
 
 

 

The cap was sized to fit an average 4 year-old head, but the multi-panel design, flexible 

materials, and adjustable Velcro attachments allowed the cap to fit a range of head sizes and 

shapes, tested across participants ranging from 18 months to 33 years of age. As with previous 

caps, fiber tips extended beyond the inner surface of the cap so as to comb through hair, but they 

were covered with newly designed, rounded, soft plastic caps to reduce sharpness at points of 

contact. The large number of fibers further distributed pressure across the head. Lightweight 

fiber optic cables were used to convey light between the cap and imaging console, and their 

collective weight, tension, and torque were supported and evenly distributed around a system of 

two wooden halos and an extruded aluminum Mini-Tech frame, further minimizing the weight of 

the cap on the participant’s head. The frame was padded with foam and decorated to look like a 

sandcastle to fit with the under-the-sea theme of the imaging suite, creating a child-friendly 

aesthetic. During imaging sessions, participants were seated in a motorized, adjustable, and 

cushioned pediatric salon chair with a five-point harness to secure younger children. The open 

imaging environment also included ample space for a caregiver and/or experimenter to sit next to 

children during imaging sessions to supervise them and keep them at ease.  

3.3.2 Head modeling 

Finite element algorithms model light propagation through the head between source-detector 

pairs, enabling source-detector measurements to be transformed into a neuroanatomical space 

[53,85]. While generic atlas-derived head models can be effective [81], we created subject-

specific head models using participants’ own structural MRI data when it was available, i.e. for 
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all adults who were imaged for validation of the system. The rationale for this approach was to 

account for individual variation in head shape and internal tissue structure and thereby ensure 

more accurate system validation. Initial positioning of the optode array in each head model was 

guided by photographs of the cap’s true position on the participant’s head captured from 7 

camera angles during each imaging session (Figure 3.2A). Word-hearing task data was used as a 

functional localizer to guide further task-based adjustment of head models (Figure 3.2B) by 

comparison to reference fMRI maps [109]. In order to evaluate head model performance, 

independent runs of the word-hearing task that were not used for head model training were 

reconstructed using both generic and subject-specific head models. The resulting test maps were 

compared to reference word-hearing task maps from a prior fMRI study [109] by plotting 

overlap and calculating Dice coefficients across a range of thresholds. The subject-specific head 

models consistently yielded greater overlap with the reference data, quantified by higher Dice 

coefficients, than the generic head model (Figure 3.2C-D). 
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Figure 3.2: Head modeling 
When anatomical MRI data was available for a participant (i.e. for all adults in validation phases 
of the study), it was used to create a subject-specific head model to attempt optimized 
reconstructions of HD-DOT data. (A) Cap fit photographs taken from 7 camera angles were used 
to guide positioning of the optode array on a mesh of the participant’s head for the first iteration 
of the subject-specific head model. (B) One participant-specific word-hearing task run was used 
as training data by an experimenter to inform adjustments to the head model based on how the 
reconstructed data compared to a reference group fMRI word-hearing activation map. (C) 
Reconstructions of separate test data using subject-specific head models show increased overlap 
with reference fMRI data relative to reconstructions using a generic head model. (D) The Dice 
coefficient used to quantify overlap between group HD-DOT data and group fMRI data is greater 
across map thresholds for subject-specific head models than for a generic head model. 
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3.3.3 System validation 

In vivo data was first collected in adults to validate the performance of the new system using 

simple tasks in a compliant and well-characterized reference population before pursuing studies 

of more complex paradigms like movie viewing or more challenging populations like children. 

We regularly observed a log-linear fall-off of light intensity with source-detector separation, with 

a clustering of measurements within ~2 orders of magnitude at each separation, and with 

measurements consistently above the noise floor out to fifth-nearest neighbor pairs (Figure 

3.3A). The cardiac pulse waveform was clearly visible in measurement time traces (Figure 3.3B) 

and a corresponding peak around 1Hz was notable in Fourier spectra of measurements (Figure 

3.3C). Plotting the ratio of signal power in the 0.5-2 Hz frequency band to the bandwidth-scaled 

median power in flanking frequency ranges revealed high pulse SNR across the cap, although 

SNR was frequently higher across the lateral and posterior panels than the dorsal panel (Figure 

3.3D). Other indicators of high in vivo data quality that were assessed for every scan included 

low measurement variance, high retention of measurements after excluding those above a 7.5% 

variance threshold, and low head motion as quantified by the global variance of temporal 

derivatives. Task activation maps provided further evidence of image quality. We were able to 

map contralateral visual cortex activations in response to unilateral checkerboard stimuli (Figure 

3.3E-F), contralateral motor cortex activation during finger tapping (Figure 3.3G), and bilateral 

auditory cortex activations during a word-hearing task (Figure 3.3H), as well as map 

corresponding time courses of oxyhemoglobin, deoxyhemoglobin, and total hemoglobin signals 

(Figure 3.3I-L). 
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Figure 3.3: System validation with in vivo adult data 
Young healthy adults served as a compliant, high performing reference group to help validate the 
performance of the new imaging system. (A) A representative light fall-off plot, showing a log-
linear fall off of light levels with increasing source-detector separation. Optical power 
measurements are tightly clustered within 2 orders of magnitude at each possible distance, and 
are above the noise floor across 5 degrees of source-detector separation. (B) The cardiac pulse is 
clearly visible in measurement time traces. (C) Fourier spectra show a strong cardiac pulse peak 
at ~1Hz. (D) High mean 0.5-2Hz band-limited signal-to-noise ratio (pulse SNR) across the cap 
indicates high data quality. SNR tended to be higher across the posterior and lateral panels than 
the dorsal panel. (E-H) Activation maps from block-design tasks illustrate image quality across 
the cap. (E) A right-sided visual stimulus induces measurable activations in left visual cortex. (F) 
A left-sided visual stimulus induces measurable activations in right visual cortex. (G) A finger 
tapping task evokes contralateral motor cortex activity. (H) A word-hearing task evokes bilateral 
auditory cortex activations. (I-L) Corresponding plots of oxy-, deoxy- and total hemoglobin 
levels over time, showing measured hemodynamic responses during each of the tasks. 
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3.3.4 Characterization of children’s stimulus library 

While block-design tasks are simple to analyze and provide an effective means of mapping brain 

function with high SNR in a compliant population of adults, young children are less likely to 

cooperate with paradigms involving extended periods of central fixation and monotonous stimuli 

such as flickering checkerboards and spoken word lists. Movie viewing is a complex but more 

engaging task that has been used to map brain function in fMRI studies [28,35,36] and a recent 

HD-DOT study in adults [64], and has also been shown to reduce head motion in children [34]. 

We compiled a library of children’s movie clips and an associated data analysis pipeline, and 

sought to validate their effectiveness as tools for functional brain mapping with our new HD-

DOT system, again first using adults as a compliant reference population. With the new system 

and movie viewing paradigm, we were able to capture reproducible responses to movies over 

independent viewings of the same clip across large swaths of temporal, parietal, and occipital 

cortex in particular (Figure 3.4A). Mapping correlations between responses to mismatched 

movie clips did not yield the same inter-run synchronization (Figure 3.4B). However, any movie 

clip, or even a combination of clips, could be used to map responses to specific movie features 

through feature regressor analysis. For instance, by coding a speech regressor for each movie and 

computing correlations with the oxyhemoglobin signal at every voxel in our field of view, we 

constructed speech regressor maps that highlighted regions putatively involved in processing 

speech (Figure 3.4C). Speech regressor maps were similar across two completely independent 

sets of various movie clips (Figure 3.4C-D), and also appeared comparable to activation maps 

from session-matched, block-design, word-hearing task data (Figure 3.4E). 
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Figure 3.4: Functional brain mapping using movies 
Clips from animated children’s movies were used as stimuli for mapping brain function, first in a 
small group of highly sampled adults (80 movie viewing runs in total across 3 adults). (A) 
Movies evoked reproducible patterns of brain activity, plotted here for an individual voxel during 
two viewings of the same movie, and mapped across the brain as voxel-wise inter-run signal 
correlations over time for 40 pairs of movie viewing runs. (B) These responses are movie-
specific – comparing responses across 40 pairs of mismatched movie clips does not reveal the 
same inter-run synchronization seen with matched clips. (C) Nevertheless, a heterogeneous set of 
movies can be used to map responses to movie features such as speech through regressor 
correlation analysis. An exemplary speech regressor time course is plotted here along with the 
oxyhemoglobin signal in a voxel of the brain that appears to be responsive to speech. A speech 
regressor map highlights regions putatively involved in speech processing based on their high 
correlations with speech regressors across 32 movie viewing runs using 8 different movie clips. 
(D) Speech regressors may have different time courses for different movies, but feature regressor 
analysis produces maps that are comparable nonetheless. A second group speech regressor map 
is shown here from a separate set of 34 movie viewing runs using 8 completely different movie 
clips. (E) Activation maps from session-matched, block-design, word-hearing task data are 
comparable to movie-derived speech regressor maps  
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Capitalizing on the plurality of movie clips in our stimulus library, we further assessed potential 

factors influencing the quality of speech regressor maps. To evaluate whether the specific movie 

that was presented mattered, we constructed two independent group level regressor maps, using 

two separate sets of movie viewing runs, for each of the movies and shows from which stimulus 

clips were taken. We then calculated spatial correlations between every possible pairing of the 

resulting regressor maps, measuring reproducibility, as well as spatial correlations between each 

movie’s speech regressor map and a reference word-hearing task map, measuring construct 

validity (Figure 3.5A). Across all but one of the movies, both reproducibility and construct 

validity were consistently high (mean ± standard deviation of spatial correlations = 0.56 ± 0.12 

for reproducibility and 0.45 ± 0.06 for construct validity), the exception being the show “Daniel 

Tiger”. As a negative control, maps constructed for the same movies and runs using speech 

regressors coded for mismatched clips did not exhibit the same consistency (Figure 3.5B; 

reproducibility = 0.11 ± 0.12 and construct validity = 0.09 ± 0.11). Reproducibility of speech 

regressor maps between independent viewings of the same clip by the same participant and 

construct validity with reference to word-hearing task maps were both positively correlated with 

mean inter-run synchronization across the field of view (Figure 3.5C-D). Poorer speech regressor 

maps, e.g. as seen for the show Daniel Tiger, also appeared to be associated with clips involving 

less modulation of speech content over time (Figure 3.5E-F).  
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Figure 3.5: Comparison of regressor maps across runs and movies 
We utilized our rich movie-viewing data set collected across a variety of movies to study 
potential factors affecting the quality of regressor maps. (A) Correlation matrix comparing 
speech regressor maps from participants viewing clips from 5 different children’s movies/shows 
as well as word-hearing task activation maps. High correlations between independent viewings 
of the same movie (along the main diagonal), across movies (off diagonal; with the exception of 
Daniel Tiger), and with the word-hearing task (final row and column) illustrate the 
reproducibility, generalizability, and construct validity of movie speech regressor analysis. (B) 
As a negative control, maps made with speech regressors from the incorrect movie clip exhibit 
low correlations with each other and with word-hearing task activation maps. (C) 
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Reproducibility of speech regressor maps (measured as correlations between speech regressor 
maps from separate viewings of the same movie clip) is positively correlated with mean inter-run 
synchrony. (D) Construct validity of speech regressor maps (measured as correlations between 
speech regressor maps and word-hearing task activation maps) is positively correlated with mean 
inter-run synchrony. (E) Regressor maps appear worse for some movie clips (e.g. Daniel Tiger) 
than others (e.g. Moana). (F) Modulation of speech across clips is lower for some clips (e.g. 
Daniel Tiger) than others (e.g. Moana).  



101 
 
 

 

Because movies are such rich, multi-dimensional stimuli, they should also be conducive to 

mapping multiple types of processing in parallel [36,64]. To assess this point with the new 

imaging system and stimulus library, we also coded face regressors for all our movies, indicating 

the salience of faces across the clips. For some clips, these features appeared linearly 

independent, while for other clips they exhibited considerable covariance over time (Figure 

3.6A). Plotting face and speech regressor maps from the same data produced partially 

overlapping maps (Figure 3.6B). The similarity between face and speech maps from a given run 

was found to be strongly correlated with the similarity between the face and speech regressors 

for the movie presented (Figure 3.6C). In contrast, speech regressor maps from a participant 

presented with movie audio unaccompanied by visuals and face regressor maps from the same 

participant when presented with silent visual clips stripped of the audio were more distinct, with 

the face maps notably more right-lateralized (Figure 3.6D). In an attempt to mitigate 

confounding of speech and face regressor maps from the audiovisual movie viewing data by the 

covariance between these two movie features, we reran the analysis using a multivariate 

regression approach. We employed a general linear model (GLM) including both regressors of 

interest in its design matrix, alongside a series of other nuisance regressors tracking participant 

motion, stimulus audio envelope, and low-level visual stimulus features such as luminance. This 

multivariate regression approach yielded more distinct speech and face regressor maps (Figure 

3.6E), comparable to those obtained with the purely auditory and purely visual stimuli (Figure 

3.6D). Furthermore, the multivariate regression approach also abolished the previously strong 

positive correlation between regressor map similarity and regressor similarity (Figure 3.6F). 
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Figure 3.6: Parallel feature mapping 
(A) Because movies are such rich stimuli, movie-viewing data can be used to map responses to 
multiple features of interest present in a movie, e.g. both speech and faces. However, these 
features of interest may be more independent for some movies and more correlated with one 
another for other clips. (B) Perhaps as a result, feature correlation maps for speech and faces 
display some overlap. (C) The overlap between speech and face regressor maps for a movie is 
strongly correlated with the similarity of the speech and face regressors for that movie. (D) When 
a participant was presented with just the audio (containing speech and no faces) or just the 
visuals (containing faces and no speech) of a movie to remove confounds, speech and face 
regressor maps appeared more distinct. (E) Similarly distinct maps could be obtained from the 
audiovisual movie viewing data using a GLM-based multivariate regression approach. (F) The 
multivariate regression abolished the strong positive correlation between regressor map overlap 
and regressor similarity that was seen with the univariate approach in panel C above.  
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3.3.5 Functional brain mapping in awake young children 

Having developed and validated a new imaging system, stimulus library, and data analysis 

pipelines, we sought to combine these tools to map responses to speech in young children with 

HD-DOT. Having previously studied infants while asleep [114,115] and children older than 7 

while awake [61], we recruited children between 1 and 7 years of age and attempted to image 

them while awake (Figure 3.7A). Children appeared to be engaged by presenting them with a 

movie, based on both experimenter observations as well as eye tracking data. Children kept their 

gaze on the screen when given a movie to watch more than when asked to maintain central 

fixation during a conventional word-hearing task (Figure 3.7B). Mapping correlations between 

the oxyhemoglobin signal evoked by independent viewings of the same movie illustrated high 

inter-run synchronization across our field of view, especially in temporal cortex (Figure 3.7C). 

Correlations between responses to mismatched movies were also computed as a negative control 

(Figure 3.7D), indicating the specificity with which we were able to map movie-evoked 

responses. Speech regressor analysis yielded speech maps with high correlations centered over 

the superior temporal gyrus bilaterally but with stronger correlations in the left hemisphere 

(Figure 3.7E), as was seen in adults. This response pattern was also similar to the activation map 

obtained from the smaller number of successful block-design word-hearing task runs in children 

who complied with this task (Figure 3.7F). 
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Figure 3.7: Functional brain mapping during movie viewing in 1-6 year-old children 
(A) Children ranging from 1 to 6 years of age were successfully imaged using the new system. 
(B) Eye tracking data shows a child attending to the screen more when presented with movies 
than when asked to maintain fixation on a central crosshair. (C) High inter-run synchronization is 
seen in responses to matched movie clips in young children across 38 movie viewing runs from 
10 participants. (D) Evoked responses are movie-specific, and inter-run synchronization is not 
seen across mismatched movie viewing runs. (E) Feature regressor analysis can be used to map 
receptive language from HD-DOT movie viewing data collected in awake young children. (F) 
Comparable responses are seen across 17 block-design word-hearing task runs from children 
who complied with this task. 

 
  

Matched Movies

Diffuse optical tomography (DOT) is a newer imaging approach that uses dense arrays 

of light sources and detectors to localize changes in blood oxygenation associated with neural 

activity through intact skull and scalp. DOT can thus noninvasively map cortical activity with image 

quality approaching that of fMRI while retaining logistical advantages of optical imaging, including 

portability and an open scanning environment [5]. But despite prior studies validating DOT as an 

accurate means of mapping brain function in adults and sleeping infants [6], the method had yet 

to be developed for imaging awake young children or applied for neural decoding.  

We developed 

new DOT systems 

geared towards imaging 

children and further 

improving image quality 

for detailed decoding. 

Over several iterations, 

we expanded the field-
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1A). Aside from these 
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Fig. 1: DOT imaging of children watching movies. A, New preschooler 
DOT system. B, Movie viewing reduces head motion measured by global 
variance of temporal derivatives (GVTD). C, Movie viewing increases task 
engagement based on eye tracking. D, Movies evoke reproducible patterns 
of brain activity in 2-6 year-old children. E, Regressor analysis can be used 
to map responses to various movie features in parallel.  
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3.4 Discussion 
In summary, we developed a new HD-DOT imaging system targeted towards imaging young 

children and designed to enhance both image quality and participant comfort. In addition, we 

compiled a library of animated movies and associated data analysis pipelines for functional brain 

mapping with child-friendly stimuli. After characterizing and optimizing the imaging system, 

stimulus library, and analysis methods in adults, we combined these tools to map responses to 

naturalistic speech in awake young children. We therein establish the utility of HD-DOT imaging 

combined with a movie viewing paradigm for mapping brain function in early development.  

3.4.1 Importance of method development in pediatric functional 

neuroimaging  

While the field of cognitive neuroscience has advanced considerably over the past several 

decades with the advent and expansion of fMRI research, human developmental studies have 

been constrained by the challenges of pediatric imaging. Young children are rarely comfortable 

when asked to lie alone, awake, and still for an extended duration inside the dark, cramped, noisy 

bore of the MRI scanner [22]. As a result, studies of brain development during the first few years 

of life have mostly imaged infants while asleep and have relied on resting state functional 

connectivity analysis to assess the functional architecture of the developing brain [23]. While 

powerful, this approach does not account for differences in functional networks between awake 

and sleep states [26,27] and also does not allow for investigation of active processing during 

diverse task states. Only a few studies have attempted to image infants while awake and 
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attending to stimuli in an MRI scanner [121,122]. For example, one innovative study had parents 

lay inside the bore of the scanner with their infants to provide supervision and comfort while 

they observed visual stimuli, but the experimenters still reported high levels of participant 

attrition and data exclusion as a result of challenges with compliance and motion artifact [122]. 

When MRI scans are considered medically necessary for clinical diagnosis, sedation may be 

used to acquire data and reduce motion in children. However, this approach is avoided when 

possible due to the health risks of sedation in young children [22,123], is hence unsuitable for 

widespread use in academic research in the absence of a clinical indication, and is further 

undesirable for cognitive neuroscience research as anesthesia inherently alters brain function 

[26,124]. As children grow older, some can learn to comply with the logistics of fMRI through 

training and practice with mock scanners [125,126]. However, very few studies have reported 

success with fMRI in awake children younger than 4 years of age [20,22,28]. 

FNIRS is an alternative imaging modality that has become increasingly popular for 

developmental research. Using near-infrared light to sample the cortical surface through intact 

skin and scalp, fNIRS capitalizes on differences in the optical properties of oxygenated and 

deoxygenated hemoglobin to track blood oxygenation as a surrogate marker of neural activity 

[29]. In contrast to MRI scanners, fNIRS imaging caps can be used in an open scanning 

environment that allows pediatric participants to sit comfortably next to caregivers or even in 

their laps in a child-friendly space [32,33]. FNIRS is therefore conducive to imaging children as 

well as studying naturalistic behaviors ranging from natural speech to parent-child interactions 

[127,128]. However, the sparse arrays of light sources and detectors traditionally used by fNIRS 
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studies result in low spatial resolution and do not allow for accurate anatomical reconstructions 

of data [30]. Many fNIRS developmental studies hence describe differences between groups and 

conditions with reference to optode locations on the scalp [32,33], which are not the most 

biologically relevant unit of measurement. The low channel count is also usually associated with 

a limited field of view [54]. Furthermore, sparse sampling can lower signal-to-noise ratio [56], 

cause signal localization errors as artifacts of optode geometry [30,61], and allow contamination 

of cortical measurements by superficial tissue signals [58]. These artifacts are likely to be 

especially problematic for mapping distributed changes across the brain associated with complex 

processes like naturalistic behaviors and brain development. Therefore, the interpretation and 

applications of fNIRS imaging have been constrained by low image quality.  

HD-DOT uses dense arrays of light sources and detectors to support accurate tomographic 

reconstruction, with improved lateral resolution, increased depth sensitivity, reduced 

contamination of cortical measurements by superficial signals, and fewer localization artifacts 

relative to sparse fNIRS grids [30,58,61]. These image quality enhancements have enabled HD-

DOT to produce maps of both localized and distributed brain activity patterns comparable to 

those obtained with fMRI [53,60,64,75]. Furthermore, the imaging approach and its applications 

continue to develop rapidly, with recent advances including highly portable systems used in low 

resource settings [61], wearable systems used to image awake infants [56], mapping of responses 

to naturalistic movies in adults [64], and decoding of stimulus information from HD-DOT data 

[119]. Despite these promising studies in adults, older children, and infants, HD-DOT had yet to 

be applied for imaging in the especially challenging age range of 1-6 years. By developing a HD-
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DOT system for this age range and applying it to map complex brain responses during 

naturalistic viewing, the current study establishes methods that could help fill an important void 

in the developmental cognitive neuroscience literature. 

3.4.2 Design and validation of HD-DOT system  

In addition to the cap and imaging suite features implemented to increase child comfort, our new 

HD-DOT system incorporated several attributes to improve image quality relative to previous 

optical neuroimaging systems.  

The channel count – with 5202 source-detector measurements within 5cm of separation – is 

orders of magnitude higher than traditional fNIRS systems. Much prior pediatric fNIRS research 

has relied on systems with 1 to 50 channels [54], and even the few more recent studies using 

high-density systems have only reported using around 300-500 channels [56,61]. Several prior 

HD-DOT studies in adults described using ~1200 channels [53,64,119], but the current system 

still represents an expansion. The numerous channels cover a wide field of view and are also 

packed at a high measurement density. Previous developmental studies have mostly used caps 

covering more restricted areas of the head surface, e.g. with unilateral or bilateral coverage of 

only the sides of the head [54,56,61]. While this approach may suffice for mapping changes in 

targeted brain regions responding to simple stimuli, it is blind to effects outside the a priori 

region of interest and is inadequate for mapping distributed responses to complex stimuli. Larger 

HD-DOT caps with posterior and lateral panels have been used to effectively map resting state 

networks, localized evoked responses to various visual and language tasks, and more dispersed 
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responses to naturalistic multi-sensory stimuli in adults [53,64]. The current system builds on 

those wide-field imaging cap designs and adds a panel covering the dorsal surface of the head as 

well, providing more somatomotor cortex coverage. Moreover, the 11mm separation between 

adjacent sources and detectors is comparable to the 10-13mm spacing reported for other high-

performing HD-DOT systems [53,56], and is significantly tighter than the >20mm separations 

commonly reported for traditional fNIRS caps [33,54]. This high density was chosen to enhance 

image quality based on direct, controlled comparisons of high- and low-density measurement 

arrays by previous studies [30,56,61].  

Brighter laser lights were used in place of the LED sources used by many prior systems 

[53,56,61] to enable more sensitive sampling of brain parenchyma by longer-range 

measurements, while staying well within recommended safety limits and posing no discomfort to 

participants. Meanwhile, the 2-pass encoding pattern facilitated a wide dynamic range, important 

for collecting measurements across a range of source-detector separations to provide depth 

sensitivity and remove superficial signal contamination [58]. While the higher intensity 

illumination captured the longer-range source-detector pair measurements with high SNR, the 

lower intensity illumination ensured that short range measurements were also obtained without 

being saturated. The effectiveness of using laser sources with 2-pass encoding was evident in the 

quality of the light-fall off curves obtained with both optical phantoms and human participants, 

with measurements both unclipped and above the noise floor from 11mm to 50mm of source-

detector separation, and with light levels clustering within two orders of magnitude at each 

separation and spanning 7 orders of magnitude above the noise floor altogether (Figures 3.1I and 



110 
 
 

 

3.3A). The clear pulse waveforms visible in measurement timetraces, the 1Hz peak in Fourier 

spectra, and the pulse band-limited SNR plots all further validated the high SNR of the system 

for capturing hemodynamic signals in particular. Task maps and hemoglobin time courses across 

a range of tasks provided a final validation of the SNR and image quality of the system across 

the various panels of the cap. The motor task maps and time courses exhibited more noise than 

the other maps (Figure 3.3), likely because the dorsal panel was the newest part of the cap and its 

design and usage will likely be optimized further over future iterations and applications of the 

system. 

Our data processing pipelines were designed to be stringent in order to maximize the reliability 

of results. The fMRI literature over the past decade has shown numerous prior findings to be 

spurious as a product of motion artifact and has characterized best practices for data 

preprocessing, including global signal regression and censoring of high motion frames, to reduce 

recurrence of this issue [129–131]. Learning from this literature, we tracked head motion in our 

HD-DOT data by calculating GVTD, similar to the dvars metric commonly used for fMRI [109]. 

We then reduced motion artifact in our data through the combination of motion scrubbing 

(eliminating frames for which GVTD spiked above a statistically determined threshold) and 

superficial signal regression (as head motion should affect all channels including those sampling 

the superficial tissues). In addition, we directly compared image quality between generic and 

subject-specific head models. Previous studies have shown that atlas-derived head models can 

provide an effective surrogate in the absence of data required for subject-specific head modeling 

[81]. While this is indeed the case, we here quantified improvements in image quality from 
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subject-specific head models for our adult data. While our head modeling pipeline depended on 

having structural MRI data which was not available for the children we scanned, future studies 

could use photometric methods such as 3-dimensional photographic capture of participants’ 

heads to transform atlas models into subject-specific ones for children as well.  

3.4.3 Functional brain mapping with movies 

The reproducibility of evoked responses between independent viewings of a movie were 

previously shown using other imaging modalities and more recently using HD-DOT in adults 

[35,37,64,132]. Here we first replicated this result using our new HD-DOT system and a library 

of animated children’s movie clips. Consistent with prior studies, we identified high inter-run 

synchronization across broad regions of cortex spanning visual, auditory, and association areas 

[35,37]. Our ability to map reproducible and specific responses to complex stimuli across the 

field of view provides another layer of evidence for the high SNR and image quality of our new 

system.  

Feature regressor analysis has also previously been used with neuroimaging data to map activity 

correlated with specific features contained in a movie [36,64]. Here, we not only observed 

similar responses to speech and faces as these prior studies, but also used our library of diverse 

movie clips to compare regressor maps across 20 different movies. There have only been limited 

previous studies comparing functional brain maps across different movies. The overall 

consistency of regressor maps with notable exceptions for just a few movie clips is similar to 

observations with resting state functional connectivity analysis across different movies in prior 
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fMRI research [28]. Firstly, the similarity of speech regressor maps from independent viewings 

of the same movies (along the diagonal in Figure 3.5A) as well as using completely different 

mixtures of movie clips (Figure 3.4C-D and off-diagonal results in Figure 3.5A) illustrates the 

overall reproducibility and generalizability of our results. The high similarity of speech regressor 

maps to maps from a block-design word hearing task (Figure 3.4E and the final row and column 

of the matrix in Figure 3.5A) provide an additional indicator of construct validity for movie-

based speech regressor analysis. Altogether, the fact that we can use data from viewing various 

different movie clips to obtain similar, meaningful regressor maps highlights the flexibility of the 

movie-viewing paradigm for functional brain mapping and is of major practical significance. We 

could, for instance, use different movies geared to study different age groups or cater to 

individual children’s movie preferences and maximize their compliance without compromising 

feature regressor maps. 

A closer look at differences across runs and across clips does, however, point to some interesting 

sources of variance. For example, both reproducibility and the construct validity of speech 

regressor maps from a particular clip and participant were positively correlated with inter-run 

synchronization between the two viewings of that clip by the participant. It may appear intuitive 

that more consistent responses to a movie in general would be associated with more consistent 

feature maps as well, as the participant is then more likely attending to the same movie features 

driving their brain activity across viewings. However, these findings are nevertheless 

informative, and suggest that overall inter-run synchronization may be a useful criterion for 

inclusion or exclusion of movie-viewing data for further analysis. Moreover, while regressor 



113 
 
 

 

maps were highly consistent for most of the movies used, clips from the show Daniel Tiger 

appeared to yield poorer speech maps (Figure 3.5E) that were less similar to other speech 

regressor maps or word-hearing task maps (Figure 3.5A). One possible explanation is that clips 

of this show were also associated with lower inter-run synchrony in the adult data (Figure 3.5C-

D), perhaps linked to subjective reports by adult participants that these clips were less engaging 

than the other movies. However, another possible source of variance is the audiovisual content 

and time courses of the clips. The speech regressors for Daniel Tiger exhibited less frequent and 

less deep modulation over the course of the clips than other movies (Figure 3.5F), which could 

also help explain the less robust speech response maps. Regressor modulation depth should 

hence be evaluated during stimulus selection for future studies performing feature regressor 

mapping.  

The richness of movies as a stimulus can be an asset by engaging participants and allowing 

experimenters to study processing of multiple features in parallel. However, our parallel feature 

regressor analysis of speech and face responses sheds light on important associated 

considerations in the selection of stimuli, method of analysis, and interpretation of results. Our 

speech and face regressor maps initially had notable overlap, both featuring prominent 

correlations in bilateral superior temporal gyrus (Figure 3.6B), consistent with prior studies 

[36,64]. There were several possible explanations for this result. It could have represented 

overlapping neural processing pathways for two features that are commonly concurrently 

processed in social interactions – we often attend to people’s faces when they are speaking 

[36,133]. Alternatively, the observed regressor maps could be signatures of distinct face and 
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speech processing areas that are simply located too close to one another to be distinguished given 

the point-spread function associated with the optics of the current system. For example, primary 

and secondary auditory cortex lie in close proximity to the superior temporal sulcus that has been 

implicated in face processing [134]. However, we could also be observing an artifact of the 

stimuli used – faces and speech are often concurrently emphasized in movies, and this 

covariation could confound both maps. Indeed, we found that the similarity between face and 

speech maps generated from a movie clip was strongly predicted by the correlation between the 

face and speech regressors for that clip (Figure 3.6C). Future studies using movies to investigate 

processing of specific features of interest such as speech and faces should aim to select clips for 

which these regressors are more orthogonal, and other potentially salient and covarying features 

should also be considered and controlled as much as possible. But even in the absence of linearly 

independent features, taking a multivariate GLM-based approach to regressor analysis can 

mitigate confounding of results. Incorporating both features of interest and additional confounds 

of concern as regressors in the GLM design matrix yields more distinct feature maps (Figure 

3.6E), with feature map correlations more evenly distributed around zero and no longer strongly 

driven by regressor correlations (Figure 3.6F). As in our previous analyses, the speech maps 

from the GLM regressor analysis featured significant correlations in the superior temporal gyrus 

bilaterally but more prominent on the left, consistent with prior studies [64]. Meanwhile, face 

maps were right-lateralized with two more posteriorly located temporal hotspots than the speech 

maps. For comparison, prior fMRI studies have also described right hemispheric specialization 

of face processing, with face responsive areas including the posterior superior temporal sulcus, 
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fusiform face area, and lateral occipital face area [36,134,135]. Furthermore, the GLM-derived 

speech regressor map was comparable to that obtained when a participant was presented with 

movie audio alone (i.e. with no confounding visual features) and the GLM-derived face regressor 

map was comparable to that from presenting the visuals stripped of audio (Figure 3.6D). These 

results provide compelling evidence for the benefits of the GLM-based multivariate regression 

approach for feature mapping. Future studies will be needed to evaluate what comprises a truly 

sufficient set of regressors for this multivariate analysis, to address not only features of interest 

but also more potential confounds. Indeed, covering “all” confounds may be an impossible goal 

for stimuli as complex as movies with innumerable covarying features, from basic audiovisual 

attributes like color, optic flow, volume, and frequency content to higher order details such as 

different categories of objects or different parts of speech. Also, although we used a canonical 

adult hemodynamic response function (HRF) for all our GLM analyses, studies showing 

potential differences in neurovascular coupling and the HRF in early development suggest that 

age-specific HRFs may need to be computed for optimal analysis in future developmental studies 

[136].  

3.4.4 Imaging in awake young children 

Finally we used the imaging system, stimuli, and analysis pipelines that we developed and 

characterized in adults to study a sample of 1-6 year-old children.  

Of the 39 children enrolled in the study, 35 cooperated with the cap fit procedure and tolerated at 

least 5 minutes of imaging. However, as we sought to include in the final analyses only 
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participants who had provided high quality data (as indicated by light levels, pulse SNR, and the 

GVTD measure of head motion) for at least two matched and two unmatched movie-viewing 

runs and/or a word-hearing task run, we finally had usable data from 16 children (23-70mo). 

Participant attrition is to be expected in pediatric populations, but our retention rates were 

manageable and could further be offset by increased recruitment in future studies. Furthermore, 

data retention could likely be further increased through additional improvements in cap comfort 

(e.g. adding padding to parts of the cap distribute pressure from the tightest points of contact) 

and through the incorporation of a training and habituation phase prior to imaging sessions. 

Pediatric fMRI studies have reported success with measures such as mock scan sessions and 

audio tapes to habituate children to scanner noise [22,126]. We could similarly provide families 

with mock DOT caps for children to wear and become accustomed to before scans, as well as run 

training sessions to acclimate children more with the environment and tasks prior to imaging.  

It was apparent to the experimenters running imaging sessions that free viewing of movies was a 

more engaging task for the children that increased their compliance relative to the word-hearing 

task requiring central fixation, but eye tracking provided further objective behavioral evidence 

for this claim (Figure 3.7B). There is a wealth of literature using eye tracking during various 

tasks as a tool to understand typical and atypical brain function and behavior [137,138]. Future 

studies could further factor gaze position into visual feature regressor analysis, evaluate how 

brain activity measured with HD-DOT and eye tracking data relate in awake young children 

during movie viewing or social interactions, and assess differences in populations such as 

children with autism.  



117 
 
 

 

As in adults, we were able to map high inter-run synchronization between independent viewings 

of matched but not mismatched movie clips, showing that reproducible and specific responses to 

complex, multi-sensory movie stimuli can already be found early in development (Figure 3.7 C-

D). Numerous fMRI studies have shown the reproducibility of movie-evoked brain responses in 

older children and adults, but very few have evaluated this in children younger than 7 years 

[28,139,140]. Furthermore, through movie feature regressor analysis in the children, we were 

able to map responses to speech in the superior temporal gyrus that were present bilaterally but 

stronger in the left hemisphere, showing that this adult-like response pattern is also established 

early in development. This movie-derived speech regressor map looked comparable to the word-

hearing task activation map from the children who complied with that task. Despite dramatic 

behavioral changes in language reception and production earlier in childhood, fMRI research on 

language development has generally studied children older than 4 years of age [20]. Limited 

prior work in younger children has studied passive speech perception during sleep in 2-3 year-

olds [21], focused on infants in the first year of life [56,121], or used fNIRS arrays with low 

channel counts compromising image quality [127]. Here, we utilized the child-friendly HD-DOT 

imaging environment and movie paradigm to image active perception of naturalistic speech in 

awake 1-6 year-old children.  

3.4.5 Future directions 

Our pilot sample grouped together children across a 5-year-wide age range in order to establish 

imaging feasibility, but there is much variability in behavior and likely in brain function across 
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this broad time span. Future studies with more participants at specific ages could further 

investigate longitudinal changes across early development, with a particular focus on 1-4 year-

olds who have been especially challenging to study with fMRI. We coded regressors to study 

processing of speech and faces, but other regressors could be coded for the same stimuli to study 

other behaviors of interest (e.g. basic visual processing, emotional responses, etc) using the same 

data. Future work could also explore other movie-based analyses such as inter-subject 

synchrony, functional connectivity, and inter-subject functional connectivity to compare other 

aspects of functional brain organization between children at different ages and adults 

[28,35,141]. In addition, our effective mapping of reproducible and specific responses to movies 

and movie features like speech and faces suggests that these sorts of complex, naturalistic stimuli 

could also be accurately decoded from brain activity sampled by HD-DOT. However, decoding 

algorithms will need to be designed and their performance will have to be explicitly evaluated in 

order to build on recent work decoding simpler visual information from HD-DOT data [119]. 

Furthermore, while movie-viewing may be a powerful, child-friendly paradigm for studying 

various perceptual processes, other experimental paradigms should also be combined with HD-

DOT imaging in order to investigate the developmental neurobiology of speech production, 

parent-child interactions, and various other fascinating behaviors.  

Finally, these approaches could all be applied to not only characterize typical developmental 

trajectories but also better understand atypical development and plasticity. For instance, the early 

emergence of atypical speech and face processing could be characterized in children diagnosed 

with autism spectrum disorder as well as pre-symptomatic at-risk siblings [142]. The plasticity of 
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speech and motor pathways could be imaged following perinatal brain injury or other causes of 

childhood movement disorders like cerebral palsy [143]. Children with cerebral palsy could also 

benefit from augmentative communication based on decoding of speech from brain activity 

measured with wearable HD-DOT systems. Effects of malnutrition on brain function could be 

studied during the first 1000 days of life emphasized to be critical for brain development [144], 

with low-cost, portable imaging systems already shown to be feasible for use in low-resource 

settings [61]. And Hubel and Wiesel’s foundational research on critical periods in the feline 

visual system could be eloquently translated into clinical studies of visual processing and 

plasticity in children with developmental strabismus undergoing corrective surgery [14,97]. 

Further essential optimization of HD-DOT imaging is ongoing – caps are being made wireless 

and more wearable [107], while algorithms to improve data quality through measures like motion 

processing and head modeling are being continually refined [109]. However, we believe that our 

work here, developing imaging tools and establishing the feasibility of mapping brain function in 

awake young children with HD-DOT, lays an important foundation for future advances in 

developmental neuroscience with major potential clinical impact.  
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Chapter 4: Decoding naturalistic audiovisual 

information from high-density diffuse optical 

tomography neuroimaging data 

4.1 Introduction 
Decoding of naturalistic information from functional brain imaging data acquired in natural 

settings could have exciting neuroscientific and clinical implications. Studies using recording 

methods such as functional magnetic resonance imaging (fMRI) and electrocorticography 

(ECoG) have accurately reconstructed detailed visual and auditory information from the cortical 

activity of their research participants. For instance, visual cortex activity sampled with fMRI has 

been used to reconstruct images and movies, providing insight into how these types of 

information are encoded in the brain and could potentially be extracted to recreate memories, 

dreams, and real or imagined scenes [38–41,68]. More recently, intelligible speech has been 

synthesized from ECoG data [42,43], while accurate and efficient writing has been achieved be 

decoding intracortical microelectrode recordings [145], with promise for patients who are 

otherwise unable to communicate due to severe speech and motor disorders. However, 
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widespread application of these findings is limited by the recording methods used. The logistics 

of MRI scanners are not conducive to purposes such as daily communication, while ECoG and 

intracortical microelectrodes require invasive neurosurgery to be implanted. Decoding has also 

been investigated in a range of populations with less invasive and more portable technologies 

such as functional near-infrared spectroscopy (fNIRS), but low spatial resolution and image 

quality have limited the intricacy and accuracy of classifications possible [30,46–51]. Ideally, we 

could accurately decode detailed naturalistic information using brain imaging methods that can 

be employed in natural settings.  

High-density diffuse optical tomography (HD-DOT) is an emerging method that uses dense 

optode arrays to combine logistical advantages of optical neuroimaging, such as portability and 

an open imaging environment, with enhanced image quality closer to that of fMRI 

[53,60,61,114]. Recent work has shown that simple visual information such as the location of a 

checkerboard stimulus can be reliably decoded from HD-DOT data [119], capitalizing on the 

accurate retinotopic mapping previously achieved with the imaging modality [52,60,69]. 

However, decoding of stimuli more relevant to real-word contexts and decoding of information 

beyond the visual domain are yet to be investigated with HD-DOT. Studies have shown that HD-

DOT can be used to map distributed patterns of brain activity in response to audiovisual movies 

with high image quality across a wide field of view [64]. Therefore, we hypothesized that these 

complex, naturalistic, multisensory stimuli could also be decoded from HD-DOT data.  

We sought to test this hypothesis using a previously acquired data set from adults viewing a 

library of movie clips twice each over the course of multiple imaging sessions. We took a 
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template matching approach to decoding, and examined how parameters such as the number of 

templates and duration of trials affected performance. We also evaluated decoding of audiovisual 

stimuli from data confined to separate auditory and visual regions of interest (ROIs), as well as 

decoding of purely auditory and purely visual versions of the stimuli. Our work establishes the 

feasibility of decoding complex auditory and visual stimulus information from optical 

neuroimaging data, and encourages further studies designed for attempting more elaborate 

decoding with HD-DOT towards goals like reconstructing visual scenes and natural language.  

4.2 Methods 

4.2.1 Data set 

This study utilized data from a previous project that had imaged a small group of highly sampled 

adults watching a library of animated movie clips. The goal of the original study was to develop 

and validate a new HD-DOT system, a children’s movie viewing paradigm, and associated data 

analysis pipelines for imaging young children. We repurposed the movie viewing data collected 

in adults to evaluate the feasibility of decoding naturalistic audiovisual stimuli from HD-DOT 

data. While further details of the data collection and preprocessing methods can be found in the 

original report, we summarize here the highlights that we consider most relevant to the current 

study. 

Imaging system: We sought to evaluate decoding performance using optical neuroimaging data 

with high image quality. Therefore, we utilized data from participants imaged using a HD-DOT 
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system with 128 laser sources and 125 detectors interleaved in a grid with 11mm spacing, 

collectively yielding up to 5202 measurements with <50mm source-detector separation, covering 

posterior, lateral, and dorsal surfaces of the head. The field of view extended ~1cm below the 

pial surface including regions of occipital, temporal, parietal, and frontal cortex. 

Participants: Decoding studies commonly focus on 2-3 participants in order to allow collecting 

larger amounts of data per participant and reduce challenges associated with inter-individual 

variability in structural and functional neuroanatomy, compliance, and data quality [38,39]. 

Therefore, the audiovisual movie viewing data set taken from 3 adults (age 20-31 years) who 

participated in 5 imaging sessions each was well suited to our study. Additional data was 

available from 1 of the participants who listened to audio clips without visuals and watched 

silent movies stripped of audio. Informed consent for participation as well as storage and reuse of 

data was obtained from all participants in accordance with the IRB protocol approved by the 

Human Research Protection Office at Washington University School of Medicine.  

Task: We aimed to examine factors affecting decoding of complex, naturalistic, auditory and 

visual stimuli. Our dataset was from adults who had watched 20 5-6-minute-long audiovisual 

animated movie clips twice each, listened to 4 5-6-minute audio clips twice each, and/or viewed 

4 5-6-minute silent visual clips twice each. Incomplete imaging sessions, in which participants 

did not complete all 8 intended runs, were excluded, as the full set of runs was required for the 

minimum experiment of 4-way decoding by template matching with 2 independent training and 

test runs. The remaining data were from 13 audiovisual movie viewing sessions across 3 

participants, and 2 audio only sessions and 1 visuals only session in 1 of the participants.  
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Data preprocessing: Pipelines developed by prior studies were used to preprocess data so as to 

optimize data quality and prevent artifacts from confounding the decoding analysis. In brief, data 

cleaning steps included omission of noisy channels with >7.5% variance over the course of a run, 

high-pass filtering to reduce long-term drift, superficial signal regression to remove superficial 

tissue and global signals including pulse and motion artifacts, and low-pass filtering to remove 

residual pulse and high-frequency noise [53,58]. Data were then downsampled to 1Hz. 

Additional motion artifact removal occurred post-processing, by calculating the global variance 

of temporal derivatives (GVTD) metric of head motion and censoring all frames for which 

GVTD rose above a statistically derived threshold [109]. 

Data reconstruction: Subject-specific head models, optimized using each participant’s structural 

MR images and control task HD-DOT data, were utilized to accurately model light propagation 

through the head. The resulting sensitivity matrices were inverted using Tikhonov regularization 

with λ1=0.05 and spatially variant regularization with λ2 = 0.1, and then used to reconstruct data 

in voxel space. Flat field reconstructions of the sensitivity matrices were thresholded at 10% of 

their maxima to obtain conservative subject-specific estimates of the field of view, which were 

later applied as spatial masks during template matching calculations for decoding. Changes in 

oxy- and deoxy- hemoglobin were finally obtained through spectral decomposition [53].  

4.2.2 Decoding by template matching 

For our first assessment of decoding naturalistic stimuli from HD-DOT data, we wanted to start 

with a simple classification algorithm and hence tested a template matching approach modified 
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from a previous visual decoding study [119]. Each imaging session was analyzed separately to 

avoid challenges associated with cross-registration of HD-DOT data across sessions. The data 

from each session was split into two sets of runs – training runs and test runs – with one viewing 

of each movie clip in each half. Spatiotemporal templates were constructed from the training 

runs and decoding trials were extracted from the test runs as per the time points detailed in Table 

4.1. These timings were selected to keep template and trial durations constant across the clip 

segments within an experiment (except when they were intentionally varied), discard transient 

stimulus onset responses at the beginning of each run, and allow intervening periods between 

trials for the sluggish hemodynamic response to the previous trial to fade. 
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Table 4.1: Timing of templates and trials taken from each of 4 movie clips 
Experiment Template and trial times for each clip: start - end (note: clips 

began at 0s and total clip lengths ranged from 299 to 375s) Number of 
templates 

Trial 
duration 

4 4 min 30-270 
8 2 min 25-145, 175-295 
16 45 s 25-70, 100-145, 175-220, 250-295 
32 15 s 25-40, 60-75, 95-110, 130-145, 165-180, 200-215, 235-250, 270-285 
4 Varied start at 25; end from 40 to 295 in increments of 15s 

Varied 45s 25-70, 100-145, 175-220, 250-295 
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The cortical oxyhemoglobin signal response (voxels x time) measured by HD-DOT during each 

trial in the test data was compared to the spatiotemporal (voxels x time) templates for each movie 

from the training data as follows. Voxel-wise Pearson correlation coefficients rn,m,v were 

calculated between zero-mean-centered signal time courses for the vth voxel in the nth template 

Tn,v and in the mth trial Sm,v as: 

(1) 𝑟!,#,3 =
(%!,&)∙((",&)
B%!,&B|(",&|

 

These were averaged across all F voxels within the subject-specific field of view to determine 

the mean template correlation 𝑟!,#for the mth trial with the nth template: 

(2) 𝑟!,# =	∑ +!,",&
'
&()

D
 

The decoding output 𝐷#	for the mth trial was finally determined by the template number n that 

had the maximum correlation with the trial response: 

(3) 𝐷# = argmax
!

(𝑟!,#) 

Confusion matrices were generated by tracking the number of times that each trial clip was 

decoded as each of the possible options across all imaging sessions included in the analysis. 

Mean decoding accuracy was reported as the total percentage of trials across all sessions that 

were decoded correctly. Statistical significance was evaluated by comparing the distribution of 

session-wise decoding accuracies to chance, i.e. 1/(total number of templates), using a two-tailed 

Wilcoxon signed rank test.   
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4.2.3 Construction of auditory and visual ROIs 

For ROI-confined analyses of decoding performance, a combination of pre-acquired control task 

data and anatomical priors were used to define ROIs.  

An auditory ROI was defined using data collected using the same HD-DOT system on 3 adults 

collectively performing 22 runs of a block-design word-hearing task across 14 imaging sessions. 

During the task, participants listened passively to spoken word lists presented at 1 word per 

second for 15 seconds per block, with 15 seconds of silence in between blocks, and a total of 6 

blocks per run [53]. Activations from this task were thresholded at 30% of their maximum value, 

and all remaining contiguous voxels surrounding the peak activation in both temporal lobes were 

assigned to the auditory ROI. Any voxels lying outside the field of view for the cap on any of the 

participants (i.e. below the 10% sensitivity threshold for any of the subject-specific head models) 

were excluded from the final ROI. This ROI was centered around the superior temporal gyrus 

bilaterally (Figure 4.4A), as anticipated for an auditory ROI. 

A visual ROI was defined with reference to data collected using the same HD-DOT system on 4 

adults collectively performing 6 runs of a visual stimulation task, in which a rotating 

checkerboard wedge swept out the participants’ visual fields. Specifically, the flickering wedge 

subtended a polar angle of 60°, a radial angle from 2.5° to 10°, and rotated 10° at a time through 

36 positions spanning 360° at 1 second per position, for a total of 10 cycles per run [119]. The 

voxel with the maximum recorded signal across all the runs was used as the center of a unilateral 

visual ROI. A 10mm kernel was grown around this center, and then mirrored on the contralateral 
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hemisphere to create a bilateral visual ROI. Voxels lying outside the field of view for the cap on 

any of the participants were excluded from the final ROI. This ROI spanned much of the 

bilateral occipital cortex (Figure 4.4B), as expected for a visual ROI.  

4.3 Results 

4.3.1 Feasibility of decoding movie viewing HD-DOT data by template 

matching 

Effective decoding of stimulus information from neuroimaging data depends on the measured 

brain responses being specific to each stimulus condition and reproducible across the instances 

of each condition. The specificity and reproducibility of movie-evoked responses as captured by 

HD-DOT was assessed using data from imaging sessions in which participants viewed four 

different movie clips twice each. The data from each session was split into two halves: the 

training half contained the first presentation of each movie, and the test half contained the 

second. Voxel-wise correlations between oxyhemoglobin signal time courses were computed for 

every possible pairing of one training run and one test run (Figure 4.1A). Strong positive 

correlations were consistently seen along the main diagonal of the correlation matrix but not in 

the off-diagonal maps, i.e. for runs in which participants were presented with the same movie 

clip both times but not for mismatched movie clips. This difference between matched and 

mismatched movie responses was further evident on averaging correlations across all matched 

movie runs and all mismatched movie run pairs within the session (Figure 4.1B). The 
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reproducible, movie-specific responses mapped by HD-DOT implied that the movie presented 

during each test run could be decoded from the participant’s HD-DOT by comparison to 

template responses from the training data (Figure 4.1C). The performance of this template 

matching approach to movie decoding from HD-DOT data was evaluated across 13 imaging 

sessions, involving 3 participants viewing 5 different sets of movies (Figure 4.1D). The bright 

main diagonal of the confusion matrix implies that the decoded clip typically matched the clip 

that was actually presented. Decoding accuracy was calculated to be 92.3±4.4% (mean ± 

standard error of mean), which is significantly greater than chance levels of 25% (p = 0.0002, 

Wilcoxon signed rank test). 
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Figure 4.1: Decoding audiovisual movie identity from HD-DOT data by template matching 
Participants were shown four different audiovisual movie clips twice each over the course of an 
imaging session. Comparing cortical responses imaged with HD-DOT between independent 
viewings of every possible pairing of clips reveals strong correlations between runs in which the 
participant was presented with the same movie clip. (B) Averaging inter-run correlation maps 
across all possible pairings of matched and mismatched movies presented during a session 
illustrates that movies evoke reproducible but clip-specific patterns of brain activity across 
visual, auditory, and other areas of cortex. (C) A template-matching strategy can hence be taken 
to decode which of a set of movies a participant was viewing from their HD-DOT data. One 
presentation of each movie was used as training data to construct templates of the expected brain 
response. The movies presented during each of the remaining runs were then decoded based on 
which of the templates had the highest spatiotemporal correlation with the test data. (D) 
Decoding results were aggregated across 13 sessions involving 5 different sets of movies and 3 
participants. The bright main diagonal of the confusion matrix illustrates that the decoded clip 
matched the presented test clip with an accuracy of 92.3±4.4% (mean ± standard error of mean).  
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4.3.2 Factors affecting decoding performance 

As the initial analysis aggregated observations across multiple sets of movies and participants, 

decoding performance was also evaluated separately for each set of movies (Figure 4.2 A-D) and 

for each participant (Figure 4.2 E-G). While the bright main diagonal indicated effective 

decoding in all cases, more errors (reflected by off-diagonal elements of the confusion matrices) 

were observed for some sessions and participants than others. Differences in raw data quality 

were considered as one possible contributor to the observed variance in decoding performance. 

Since decoding depends on the reproducibility and specificity of movie-evoked responses 

measured by HD-DOT, these attributes were quantified by a response repeatability score as the 

difference in mean inter-run correlations between matched and mismatched pairs of movie 

viewing runs. Meanwhile, as a measure of data quality for each matched run pair, a pulse signal-

to-noise score was calculated as the maximum ratio of signal power in the 0.5-2Hz band to 

bandwidth-scaled median power in the flanking frequency range across the cap. A significant 

positive correlation was observed between response repeatability and pulse signal-to-noise 

(Figure 4.2H).  
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Figure 4.2: Breakdown of decoding results across different sets of movies and participants 
(A-D) Confusion matrices showing decoding results for 4 different sets of movie clips that were 
each presented to 3 participants. (E-G) Confusion matrices showing decoding results for 3 
participants who each participated in 4-5 imaging sessions. (H) The repeatability of evoked 
responses is correlated with measures of data quality. Specifically, the maximum pulse band 
signal-to-noise ratio during a run is a strong predictor of the difference in mean correlations 
between responses to matched and mismatched clips, which is the basis of decoding by template 
matching.  
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While the initial decoding results were encouraging, they involved only 4 choices, each with a 

relatively generous 4 minutes of template and test data. In order to challenge the decoding 

algorithm, the duration of each template and test trial was varied systematically in 15 second 

decrements from 4.5 minutes down to 15 seconds in length. Decoding accuracy was reevaluated 

across participants and sessions for each clip duration (Figure 4.3A). Decoding accuracy 

remained significantly above chance in all cases, although it varied between participants and 

improved with increasing clip duration. Another way to challenge the decoding algorithm was to 

present an increasing number of possible classification options. In order to implement this 

experiment, each movie clip was split into four shorter segments, and decoding accuracy was 

reevaluated upon varying the total number of templates and hence decoding choices from 4 to 16 

in increments of 4, while holding trial duration constant at 45 seconds (Figure 4.3B). As 

expected, accuracy decreased with an increasing number of options, but performance remained 

well above chance even for the 16-way classification.  

Both the trial duration and the number of templates were then varied in concert, and confusion 

matrices computed for 8-way decoding with 2-minute-long clips (Figure 4.3C), 16-way decoding 

with 45-second-long clips (Figure 4.3D), and 32-way decoding with 15-second-long clips 

(Figure 4.3E). The more challenging decoding was associated with more decoding errors, but 

accuracy remained significantly above chance (p<0.05, Wilcoxon signed rank test) in all cases 

(Table 4.2). 
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Figure 4.3: Factors affecting decoding performance 
(A) The duration of data used for both template construction and testing was varied 
systematically and decoding accuracy was calculated across all sessions in each case. Decoding 
improved with increased duration, but was already significantly above chance with as little as 15 
seconds worth of data, and plateaued by 150 seconds. (B) Using a fixed clip duration of 45 
seconds, the number of templates and decoding choices was varied between 4 and 16, and 
accuracy was calculated in each case. Decoding accuracy decreased with an increasing number 
of targets, but remained well above chance even for 16-way decoding. (C) Confusion matrix for 
decoding 8 clip segments, each 2 minutes long (accuracy = 76.0±5.0%, relative to chance = 
12.5%). (D) Confusion matrix for decoding 16 clip segments, each 45 seconds long (accuracy = 
53.4±6.3%, relative to chance = 6.25%). (E) Confusion matrix for decoding 64 clip segments, 
each 15 seconds long (accuracy = 23.3±4.2%, relative to chance = 3.13%). Although accuracy 
(indicated by the brightness of the main diagonal) decreased as expected by making the decoding 
more challenging with an increasing number of targets and decreasing amounts of template and 
test data, mean accuracy remained significantly greater than chance in all these cases (p<0.05, 
Wilcoxon signed rank test).  
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Table 4.2: Effect of varying both number of choices and trial length on movie decoding accuracy 
Number of 

choices Trial length Chance decoding 
accuracy 

Observed decoding accuracy  
(** significantly above chance) Figure 

4 4 minutes 25% 92.3±4.4% ** 1D 
8 2 minutes 12.5% 76.0±5.0% ** 3C 
16 45 seconds 6.3% 53.4±6.3% ** 3D 
32 15 seconds 3.1% 23.3±4.2% ** 3E 
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4.3.3 Decoding within auditory and visual regions of interest 

It was observed that signal correlations for matched movie viewing runs were strong in both 

temporal cortex and occipital cortex (Figure 4.1A-C), where responses to auditory stimuli and 

visual stimuli, respectively, are typically localized and have been previously mapped with HD-

DOT [53]. To evaluate whether effective decoding of complex naturalistic stimuli might be 

feasible based on either auditory or visual responses alone, the template matching analysis was 

repeated using template and test data confined to auditory and visual regions of interest (ROI), 

defined based on block-design task data and anatomy. The auditory ROI was based on 

activations from a block-design word-hearing task, while the visual ROI was defined using data 

from a visual stimulation task in which rotating checkerboard wedges swept around the 

participants’ visual fields. Mapping correlations across matched movie runs and mismatched run 

pairs from every imaging session revealed strong positive correlations within both of the ROIs 

(Figure 4.4 A-B). Template matching within each of these ROIs yielded decoding performance 

comparable to those obtained across the full field of view in both simpler and more complex 

versions of the experiment, e.g. with >85% mean decoding accuracy for 4-way decoding of 4-

minute-long clips (Figure 4.4 C-D) and with >50% mean decoding accuracy for 16-way 

decoding of 45-second-long clip segments (Figure 4.4 E-F).  
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Figure 4.4: Decoding within auditory and visual regions of interest (ROIs) 
(A) Mapping inter-run correlations across all sessions shows high correlations between responses 
to matched and not mismatched clips within a pre-defined, task-based, auditory ROI. (B) 
Mapping inter-run correlations across all sessions shows high correlations between responses to 
matched and not mismatched clips within a pre-defined, task- and anatomy- based, visual ROI. 
(C) Confusion matrix showing the effectiveness of decoding which of four 4-minute-long movie 
segments was presented to participants based on data from within the auditory ROI alone 
(accuracy = 94.2±3.0%, relative to chance = 25%). (D) Confusion matrix showing the 
effectiveness of decoding which of four 4-minute-long movie segments was presented to 
participants based on data from within the visual ROI alone (accuracy = 86.5±6.7%, relative to 
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chance = 25%). (E) Confusion matrix showing that decoding using only data from within the 
auditory ROI is also effective in the more complex case with 16 choices and only 45 seconds of 
data per template and trial (accuracy = 51.4±5.5%, relative to chance = 6.25%). (F) Confusion 
matrix showing that decoding using only data from within the visual ROI is also effective in the 
more complex case with 16 choices and only 45 seconds of data per template and trial (accuracy 
= 52.4±6.3%, relative to chance = 6.25%). In all cases, decoding accuracy was significantly 
above chance (p<0.05, Wilcoxon signed rank test).  
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4.3.4 Decoding of purely auditory and visual stimuli   

Based on the results of decoding within auditory and visual ROIs, it was hypothesized that 

responses to complex, naturalistic stimuli that were purely auditory or purely visual could also be 

decoded from HD-DOT data. A smaller amount of data was available to test this hypothesis. In 2 

imaging sessions in 1 participant, four movie audio clips had been presented sans any of the 

visuals twice each. Results are illustrated for one of these sessions, but the observed decoding 

accuracy was 100% in both cases. These data sets were each split into training and test halves, 

and voxel-wise correlations between oxyhemoglobin response time courses were mapped for 

every possible pairing of training and test runs. Strong positive correlations were observed 

bilaterally in the superior temporal gyrus for matched but not mismatched movie viewings 

(Figure 4.5A). A template matching approach was used to decode which audio clip participants 

were hearing in the test data, using 4-minute-long templates and trials confined to the pre-

defined auditory ROI (Figure 4.5B). In 1 imaging session, a full set of four movies had been 

presented twice each with the visuals stripped of any audio. Here, strong positive correlations 

were observed in the occipital cortex for matched but not mismatched movie viewings (Figure 

4.5C). Although only one complete session’s worth of data was available, decoding which silent 

movie has been presented was 100% accurate using templates and test data confined to the visual 

ROI (Figure 4.5D). 

  



142 
 
 

 

 

Figure 4.5: Decoding purely auditory and purely visual naturalistic stimuli from HD-DOT data 
(A) Participants were presented with four different audio clips without any visuals twice each 
over the course of an imaging session. Comparing cortical responses imaged with HD-DOT 
between independent presentations of every possible pairing of audio clips reveals strong 
correlations in the superior temporal gyrus for runs in which the participant was presented with 
matched clips but not mismatched clips. (B) Decoding of audio clip identity by spatiotemporal 
template matching within a pre-defined auditory region of interest. (C) Participants were 
presented with four different silent movie clips twice each over the course of an imaging session. 
Comparing cortical responses imaged with HD-DOT between independent presentations of every 
possible pairing of clips reveals strong correlations in occipital cortex between runs in which the 
participant was presented with the same clip but not mismatched clips. (D) Decoding of silent 
movies by spatiotemporal template matching within a pre-defined visual region of interest.  
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4.4 Discussion   
In summary, we used a previously acquired set of HD-DOT data from young healthy adults 

watching audiovisual movie clips to evaluate the feasibility and performance of decoding 

naturalistic auditory and visual stimuli from optical neuroimaging data. Based on the 

reproducibility and specificity of movie-evoked brain activity captured by HD-DOT imaging, we 

used a template matching strategy to decode which of 4 movies participants had viewed from 4-

minute-long trials with 92.3±4.4% accuracy. Decoding accuracy remained significantly above 

chance as trial duration was systematically reduced to 15 seconds and as the number of template 

and trial types was increased up to 32. Mean decoding accuracy also remained above 85% for 4-

way decoding and above 50% for 16-way decoding when using template and test data confined 

to auditory or visual ROIs. In a smaller number of available data sets, decoding was also 

effective (100% accurate across 3 sessions altogether) for purely auditory and purely visual 

stimuli. We therein establish that naturalistic auditory and visual stimulus information can be 

effectively decoded from HD-DOT data. 

4.4.1 Study design in relation to prior research 

Previous studies using other imaging modalities have accomplished impressively detailed and 

accurate decoding of visual, auditory, and other information from recordings of brain activity. Of 

note, fMRI recordings of visual cortex activity have been used to reconstruct naturalistic images, 

dynamic silent visual scenes, and semantic content from movies [38–40,74]. In addition, 

electrocorticographic recordings from brain areas associated with language and motor function 
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have been used to synthesize intelligible speech in epilepsy patients [42,43]. However, 

translation of this research into other clinical populations and more widespread applications is 

currently constrained by the limitations of the recording methods used. For example, neural 

decoding could provide a means of augmented communication to patients with severe speech 

and motor disorders, or perhaps even an alternative mode of interfacing for all humans. 

However, the size, technical requirements, cost, and other logistics of MRI scanners preclude 

their use for applications such as longitudinal communication in day-to-day life. Meanwhile, 

ECoG requires invasive neurosurgery, which imposes risks for patients and should certainly be 

avoided for the masses. Other noninvasive, portable, and wearable imaging technologies, like 

fNIRS, have also been used in decoding research to access populations that are not as easily 

imaged with fMRI, such as infants and bed-bound patients [46,48]. However, image quality has 

generally been a limiting factor for fNIRS, as low spatial resolution and artifacts constrain the 

granularity and accuracy with which brain activity can be mapped and decoded. Thus, most prior 

fNIRS decoding studies have been constrained to pairwise or four-way classifications [46–51]. 

HD-DOT uses high-density optical arrays to combine logistical advantages of fNIRS with 

improved image quality [30,56,61], and has been used to map localized and distributed patterns 

of brain activity in various populations with results comparable to fMRI [53,60,64,75]. 

Furthermore, HD-DOT is being constantly developed to further enhance image quality, 

progressively streamlined to simultaneously improve wearability [56,107,108], and increasingly 

used in a range of populations and applications. One recent study characterized the performance 

of retinotopic decoding from HD-DOT data using checkerboard stimuli with up to 36 possible 
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stimulus positions [119]. In other research, HD-DOT has been used to reliably map brain 

responses to movies and movie features during naturalistic viewing [64]. The current study 

aimed to build on all this prior work by using HD-DOT data collected during movie viewing to 

evaluate non-binary decoding of complex and naturalistic visual and auditory stimuli from 

optical neuroimaging data. 

4.4.2 Feasibility of decoding movie identity by template matching 

It has already been shown that naturalistic viewing of movies evokes reproducible patterns of 

brain activity that can be captured by several neuroimaging approaches including HD-DOT 

[35,64,132]. However, previous HD-DOT studies mapping brain activity during movie viewing 

have reported this effect across a large number of runs collected across multiple imaging sessions 

and participants. The current study both applies and further builds on those findings by 

evaluating decoding of individual movie presentations. The >90% classification accuracy 

observed using single runs to construct templates for decoding single trials indicates both the 

degree of replicability of responses to a given movie from run to run and the high discernibility 

of responses between individual viewings of different movies (Figure 4.1). While decoding from 

a limited menu of 4 choices using generously long 4-minute trials may appear coarse on the 

surface, this initial experiment provided a valuable starting point to establish the feasibility of 

decoding complex naturalistic stimuli from HD-DOT data and justified further investigation of 

factors influencing decoding performance. 
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4.4.3 Data quality and processing considerations 

The observed relationship between response repeatability and pulse SNR (Figure 4.2H) is 

consistent with previous observations of associations between decoding performance and data 

quality [119], and underscores the importance of data quality control in decoding and 

neuroimaging research in general. Even given participant compliance, a smooth cap fit, and high 

raw light levels based on real-time data quality visualizations during data collection, SNR 

variation in the data can result from variability in other factors such as optode-to-scalp coupling 

or participant physiology. If the cardiac pulse is not strongly detected above background noise, it 

is unlikely that more subtle variations in hemodynamic signals associated with localized or 

distributed brain activity will be reliably captured. However, pulse SNR must be only one of 

several factors contributing to variation in decoding performance, given that data from 

participant 2 usually had higher SNR but also produced more decoding errors than data from 

participant 3 (Figure 4.2 F-H and Figure 4.3 A-B). Other possible sources of variance include 

differences between runs and/or individuals in other aspects of data quality, structural and 

functional neuroanatomy, and cognitive processing of movie content. 

Another aspect of data quality that was carefully controlled in the current study was head motion. 

We wanted to ensure that our decoding was based on neural signals and not on nuisance signals 

such as recurring patterns of head motion. Indeed, provocative findings of several early fMRI 

studies of brain function were eventually overturned by methodological research ascribing them 

to be artifacts of head motion [130,131], and best practices for minimizing motion artifact in 

fMRI data have since been developed [129,146]. Learning from this literature as well as from 
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prior studies of motion artifact in HD-DOT data [109], we calculated the global variance of 

temporal derivatives (GVTD) across all our data, and censored all time points at which the 

GVTD rose above a statistically derived threshold. In addition, our preprocessing pipeline 

involved exclusion of channels with >7.5% temporal variance over a run as well as superficial 

signal regression, in which the average of all first-nearest-neighbor measurements is linearly 

regressed out of all other source-detector measurements as an estimate of systemic nuisance 

signals including global head motion [53,58]. This combination of exclusion of noisy channels, 

superficial signal regression, and motion scrubbing forms a set of stringent measures to prevent 

head motion from confounding our decoding results. Although these approaches may have 

reduced the total number of time points ultimately included in the spatiotemporal template 

matching calculation, this loss of data was preferred over the inclusion of motion artifacts that 

could either impair decoding or spuriously enhance the measured accuracy of neural decoding if 

classification was driven by any replicable patterns of motion across runs.  

Inter-individual differences in structural and functional neuroanatomy have become an area of 

increasing focus in fMRI research [89], and also influence the precise neural responses that are 

sampled by optical imaging methods. The data processing pipeline utilized subject-specific head 

models during tomographic reconstruction and associated subject-specific field-of-view masks 

during data processing in an attempt to mitigate the effects of this anatomical variation. Indeed, 

other studies by our group, yet to be published, have shown that decoding performance is higher 

with neuroanatomically reconstructed data than with data in measurement space. Our 

interpretation of this result is that head models transform data from source-detector measurement 
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space into an alternative space where the features have more information content. In this regard, 

tomographic reconstruction has similar effects to commonly utilized dimensionality reduction 

techniques that remap data into more informative feature spaces, except here the remapping 

algorithm is based in neuroanatomy, biophysical models of light propagation, and sensitivity 

matrix inversion involving Tikhonov regularization to address an ill-posed inverse problem. In 

light of this observation, it is reasonable to hypothesize that more accurate reconstructions would 

amount to a more effective feature space for more accurate decoding. Previous studies have 

shown that atlas-derived head models can be effective in the absence of subject-specific 

structural data [81], but subject-specific head models improve image quality. Therefore, subject-

specific head models were used for data reconstruction in the current study. Future studies could 

compare decoding performance with generic and subject-specific head models to systematically 

assess the effects of this data processing step on decoding. 

Aside from all these raw data quality and analysis considerations, some variation in decoding 

performance may result from differences between runs and individuals in cognitive processing of 

movies. For example, the perceptual phenomenon of repetition suppression [147] may have 

diminished responses over repeated movie viewings, or the repeated exposure may have 

otherwise influenced measured responses [148]. Eye tracking studies have shown the 

reproducibility of gaze patterns over repeated movie viewings both within and across participants 

[149,150], but their observed variance in gaze position is still non-zero and likely to influence 

low level sensory responses as well as attentional focus. Since attentional modulation can greatly 

influence sensory processing [151–153], changes in both attentional biases and general arousal 
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level between runs could have caused sporadic variation in neural responses to movie stimuli. 

Other factors such as changes in emotional state, either driven by or unrelated to the movies, 

could have also contributed to variability in how participants engaged and responded to stimuli 

across viewings [154,155].  

4.4.4 Further characterization of decoding performance 

The consistently high decoding accuracy observed with our initial parameters established a 

performance baseline that supported challenging the template matching algorithm and the HD-

DOT data through manipulations such as decreasing trial duration and increasing the number of 

trial types. Mean decoding accuracy remained above 80% on reducing template and trial duration 

from 4 minutes down to 1 minute. While further reducing trial duration had a larger impact on 

accuracy, decoding remained significantly better than chance even with just 15 seconds of data. 

However, more marked variation between participants was noted for the shorter trial durations. 

For instance, decoding accuracy for participant 3 declined precipitously for trials shorter than 1 

minute, but remained above 90% for participant 1 even with 30-second trials. With 15-second 

trials, accuracy remained above 65% for 2 participants, but fell near chance levels for the third. 

As expected, errors also became more common with an increasing number of template and trial 

types to be classified, but remained significantly better than chance in all cases tested.  

The trial durations used here are longer than those used by a previous HD-DOT decoding study 

that classified checkerboard stimulus location based on data from individual time points [119], 

but the stimuli used in the current study are also significantly more dynamic, multi-dimensional, 
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and variable. One study decoding silent movies from fMRI data used clips that were 10-20 

seconds long but compiled into 1-10 minute chunks [39]. Another study used training clips 

averaging 23 seconds in duration and test clips averaging 4 seconds, but both combined into 

many 8-minute-long blocks that were presented multiple times each [40]. However, comparisons 

to these fMRI studies come with major caveats, as they used substantially larger stimulus 

libraries and more elaborate decoding algorithms to reconstruct novel stimuli in 1-second bins or 

framewise. These more ambitious decoding endeavors capitalized on a more well-established 

imaging modality that is routinely used to pool many hours’ worth of data across multiple 

imaging sessions, as was required to amass sufficient training and test data. Replicating these 

full-scale fMRI decoding studies with HD-DOT imaging will be more feasible once ongoing 

efforts address challenges with cross-registration and pooling of HD-DOT data across imaging 

sessions. However, the current work still makes an important first step in this direction, and still 

represents an important advance for the optical neuroimaging field. The >90% accuracy 

observed with 4-way decoding is on par with the most accurate of decoding outcomes previously 

achieved with optical neuroimaging in humans [119]. Furthermore, the majority of prior fNIRS 

decoding studies have been limited to decoding only 2-4 different states. A previous HD-DOT 

decoding study reported on 18-way and 36-way classifications of visual stimulus position using 

checkerboard stimuli [119]. This prior work is emulated by the 8-way, 16-way, and 32-way 

classifications reported here using significantly more complex, multi-sensory, naturalistic 

stimuli.  
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4.4.5 Decoding isolated auditory and visual responses 

With the strong inter-run correlations observed in both temporal areas associated with auditory 

processing and occipital areas associated with visual processing, the ROI-confined analysis 

attempted to disentangle decoding of auditory and visual responses while still utilizing the 

wealth of audiovisual movie viewing data available. Decoding performance remained high with 

template matching confined to either ROI, suggesting the feasibility of decoding naturalistic 

auditory or visual information independent of one another. However, the ROI-based approach 

was still an imperfect test of this hypothesis, as neither ROI definitively excludes responses to 

the other sensory modality. For example, responses to visual features such as faces have been 

reported in right temporal cortical regions like the superior temporal sulcus [134], which lies 

within our task-data-derived auditory ROI due to its close proximity to the superior temporal 

gyrus where auditory responses are centered and due to the spatial blurring associated with the 

point-spread function of optical imaging systems. The purely auditory and purely visual stimulus 

data available from this data set allowed for a more controlled evaluation of auditory and visual 

decoding in isolation, even though only a smaller amount of this data was available. Decoding 

remained accurate across these sessions as well, for both audio clips presented without visuals 

and silent movies stripped of audio. The promising results of this pilot analysis support further 

studies focused on decoding of both sensory modalities with HD-DOT, with various interesting 

questions remaining to be addressed. Although the audio clips included much naturalistic speech, 

it is unclear from the current results how much auditory decoding was driven by low level 

features of speech, its semantic content, or non-speech sound such as background music. Future 
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experiments could evaluate these possibilities by comparing decoding of normal speech, reversed 

speech, songs, instrumental music, and other non-speech sounds from HD-DOT data. Similarly, 

it remains to be addressed what components of the movies drove the observed visual decoding – 

low level characteristics such as luminance, color, and optic flow, higher level visual features 

such as faces and objects, or other factors such as social interactions depicted and emotional 

reactions evoked by the movies. Greater understanding of these questions could inform or be 

informed by the development of more elaborate feature encoding models, which would also 

enable extrapolative decoding of novel stimuli outside the training set of stimuli [3,38,39]. 

4.4.6 Limitations and future directions  

As already alluded to, the greatest limitations of the current study stem from its opportunistic use 

of a preexisting dataset, designed and acquired for other purposes, to begin exploring the 

simplest version of a complicated problem. The stimulus set, number of presentations, and 

number of participants were limited: 20 different movie clips were presented twice each to 3 

participants. Movie clips were several minutes long, and their order of presentation was not 

randomized. And while training and test HD-DOT data were separate, classification of test data 

was only among a limited set of 4-32 choices contained within the training stimuli. However, 

many influential imaging and decoding studies have focused on small numbers of highly 

sampled participants [38,39]. Future data collection efforts targeted for decoding could address 

the other study design limitations. And the current study utilizes existing data to address a 

question that is within its scope. While the most powerful decoding algorithms strive to remain 
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versatile and classify diverse stimuli, the straightforward template matching strategy used herein 

circumvents that concern by intentionally seeking to address a simpler but still crucial precursory 

question: Are responses to complex, naturalistic, multisensory stimuli as measured by HD-DOT 

rich, repeatable, and specific enough to support reliable classification of test data among a 

limited set of options represented in the independent training data? Our analyses are affirmative, 

and show that HD-DOT recordings of brain activity have high information content that could be 

mined by future studies developing more elaborate encoding models and decoding algorithms 

towards broader applications. Among the immediate next steps, dimensionality reduction 

methods such as principal components analysis could be used to identify a smaller set of specific 

features accounting for the majority of the variance in our data. We could then test whether 

transforming data into this feature space prior to decoding enhances accuracy under the stress 

tests of shorter trial durations and more template options. Furthermore, it has been argued that 

accurate feature encoding models facilitate effective feature decoding [3]. We have previously 

developed movie feature regressors to map responses to content such as speech, faces, and other 

high and low level visual and auditory features of movies onto the brain [64]. Inverting a matrix 

of such feature regressors could be one approach to decoding specific movie features from HD-

DOT data and potentially decoding movies that were excluded from the training set. 

Previous fMRI studies of visual decoding have used receptive field models to decode novel static 

images [38], motion energy encoding models to reconstruct dynamic visual stimuli [39], and 

convolutional neural networks to encode and decode hierarchical layers of visual stimulus 

features and neural responses [40,41]. Other fMRI studies have used a variety of methods, 
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including multivariate pattern analysis, ridge regression, and generative models, to encode and 

decode acoustic, articulatory, and semantic content of speech [71,72,156–159] as well as other 

auditory stimuli like music [73]. In addition, ECoG studies have taken various approaches, from 

linear classification methods to a variety of feature encoding models, to decode articulatory or 

spectral features during speech production and thereafter synthesize intelligible speech from 

electrical recordings of brain activity [42,43,160,161]. Even more recently, highly accurate and 

efficient brain-to-text communication has also been achieved in a quadriplegic patient by 

decoding motor cortex activity sampled with surgically implanted intracortical microelectrodes 

during imagined handwriting [145]. While certainly impressive and inspiring, these studies are 

currently constrained in their end-applications by the logistical limitations of fMRI and the 

invasiveness of ECoG. Nevertheless, this literature provides invaluable leads for decoding 

studies using alternative imaging modalities to replicate and build on with fewer logistical 

constraints limiting their translation into real-world contexts.  

In fact, reliable decoding of the sorts of complex signals classified here even just among a 

limited menu of options could have powerful applications. For instance, if comparable 

classification performance can be achieved using covert signals, HD-DOT could be used for 

algorithmic approaches to augmented communication, e.g. using different internally generated 

mental states to represent key words [46] or represent different characters to spell out any word 

[162]. Though these approaches may have a low bit rate, they could still be immensely 

empowering for individuals such as patients with locked in syndrome who have few or no other 

means to communicate. Furthermore, the complex decoding achieved with HD-DOT could still 
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increase bit rate relative to the binary decoding previously pursued in these patients with 

traditional fNIRS [46]. Future studies could explore these modes of communication with HD-

DOT first in typical populations and then in clinical cohorts.  

In addition to investigating more elaborate decoding and developing clinical applications, future 

studies could also push towards decoding during increasingly natural paradigms. While free 

viewing of audiovisual movies provide a segue from block-design tasks, imaging studies have 

begun to explore even more naturalistic paradigms such as immersive three-dimensional movies 

[163], interactive virtual reality [164], and face-to-face human interactions [128]. While harder 

to control, these interactive paradigms attempt to enhance the ecological validity of laboratory 

research and move closer to real world applications. With its combination of high image quality 

and an open scanning environment, HD-DOT is well suited as a tool for both mapping and 

decoding information during such paradigms. 

In all, the template matching decoding performance observed here establishes the fidelity of HD-

DOT signals in response to naturalistic audiovisual stimuli in both visual and auditory regions of 

the brain, and further establishes the feasibility of decoding these complex signals. These 

findings comprise a major step forward for decoding with optical neuroimaging, and encourage 

future HD-DOT studies geared towards more elaborate decoding, more natural paradigms, and 

clinical applications. 
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Chapter 5: Conclusions and future directions 

The final chapter aims to synthesize the highlights of the other chapters and discuss the 

implications and future directions for the fields of optical neuroimaging, developmental 

cognitive neuroscience, and neural decoding research. 

5.1 Summary of previous chapters 

5.1.1 Decoding visual stimulus position from HD-DOT data (Chapter 2) 

• Applications of neural decoding have previously been constrained by mainstream 

neuroimaging modalities, specifically by the tradeoffs that they require between image 

quality and logistics. Elaborate decoding has been achieved with data from invasive 

electrical recording methods or MRI scanners confined to large clinical and research 

facilities. More portable, noninvasive methods like fNIRS and EEG can be utilized in a 

wider range of populations and settings, but their traditionally poor image quality has 

limited the level of detail and accuracy of decoding. 
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• HD-DOT combines the logistical advantages of optical imaging with improved image 

quality, but the feasibility and performance of decoding had not previously been 

evaluated using brain activity measured with HD-DOT. 

• We were able to decode the binary position of a flickering checkerboard stimulus from 

HD-DOT data collected in typical adults at a single-trial level with high sensitivity, 

specificity, and reproducibility. For instance, we recorded ROCs with areas under the 

curve greater than 0.97 across 10 imaging sessions in a highly sampled participant. 

• ROC analyses of decoding across 5 participants established both replicability of decoding 

in multiple individuals and the feasibility of inter-individual decoding, although 

performance varied between individuals. 

• More complex, non-binary, pseudo-real-time decoding was evaluated through 18-way 

and 36-way classifications of the positions of moving checkerboard stimulus patterns at 

each time point in their trajectory. For instance, across 3 highly sampled participants, the 

phase of a 60° wide checkerboard wedge rotating 10° per second through 360° was 

decoded with a within-participant error of 25.8±24.7°. Decoding between participants 

was also feasible here according to permutation-based significance testing. 

• Thus, we concluded that visual stimulus information can be decoded accurately, 

reproducibly, and across a range of detail (for both binary and non-binary outcomes) at 

the single-trial level (without needing to block-average test data) using HD-DOT data. 
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5.1.2 Mapping brain function during naturalistic viewing in awake young 

children with HD-DOT (Chapter 3) 

• Typical and atypical trajectories of functional brain development during early critical 

periods remain understudied because of the challenges of mapping brain function in 

young children. It is difficult for young children to lie alone, calm, and still inside the 

dark, cramped, loud bore of an MRI scanner for an extended duration. Alternative 

neuroimaging modalities like fNIRS have traditionally lacked image quality due to sparse 

sampling. In addition, conventional tasks for brain mapping in compliant adults elicit low 

task engagement, high head motion, and considerable participant attrition in pediatric 

populations.  

• We designed and built a new HD-DOT system geared towards imaging young children 

with a combination of features to ensure both high image quality and child comfort.  

• Features to maximize image quality included laser optics and a high channel count of 

densely packed measurements across a wide field of view. An array with 11mm grid 

spacing of 128 laser sources and 125 detectors using a 2-pass source encoding pattern 

yielded up to 5202 usable measurement channels with <50mm source-detector separation 

across the posterior, lateral, and dorsal surfaces of the head, spanning 7 orders of 

magnitude of optical power.  
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• Features to increase cap wearability and child comfort included an adjustable multi-panel 

cap design, soft plastic fiber tips, lightweight fiber optic cables evenly supported by a pair 

of suspended halos and a padded frame, a cushioned and adjustable pediatric imaging 

chair with adjacent seating space for caregivers, and a child-friendly under-the-sea 

themed décor across the exterior of the imaging system and the imaging suite. 

• Healthy young adults were imaged to validate system performance, using light levels and 

pulse signals as indicators of raw data quality, and responses during auditory, visual, and 

motor tasks to evaluate image quality.  

• Subject-specific head models were developed using structural imaging data and shown to 

produce more accurate reconstructions than a generic head model 

• A library of children’s movie clips was characterized as a stimulus set for brain mapping. 

We found that HD-DOT could be used to map reproducible responses to movies and 

contained features such as speech and faces across a variety of animated clips. Variation 

in the reproducibility, construct validity, and orthogonality of regressor maps could be 

partially explained by properties of both the movie stimuli (such as feature modulation 

and orthogonality) as well as the imaging data (such as inter-run synchronization).  

• A multivariate approach to feature regression was found to mitigate confounding of 

regressor maps by feature covariance during parallel feature mapping. 
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• Finally, the optimized imaging system, selected movies, and refined speech regressor 

analysis pipeline were used to map receptive language function during movie viewing 

with HD-DOT in a group of awake, 1-6 year-old children. We mapped responses to 

speech during movies bilaterally in the superior temporal gyrus, comparable to 

activations observed in both children and adults during a traditional block-design word-

hearing task. 

• Therefore, we concluded that HD-DOT imaging during movie viewing can be used to 

map reproducible cortical responses to movie features such as naturalistic speech in 

awake young children. 

5.1.3 Decoding naturalistic auditory and visual information from HD-DOT 

data (Chapter 4) 

• Effective decoding of naturalistic information from brain activity measured in natural 

settings would have exciting neuroscientific and clinical implications. Thus, having 

established the feasibility and performance of both decoding simple visual stimulus 

information from HD-DOT data (Chapter 2) and mapping responses to audiovisual 

movies with HD-DOT (Chapter 3), we sought to assess whether complex, naturalistic, 

auditory and visual movie stimulus information could be decoded from HD-DOT data. 

• The previously collected data set from adults viewing our children’s movie stimulus 

library was repurposed to study decoding.  
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• A template matching strategy was used to decode which of 4 audiovisual clips a 

participant had viewed during any given 4-minute trial from their HD-DOT data with 

92.3±4.4% accuracy across 13 imaging sessions in 3 participants. 

• Systematically reducing trial duration and increasing the number of template choices 

gradually reduced decoding accuracy, but performance remained significantly above 

chance even with 15-second trials and 32 choices. 

• Decoding accuracy was similarly high when template matching was confined to task-

derived visual and auditory regions of interest or applied to data in which participants 

were presented with purely auditory and purely visual clips.  

• As a result, we concluded that complex, naturalistic auditory and visual stimulus 

information can be accurately decoded from HD-DOT data. 

5.2 Implications and Applications 
The methods and findings established in this dissertation could be further built upon and applied 

through a variety of avenues of future investigation. This section focuses on discussing some of 

the: (1) next steps in developing optical neuroimaging methods, (2) potential developmental 

cognitive neuroscience research applications to studying models of neuroplasticity, and (3) 

possible applications of decoding beyond the laboratory.  
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5.2.1 Further optical neuroimaging method development 

From a methodological perspective, this body of work focused on improving instrumentation and 

data analysis pipelines while exploring novel applications for HD-DOT. Specific efforts to 

improve instrumentation included further increasing channel count, measurement density, and 

field of view relative to previous systems, as well as incorporating laser optics and a new, 

adjustable cap design. Work on analysis pipelines included optimizing data synchronization, 

developing a children’s stimulus library with associated feature regressors, showing the benefits 

of multivariate feature regression, and evaluating the impact of subject-specific head models. 

The main applications pioneered were imaging in awake young children during naturalistic 

movie viewing and decoding of sensory stimulus information from brain activity as measured by 

HD-DOT. The experimenters’ experiences while implementing these efforts and the results 

finally obtained encourage several avenues of further investigation pertaining to method 

development for optical neuroimaging in humans. 

Previous studies have directly shown tangible improvements in image quality resulting from 

dense sampling in other age groups [30,56,61]. However, the benefits for decoding and 

preschool-age imaging of using high-density arrays relative to sparser ones, while suggested by 

our studies, have yet to be explicitly quantified. Decoding performance could be reevaluated for 

both checkerboard stimulus position classification and naturalistic movie decoding using sparser 

subsets of our measurement arrays and the results compared to those obtained with our full set of 

measurements. Similarly, maps of inter-run synchronization and speech responses during movie 

viewing could be computed with sparser subsets of the collected channels to directly assess 
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improvements in pediatric image quality resulting from our high channel count and high density 

of measurements. Furthermore, new systems could be built with even higher densities of sources 

and detectors to evaluate how far image quality can be pushed in practice by extending this 

strategy.  

While we were satisfied with the image quality obtained across the posterior and lateral panels of 

our preschooler imaging cap, pulse SNR was found to be lower for the dorsal pad, and maps and 

time traces were correspondingly noisier for motor tasks. This shortcoming will be crucial to 

address if we aspire to effectively decode overt or covert motor signals associated with limb 

movements or articulation. However, this was our first attempt at building a wide-field HD-DOT 

system with coverage of the dorsal surface of the head, and cap building is notoriously an 

iterative process in industrial design. Future iterations of the imaging system can focus on 

optimizing the design and use of the dorsal pad to improve SNR across the somatomotor cortex. 

Furthermore, future systems can attempt to further expand the field of view, adding further 

frontal cortex coverage. Indeed, prefrontal cortex is a popular target of fNIRS studies due in part 

to the relative ease of managing hair over the forehead [165], and it should similarly be easy to 

use HD-DOT for mapping prefrontal cortex activity during cognitive control tasks. The main 

challenge is likely to in molding a cap across the entire head surface in spite of all the variable 

points of curvature. However, this design challenge is likely to prove solvable through technical 

innovation in the materials and methods used to construct imaging caps. 

When building the preschooler imaging system, we incorporated several features intended to 

make the cap and imaging environment comfortable for children. However, additional comfort 
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features could help further improve child compliance and data retention. Future builds could 

attempt to disperse pressure points by adding some padding where the cap tends to most tightly 

contact the head, using even higher optode densities (to not only further increase resolution but 

also magnify the bed of nails effect), and incorporating even softer materials to cover fiber tips 

and Velcro buckles. It may also be worthwhile to evaluate the impact of gradually habituating 

children to the sensation of the cap on the head by providing mock caps to wear prior to imaging 

sessions or by conducting training sessions similar to mock MRI scans [126]. Perhaps the most 

exciting prospect for increasing wearability is the development of wireless, fiber-less HD-DOT 

systems [107,108], which would also present other advantages. By using compact optics and 

electronics to incorporate sources and detectors in the body of the cap itself, fiber-less systems 

remove the weight, tension, torque, and logistical constraints of the massive bundles of fiber 

optic cables currently used by fiber-based high-density caps. As a result, fiber-less systems are 

also likely to reduce motion artifact and facilitate building caps with increased areal coverage. 

And of course, wearable systems will enable studies of more natural behaviors in more natural 

settings, unshackling neuroimaging research from the constraints of the laboratory.  

In addition to advances in hardware, the pediatric imaging project also drove the development of 

several data analysis tools. Considerable work occurred behind the scenes on troubleshooting 

initial issues with synchronizing the neuroimaging data with the presented movie stimuli and 

associated feature regressors, culminating in the modification of data processing pipelines to 

ensure the accurate alignment that is required for time-locked stimulus response analyses. The 

final solution involved computing cross-correlations between audio recorded concurrently with 
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the imaging data and the audio attached to the stimuli and regressors, and shifting time courses 

by the lag that maximized the correlation between the two audio tracks. This measure corrected 

for artifactual jittering of data relative to stimuli by previous versions of the preprocessing code, 

and drastically improved the reliability and validity of all subsequent analysis. Equally integral to 

meaningful movie data analysis was the generation and quality control of a set of feature 

regressors for the movie stimulus library. These stimuli and regressors could be reutilized for a 

host of future studies, but additional feature regressors could also be developed for further 

analysis of data sets that have already been collected. This option to probe new hypotheses with 

the existing data is a product of the richness of the movie stimulus paradigm and the flexibility of 

the feature regressor analysis approach. One ongoing endeavor involves creating regressors for 

additional features of interest besides speech and faces, ranging from low level visual stimulus 

characteristics to emotional valence and social content. In addition, we are trying to utilize 

machine learning approaches for speech and face recognition to efficiently generate feature 

regressors for any new movie clip. This innovation would allow us to analyze data collected with 

an infinitely diverse stimulus library that could cater to any child’s movie viewing preferences 

and maximize their compliance, capitalizing on our finding that reproducible feature regressor 

maps can be obtained across heterogeneous sets of movies. A richer set of regressors would also 

further bolster the multivariate regression approach that we showed minimizes confounding of 

feature response maps by covarying movie features. 

Besides refining these tools specific to the analysis of movie viewing data, we also showed that 

subject-specific head modeling more generally improves the accuracy with which HD-DOT data 
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can be reconstructed. However, our current approach to generating these models is highly labor 

intensive, involving iterative adjustments to cap positioning based on subjective assessments of 

control task activation maps. Though it may prove to be computationally intensive, automating 

this process would allow for less subjective, more accurate, and more efficient generation of not 

only subject-specific but also session-specific head models. This would facilitate more accurate 

reconstructions and cross-registration of data across multiple imaging sessions, allowing for 

more robust analyses. For instance, it has been shown that larger quantities of resting state data 

support more reliable functional connectivity analysis [99], while large quantities of movie 

viewing data can be pooled to fuel more elaborate decoding algorithms [38–40]. In addition, 

extending these advances to children requires developing a subject-specific head modeling 

pipeline that does not depend on having the participant’s structural MRI data, which may be 

challenging to acquire in children. Ongoing efforts in the lab aim to collect three-dimensional 

photographs of participants both with and without the imaging cap use these data to morph atlas-

derived head models. If successful, this approach would be applicable not only to pediatric 

studies but also HD-DOT research in populations with contraindications to MRI and in settings 

where an MRI scanner is not accessible or convenient to use. 

Finally, our work focused on high-density continuous wave measurements of hemoglobin signal 

contrasts, but there are several other optical imaging techniques being developed by other groups 

that could be used in parallel or potentially even combined with our approach to further improve 

image quality or capture other contrasts. A non-exhaustive list of these other methods includes 

frequency domain DOT [166], speckle contrast DOT [167], optical imaging of cytochrome 
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oxidase [168,169], and holography to increase the depth and resolution of image reconstructions 

[170]. Furthermore, as a result of the compatibility of optical imaging instrumentation with most 

other technology, HD-DOT could be combined with electroencephalography, electromyography, 

eye tracking, transcranial magnetic stimulation, and various other recording and stimulation 

methods in multimodal studies probing diverse neuroscience questions. With so many avenues 

for further development, it is fair to say the future of human optical neuroimaging is bright. 

5.2.2 Models of plasticity 

Early childhood is packed with myriad dramatic behavioral changes reflecting dynamic 

underlying changes in brain function. Both typical and atypical trajectories of early brain 

development can hence serve as models of neuroplasticity. These models have not been easily 

accessed by extant neuroimaging modalities due to the challenges of imaging children with some 

(e.g. fMRI) and the limited image quality of others (e.g. fNIRS). However, the HD-DOT 

imaging methods developed in this dissertation, combining a child-friendly imaging environment 

with enhanced image quality, are well suited to addressing this void in the developmental 

cognitive neuroscience literature. While a complete listing of currently understudied models of 

plasticity that could be investigated with HD-DOT is beyond the scope of this chapter, several 

compelling examples are discussed here. Through the proposed studies, HD-DOT could shed 

new light on not only typical brain development and developmental neurological disorders, but 

also more generally on how neural circuits might reorganize across the lifespan in health, amid 

disease, and during recovery. 
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Strabismus 

The importance of normal binocular integration during development was first brought to light in 

the 1960s by the Nobel Prize-winning work of Hubel and Wiesel on feline models of strabismus 

(abnormal deviation of one or both eyes) and monocular deprivation [13–15,97]. Their seminal 

experiments found that binocular decorrelation early in life causes lasting abnormalities of visual 

cortex structure and function. This finding inspired decades of work on how sensory experience 

can shape brain development. To honor that rich neuroscience research history, this subsection 

takes a deep dive into strabismus as a model for studying neural mechanisms underlying atypical 

development and cortical plasticity with HD-DOT.  

Since Hubel and Wiesel’s original experiments, studies have identified increased interocular 

suppression in visual cortex in animal models of strabismus, wherein input from one eye appears 

to inhibit the response of visual cortex to the other eye [171–175]. This excessive interocular 

suppression has been variably interpreted as an adaptive response to strabismus [176], as a 

pathologic mediator of its detrimental effects on vision [177–179], and, intriguingly, even as a 

potential cause of strabismus itself [180]. However, our ability to resolve these theories about the 

mechanistic importance of strabismic suppression in humans is limited by a lack of knowledge 

about when this process develops. Due to the challenges of pediatric neuroimaging, strabismic 

suppression has thus far mainly been studied using behavioral approaches and in older children 

or adults who have already had strabismus for years or decades, even though strabismus itself 

most often emerges in children between birth and 4 years of age [175,180–182] As a result, it is 

currently debated whether cortical suppression precedes strabismus, develops immediately after 
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the onset of strabismus, or emerges gradually afterwards. Thus, over 50 years after the original 

studies by Hubel and Wiesel, we still lack a clear understanding of the neurobiology of human 

strabismus. Strabismus and its resulting visual deficits continue to affect up to 5% of the 

population, and optimal disease management remains a matter of debate [183]. 

The increased interocular suppression seen in strabismus has long been argued to serve an 

adaptive role [176]. The ocular misalignment of strabismus effectively creates a state of constant 

dichoptic viewing. It has been posited that a high degree of long-term suppression of visual input 

from the misaligned eye serves to prevent strabismic individuals from experiencing constant 

double vision [176]. 

However, it has also conversely been argued that strabismic suppression may play a pathological 

role [177–179]. Chronic suppression during development could prevent activity-dependent 

maintenance of the visual cortical circuitry downstream of the misaligned eye, serving as a 

potential mechanism underlying the visual acuity loss that is identified clinically as amblyopia. 

In addition to this developmental effect, interocular suppression may also actively interfere with 

visual processing by the deviated eye and preclude binocular function in strabismic individuals 

[177–179]. Experiments show that at least some architecture capable of supporting binocular 

integration survives despite the occurrence of strabismus through development, but remains 

masked by interocular suppression [173,174,184–186]. Overcoming this suppression – either 

pharmacologically in electrophysiological experiments on animal models of strabismus 

[173,185,186], or through stimulus manipulations in psychophysical studies with amblyopic 

adults [174] – enables a restoration of some degree of binocular integration. This concept is the 
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basis of a growing field of research attempting to develop visual exercises and video games to 

overcome interocular suppression and enhance binocular function in patients with amblyopia 

[187,188]. The increased interocular suppression in strabismus could hence be maladaptive both 

during development and in adulthood, highlighting the importance of understanding how this 

disease mechanism emerges and operates. 

Importantly, it has also been suggested that interocular suppression may not only play an 

adaptive or pathological role downstream of strabismus, but may also precede strabismus and 

cause it to develop in the first place [180]. Clinical evidence and animal model studies suggest 

that strabismus may itself be triggered by various other initial causes of cortical binocular 

decorrelation [189,190]. For instance, research has shown that several manipulations imposing 

binocular decorrelation early in life cause strabismus to emerge in monkeys [189,190]. It has also 

been argued that various perinatal insults (e.g. periventricular hemorrhage, cerebral visual 

pathway white matter injury) may serve as natural causes of binocular decorrelation in humans, 

explaining their strong association with infantile strabismus [189]. It is thought that such initial 

triggers of binocular decorrelation may initiate processes such as a loss of horizontal connections 

between ocular dominance columns and increased interocular suppression in visual cortex, 

similar to the effects of strabismus itself [171,189,191]. These processes may then prevent the 

binocular integration that is required to guide the control of fusional vergence by the medial 

superior temporal area, resulting in the observed ocular misalignment and associated symptoms 

of strabismus [180,189,192]. This hypothesis hence ascribes interocular suppression a causative 
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role in the etiology of strabismus and implies that it precedes the occurrence of strabismus itself, 

but it is yet to be shown whether this is the case in humans. 

Interocular interactions can be studied in the context of binocular rivalry, a phenomenon wherein 

individuals are presented with different non-fusible images to each eye and spontaneously 

alternate between perceiving one image and then the other over time [193]. FMRI studies of 

binocular rivalry in adults have shown alternating patterns of visual cortex activity aligning with 

the alternating perception reported by participants [194–197]. Furthermore, behavioral studies 

have shown that some properties of binocular rivalry change over typical development; for 

instance, the rate of perceptual alternation has been found to slow with age [198]. However, the 

neural correlates of binocular rivalry have not yet been compared across different age groups, 

and there is a lack of studies of binocular rivalry in children who are 3-4 years old, an age at 

which abnormalities in cortical interocular interactions may drive strabismus [180].  

Although it is challenging for children to continuously report their subject experience during a 

dynamic paradigm like binocular rivalry, it has been shown in adults that a participant’s visual 

experience during binocular rivalry can be decoded from their visual cortex activity recorded 

using fMRI [196]. Building on the visual decoding results detailed in Chapters 2 and 4, future 

studies could attempt to decode visual experience during binocular rivalry from HD-DOT 

recordings of visual cortex activity in typical adults. If successful, this method could be extended 

to studying adults with strabismus, typically developing children, and children with a new onset 

of strabismus, so as to investigate whether abnormal interocular suppression exists at the onset of 

strabismus or emerges later. If abnormal cortical suppression is already found at the time of 
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strabismus diagnosis, longitudinal studies of children predisposed to strabismus by a family 

history or other risk factors could evaluate whether the suppression in fact predates strabismus. 

This work could identify neuroimaging biomarkers of abnormal cortical suppression and also 

pave the way for longitudinal studies of visual cortex plasticity and critical periods associated 

with clinical interventions for strabismus. For instance, cortical interocular interactions could be 

mapped before and after the surgical correction of eye alignment in children incidentally 

receiving treatment at different ages. Such a series of studies would be the ultimate translation of 

Hubel and Wiesel’s foundational work into humans, elucidating developmental trajectories and 

critical periods for binocular integration, mechanisms of disease and resilience, diagnostic and 

prognostic biomarkers, and optimal clinical management for strabismus and amblyopia. 

Malnutrition 

Many research efforts, humanitarian service projects, and public policy initiatives have focused 

on “the first 1000 days of life” as a period when sufficient nutrition is paramount for fueling the 

high energy and nutrient needs of the developing brain [144]. Epidemiological and behavioral 

studies show that nutritional deficiencies during this epoch can permanently impair cognitive 

development. However, the specific effects of malnutrition on brain function remain poorly 

understood for multiple reasons. For one, the general challenges of pediatric neuroimaging that 

have been discussed at length in previous chapters of course apply to imaging children with 

malnutrition during the first few years of life. In addition, given that a local lack of resources is a 

root of the problem of malnutrition, imaging equipment like MRI scanners have been a distant 
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luxury and functional brain imaging studies have been a low priority for affected communities. 

However, malnutrition affects hundreds of millions of children worldwide, accounts for 45% of 

child deaths, and limits cognitive potential in survivors [199]. Just as standardized 

anthropometric indices facilitate grading the severity of malnutrition and tracking responses to 

clinical interventions based on somatic measurements [200], biomarkers of brain function are 

needed to predict neurological repercussions of malnutrition and monitor responses to treatment 

in both research and clinical care.  

Several groups have piloted the use of fNIRS, as a cost-effective method conducive to imaging 

in low-resource settings, for studying how malnutrition affects the brain [32,201]. However, the 

low channel count of the imaging systems used in most of these studies have yielded coarse 

indicators of neural function, such as overall cerebral bloodflow and metabolism [201] or 

oxyhemoglobin signals that are poorly localized to approximate positions on the scalp as 

opposed to specific regions of the brain [32]. A recent study established the feasibility of HD-

DOT imaging in 7-10 year-old children in low-resources settings in Cali, Colombia [61]. The 

next phase of that research is underway, using the same imaging system to map neural correlates 

of malnutrition in this age range. Future studies could use an imaging system like the one 

developed in Chapter 3 to extend these studies into younger children. Moreover, there have been 

exciting movements to develop and administer locally targeted therapeutic interventions for 

children with severe malnutrition in communities around the world. These solutions include 

ready-to-use therapeutic foods [202], locally sourced and produced therapeutic foods [203,204], 

and microbiome-directed food interventions [205,206]. HD-DOT imaging could be utilized in 
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low resource settings to study how brain function responds to these nutritional therapies 

whenever they are administered, potentially helping to identify which interventions could have 

the best cognitive outcomes as well as mapping neural changes and critical periods associated 

with cognitive recovery. 

Language 

While the physician’s mind leaps at the opportunity to investigate clinical problems, one of the 

most remarkable and certainly most widespread models of plasticity is the typically developing 

brain. Children exhibit a wide range of behavioral changes as they hit their developmental 

milestones, indicating underlying neuroplasticity across functional systems, spanning sensory, 

motor, cognitive, emotional, and social domains. Among the most striking and celebrated of 

developmental changes is the emergence of language. Children typically progress from being 

able to distinguish speech from analogous sounds by 3 months postpartum [18,207] to 

recognizing familiar words by 8 months [208] to exhibiting a 200-fold expansion in their 

receptive vocabulary by 2 years of age [21]. Simultaneously, they move from recognizing 

prosodic patterns and other coarse features of speech at birth through prenatal intrauterine 

exposure to learning complex syntactic rules and other elements of grammar that complement 

their growing vocabulary [18]. On the heels of these rapidly expanding comprehension skills, 

children’s speech production abilities typically grow from incomprehensible babbling at 6 

months to first words around 12 months to sentences and eventually fluent stories over the next 

1-4 years [19]. Despite all these exciting events, fMRI studies of language development have 
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almost skipped over the period from birth to 4 years due to the challenges of scanning across this 

epoch [20]. Exceptions include a study of speech perception in 3-month-old infants [121], who 

have barely begun to identify speech, and a study of passive listening in sleeping 2-3 year-olds 

[21]. Neuroimaging studies of active listening and speech generation could provide much 

additional insight into the neural changes underlying the developmental burst of language 

comprehension and production capabilities. And as language is of course largely a uniquely 

human capability, our understanding of its emergence is heavily dependent on developing the 

tools to conduct these studies in humans.   

Our effective mapping of receptive language function during movie viewing with HD-DOT in a 

pilot sample of awake 1-6 year-old children suggests that HD-DOT could be applied to bridge 

this gap in the literature. We have already begun recruiting more children within discrete age 

brackets spanning 0-4 years to conduct a larger study of early functional brain development with 

HD-DOT. Readouts pertaining to language development including movie speech regressor maps, 

functional connectivity of language areas, and behavioral tests measuring receptive and 

productive language function. These measures could be collectively used to evaluate changes in 

functional brain organization concurrent with language acquisition and brain-behavior 

correlations associated with language performance. In addition to illuminating the typical 

developmental trajectories of language networks in the brain, this work will provide a reference 

for better understanding differences in atypical populations, such as children with autism or 

specific language impairment. Given its feasibility in young children, HD-DOT imaging can be 

applied to study these atypical populations as soon as they have been diagnosed or even 
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beforehand by preemptively studying participants predisposed to these conditions by a family 

history or other risk factors. Finally, studies in atypical populations receiving clinical 

interventions would offer an additional opportunity for investigating cortical remapping in 

language networks. For example, tracking changes in brain responses to heard speech after 

hearing impaired children receive cochlear implants at different ages could provide a window 

into critical periods for the development of speech processing. Such studies would further 

capitalize on the compatibility of HD-DOT with metallic medical devices such as cochlear 

implants, which are a contraindication for MRI scans even in adults. HD-DOT studies of older 

children with autism spectrum disorder and adults with cochlear implants are already underway 

in the lab, and the new instrumentation and movie viewing data analysis methods developed by 

this dissertation will facilitate extending that research into younger participants.  

Motor system  

Recent research has highlighted the remarkable plasticity of motor networks even in the mature 

adult brain. For instance, one study attempted to induce plasticity in typical adults by casting the 

dominant arm for 2 weeks and evaluated the effects of this intervention on resting state 

functional connectivity measured with fMRI [209]. A marked reduction of functional 

connectivity was observed between brain regions responsible for controlling the casted arm and 

the rest of the somatomotor network, and this change reversed after removal of the cast. Large, 

spontaneous pulses of brain activity were also observed propagating through the motor control 

regions being underutilized due to the limb constraint as well as cingulo-opercular executive 
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control regions, potentially helping to maintain neural circuits that are otherwise temporarily 

disconnected and thereby possibly facilitating the rapid recovery later observed [209,210]. The 

authors attributed their success in capturing such dramatic signatures of neural plasticity in part 

to their high level of sampling, as they conducted over 30-minute-long fMRI scans on a daily 

basis for 6-9 weeks surrounding the casting intervention [209]. This study design epitomizes the 

burgeoning field of precision functional neuroimaging, wherein studies focus on a small number 

of highly sampled individuals [89,99]. This approach aims to maximize the reliability of findings 

by reducing temporal sampling bias [99], to minimize the blurring of results as a product of 

inter-individual variability by conducting analyses within individuals instead of averaging across 

them [89], and to generate rich datasets that can be mined to investigate numerous hypotheses 

with high granularity.  

HD-DOT has the potential to extend this approach even further than fMRI has been able to thus 

far. Portable HD-DOT systems are already being utilized to collect hours’ worth of longitudinal 

data at the bedside to investigate network disruptions and cortical remapping in populations such 

as recovering stroke patients [62,63]. Some neuroscience research studies using other modalities 

have sent participants home with wearable imaging devices to collect longitudinal data in 

ecologically valid settings, for instance using sparse EEG arrays to track brain activity during 

natural sleep over multiple nights [211,212]. As wireless, fiber-less HD-DOT technology 

[107,108] become increasingly wearable and available, participants could conceivably be imaged 

for hours every day while engaging in their daily activities in their home environment. Of course, 

methodological rigor will be required in the analysis of such data, from addressing artifacts 
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caused by head motion to correcting for multiple comparisons on an immense scale. However, 

these experiments could provide insight into potential contributions to inter-individual 

differences identified in the casting study, such as diurnal variation in spontaneous activity 

patterns or the effects of the recent history of motor activity immediately preceding data 

acquisition. Moreover, given the compatibility of optical imaging hardware with other 

equipment, multimodal studies could be implemented to address intriguing physiological 

questions, e.g. HD-DOT could be combined with electromyography and accelerometry to 

explore just how far the spontaneous pulses of brain activity detected during disuse propagate 

along the motor system. And while these particular ideas aim to further investigate an adult 

model of neuroplasticity, the concept could also be expanded to pediatric studies of motor 

system development, disorder, and resilience. For instance, HD-DOT could be used to track 

somatomotor cortex physiology as typically developing children acquire numerous gross and 

fine motor skills over their first few years of life, or as the brain develops an atypical functional 

architecture working around lesions caused by perinatal brain injury. All these proposals would 

invoke and further build on methodological advances pioneered in this dissertation, such as 

pediatric HD-DOT and wide-field HD-DOT including coverage of the dorsal head surface to 

capture somatomotor cortex physiology and distributed patterns of brain activity. In the long run, 

this work could greatly augment our understanding of when, how, and why the motor system or 

the nervous system in general does or does not display its remarkable plasticity.   
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5.2.3 Decoding applications beyond the laboratory 

Previous chapters have already discussed at length how our decoding results relate to the breadth 

of neural decoding research conducted using other imaging modalities, and how several notable 

fMRI and electrocorticography decoding studies lay out a roadmap for potential future studies of 

decoding with HD-DOT [39,43,159]. Rather than restate all of the same points, this final section 

summarizes them briefly and ends by describing a specific example of how this work could be 

translated to have a significant clinical impact.  

In essence, we have established the feasibility of reliably decoding stimulus information from 

HD-DOT measurements of brain activity. Ongoing and future work will attempt to utilize more 

elaborate and versatile decoding algorithms, based on parametric feature encoding models and 

machine learning approaches, to decode increasingly detailed information, novel stimuli, and 

covert signals such as imagined scenes and motor intention. Furthermore, decoding algorithms 

could be combined with real-time data processing and closed loop feedback to enable non-

invasive brain-computer interfaces. These advances would greatly broaden the scope for 

applications like augmentative communication and prosthetic control in patients with severe 

motor disabilities, such as locked in syndrome following a stroke or amyotrophic lateral 

sclerosis. Furthermore, decoding of data acquired with non-invasive optical imaging methods 

could be applied more broadly beyond the clinic to the general population as well. Perhaps one 

day we will all interface to some extent with technology, social media, and each other using 

wearable optical neuroimaging caps to capture our brain activity and utilizing decoding 

algorithms to decipher it.  
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But for now, consider the compelling case of children with cerebral palsy (CP). CP is the most 

common motor disability in children [143]. It can be caused by genetic factors or various 

perinatal neurological insults, and results in permanent deficits in speech and movement with no 

known cure. The degree of functional motor impairment and level of associated cognitive 

disability can both vary greatly depending on the precise etiology and territory of the lesion. As a 

result, children with CP can have largely unimpaired cognition and emotional processing and yet 

be unable to communicate due to severe spasticity and paralysis. Effectively “locked in” and 

underappreciated by others who misunderstand their condition, these children suffer further 

mental health and social development consequences of their impaired communication [143]. The 

augmentative and alternative communication technologies currently available to improve quality 

of life mostly exploit residual motor function [213], which in severe CP can be subtle, slow, and 

unreliable. It is hard for most of us to imagine being a schoolchild, thinking and feeling the same 

sorts of things as all the other children, but having to rely entirely on something like eye 

movements in order to learn and play and communicate with others. Yet it is easy to appreciate 

the impact in this situation of an alternative means of communication with a higher bit rate. This 

is a vision that has inspired much of the work in this dissertation. We have developed HD-DOT 

for pediatric functional neuroimaging and evaluated decoding performance with HD-DOT data. 

Building on this research, ongoing developments like parametric model-based decoding and 

wireless DOT systems hold promise for high impact applications of decoding beyond the 

laboratory, such as conveying mental images or generating speech from brain activity sampled 
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with wearable imaging systems. These advances could one day give a new voice to children with 

cerebral palsy. 
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“There’s a feeling you give me, an everglow.” 

- Coldplay 
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