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ABSTRACT OF THE DISSERTATION 

Local Spectroscopy Data Infrastructure: Solid State NMR Crystallography with Experiment, 

First-principal Analysis and Machine learning  

by 

He Sun 

Doctor of Philosophy in Physical Chemistry 

Washington University in St. Louis, 2022 

Research Advisor: Professor Sophia E. Hayes 

 

 

Solid-state magnetic resonance (SSNMR) spectroscopy is a powerful tool for obtaining precise 

information about the local bonding and morphology of materials. The detailed local structure of 

crystalline materials cannot be easily solved by traditional experimental methods such as X-ray 

diffraction (XRD). SSNMR combined with first principal calculation methods such as density 

functional theory (DFT) can be of great use in this research area. The methodology that is called 

“NMR crystallography” today has been widely applied to the determination of a wide range of 

solid materials with an increasing amount of computationally simulated NMR spectra. The 

construction of a well-established computational NMR dataset is thus getting more important. 

The research presented in this dissertation serves the purpose of applying NMR crystallography 

to investigate the local structural distortion of 51V in Ag2V2PO4 (SVPO), building well-

benchmarked SSNMR datasets for both spin ½ species such as 29Si and quadrupolar species 

(spin > ½) such as 27Al, and constructing machine learning mode for NMR parameters prediction 

utilizing computational simulated NMR database. 
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Chapter 1  

Introduction  
 

1.1 Basics of Solid-state NMR  
In this section, we will discuss the basic principles of solid-state NMR (SSNMR), including the 

behavior of nuclear spin under a static magnetic field, the rise of Zeeman splitting, and NMR 

Hamiltonians. 

1.1.1 Nuclei in an external magnetic field 

Nuclear magnetic resonance (NMR) spectroscopy is a technique that detects the interactions 

between the nuclear spin and its surrounding environments in the presence of an external 

magnetic field. All the individual magnetic moments associated with each nuclear spin in the 

sample are summed up to yield a net magnetization M to represent the bulk magnetic moment.  

 𝐌 = ∑ μi

i

 (1.1) 

Here, 𝜇𝑖 is the individual magnetic moment for the ith nucleus in the material. The magnetic 

moments can also be expressed based on nuclear spin I and gyromagnetic ratio γ which is an 

intrinsic property of a nuclear isotope. For different nuclear species, the value of γ varies. 

 μi = γ𝐈𝐢 (1.2) 

When the material is placed under a static external magnetic field B0, which is traditionally 

designated to be along the laboratory z-direction, B0 = (0, 0, B0), the magnetic dipole moment of 
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the nucleus interacts with the magnetic field, and the originally degenerate nuclear energy levels 

split into (2I+1) energy states. The energy of each state can be expressed as: 

 Em = −mℏγB0 (1.3) 

Here m means the mth magnetic quantum number and it can increase from -I to +I in integer 

steps. ℏ is the reduced Planck’s constant which equals h/2π. For spin ½ nuclei (I = 1/2) such as 

1H, 13C, and 29Si, there are two different energy states which are labeled as parallel and 

antiparallel.  The energy gap between the two energy states is: 

 ΔE = E
−

1
2

− E1
2

= ℏγB0 = ℏω0 (1.4) 

This splitting of the originally degenerate nuclear energy states is called the Zeeman splitting. 

The 𝜔0 here is called the Larmor frequency, which corresponds to the frequency a which of the 

net magnetization M precesses around the external magnetic field B0.  

The Zeeman splitting can be detected by NMR due to the small population (or probability to be 

thermal dynamically strict) difference between different energy states. For spin ½ species, the 

population differences between the parallel (m=1/2) and antiparallel (m=-1/2) state can be 

expressed based on the Boltzmann distribution: 

 

p
−

1
2

p1
2

= ⅇ
γℏB0

kT  (1.5) 

Here k is the Boltzmann constant, T is the thermodynamic temperature of the sample. The 

population of a certain eigenstate pi can also be derived: 
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 pi =
ⅇ−Ei∕kT

∑ ⅇ−Ei∕kT
i

 (1.6) 

Here Ei is the energy of the eigenstate i. 

 

Figure 1.1 Energy scheme of Zeeman splitting for spin ½ nucleus with external magnetic field B0 

applied. 

Figure 1.1 illustrates the scheme of the Zeeman splitting for spin ½ species. The energy gap 

between the two eigenstates is approximately 10-25 J1, which is orders of magnitude smaller than 

the thermal energy at room temperature (298K). Under room temperature  ΔE ∕ kT~10−5J, this 

indicates that the population difference between nuclear energy states is very small, thus the 

enhancement of signal is critical in the development of NMR spectroscopy. Researchers have 

been working on enhancing the signal-to-noise ratio (S/N) of NMR through either the decreasing 

of temperature T with low-temperature probes or the increasing of magnetic field B0 with higher 

field magnets2. The gyromagnetic ratio γ can also be modified to enhance the S/N via techniques 



4 

 

such as cross-polarization (CP) and dynamic nuclear polarization (DNP) which can transfer the 

polarization from nuclei with higher γ or electrons to the nuclei under detection3. 

 1.1.2 NMR Hamiltonians 

The nuclear energy splitting is primarily determined by the Zeeman splitting, as illustrated in 

section 1.1.1, the magnitude of the polarization is mainly controlled through gyromagnetic ratio 

γ, and applied magnetic field B0. There are, however, other weaker interactions between the 

nuclei of interest and its surrounding local chemical environment that could modify the energy 

splitting between NMR eigenstates. These weaker interactions are particularly useful for NMR 

because the subtle changes in the local environments can be revealed through the perturbations in 

the energy gap. This makes NMR one of the most powerful tools in detecting the local structural 

information of solid materials. For SSNMR, the total Hamiltonian (ĤNMR) can be described as a 

summation of multiple interactions including Zeeman.  

 ĤNMR = ĤZeeman + Ĥcs + ĤQ + ĤD + ĤJ (1.7) 

The name and approximate magnitude in Hz as an expression of relative energies for each of the 

terms in NMR Hamiltonians could be found in Table 1.1. 

Table 1.1 Characterization and magnitude for NMR Hamiltonians4. 

Hamiltonian Characterization Representative Magnitude 

ĤZeeman Zeeman interaction 50-500 MHz 

Ĥcs Chemical shielding effect 20 kHz 

ĤQ Quadrupolar interaction 1-20 MHz 
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ĤD Dipolar interaction 50 kHz 

ĤJ J-coupling 1-100 Hz 

 

From Table 1.1, it is clear that the Zeeman splitting is the dominating part of the NMR 

interactions. The expression of the Zeeman splitting’s Hamiltonian is: 

 ĤZeeman = −γB0ÎZ (1.8) 

Here ÎZ is the Z component of the angular momentum operator. Z here is defined in the 

laboratory frame in which the direction of B0 is also along Z.  

We can further derive the energy of Zeeman states (Equation 1.3) with the Schrödinger equation: 

 Ĥzeemanψm = −γB0(ÎZψm) (1.9) 

 ÎZψm =  mℏψm (1.10) 

Here ψm is the wave function of Zeeman eigenstate with magnetic quantum number m.   

For spin ½ species, both chemical shielding and dipolar interaction play a vital role in the 

determination of NMR spectra with comparable lineshape broadening (20kHz and 50kHz). The 

Hamiltonian of chemical shielding is: 

 Ĥ𝐶𝑆 = −γB0𝜎ÎZ (1.11) 

Here σ is called the shielding tensor, it is a tensor of rank 2 which describes the orientation 

dependencies of shielding effect relative to the external magnetic field B0. The shielding tensor 

can be further simplified to yield several chemical shielding parameters such as isotropic 
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shielding (σiso) which is the most widely used NMR parameter. Unfortunately, there is no 

consensus on the way to simplify the shielding tensor. Since the beginning of NMR, several 

conventions of expressing the shielding tensor had been proposed by different researchers. The 

choice of convention can be critical for the reliability of NMR parameters. Thus in section 1.2, 

we will give a detailed discussion of NMR tensor conventions.  

For quadrupolar species (I>1/2), quadrupolar interaction is orders of magnitude larger than 

chemical shielding and dipolar interaction (MHz vs kHz). Thus, when quadrupolar interactions 

are present, the NMR spectrum can be dominated by quadrupolar broadening which makes an 

accurate determination of shielding and dipolar interactions difficult.   

The quadrupolar interaction arises from the interaction of a quadrupolar (I>1/2) nucleus with the 

electric field gradient (EFG) at the site of the nucleus.  The components of the EFG tensor are 

defined as a partial derivative with respect to the electrostatic potential U over the Cartesian 

coordinates. Here the position of electrostatic potential is the position of the nuclei. (r=0)  

 Vαβ =
∂U

∂α ∂β
|

r=0

(α, β = x, y, z) (1.12) 

The EFG tensor is a second rank symmetric tensor. Under the principal axis system (PAS), the 

EFG tensor is a diagonal tensor with principal components, VXX, VYY and VZZ. 

 V = (
VXX 0 0

0 VYY 0
0 0 VZZ

) (1.13) 

These elements are ordered as |VZZ|>|VYY|>|VXX|. Also note that matrix V is traceless. 
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 VXX + VYY + VZZ = 0 (1.14) 

Thus, the quadrupolar Hamiltonian can be expressed in terms of the interaction between the 

nuclear quadrupolar moment Q and the EFG tensor. 

 Ĥ𝑄 =
𝑒2Q

6I(2I − 1)ℏ
�̂� ⋅ V ⋅ �̂� (1.15) 

Here for a spin I, �̂� is the nuclear spin vector. 

Experimentally, the EFG tensor is characterized using two parameters, the quadrupolar coupling 

constant, CQ and the quadrupolar asymmetry parameter, ηQ: 

 CQ =
ⅇQVZZ

ℏ
 (1.16) 

 ηQ =
VXX−VYY

VZZ
  (1.17) 

CQ and ηQ are commonly used to describe the NMR lineshape of quadrupolar species.  
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Figure 1.2 Various model lineshapes depicting the effects of quadrupolar broadening. Unless otherwise 

specified, ηQ = 0, CQ = 10 MHz, and B0 = 14 T. The first row in black shows the effect on the lineshape of 

a varying ηQ, which qualitatively affects the overall shape of the resonance. The second row in blue 

shows the effect of a varying CQ on the width of the resonance. The third row in red shows the narrowing 

effect of a varying B0 field. Each row was drawn so that the integrated intensities were constant to better 

illustrate the gain/loss in experimental sensitivity. 

 

Figure 1.2 is a series of model lineshapes with varying inputs illustrating the influence of CQ, ηQ 

and magnetic field B0. which qualitatively affects the overall appearance of the resonance. Note 

in the third row, the effect of a varying field is shown.  By definition the second-order 

quadrupolar broadening is inversely proportional to the external magnetic field B0, thus, at 
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higher fields, the effect of the second-order quadrupolar broadening diminishes, appearing as a 

narrowing of the lineshape.  This is one major reason why higher fields are desired when 

performing NMR with quadrupolar nuclei. 

1.2  Conventions of NMR shielding tensor and chemical 

shift tensor  
The chemical shielding interaction is fundamentally critical for NMR detection, almost always 

when presented with an NMR spectrum, the first thing to do is try to determine the isotropic 

average of the chemical shift tensor (δ) for each signal observed. The averaged value is called 

the isotropic chemical shift (δiso) which determines the positioning of the resonance in both 

liquid and solid-state NMR spectra. Here, the chemical shift is experimentally measured by 

referencing the experimental spectrum to a standard compound depending on the isotope being 

studied such as tetramethylsilane (TMS), whose 1H singlet signal is assigned as δiso = 0 ppm. 

Thus, in principle, the isotropic chemical shift gives the resonance frequency of the sample 

relative to the resonance frequency of the hydrogen atoms in TMS.  

The shielding, on the other hand, is a measurement of the change in the resonance frequency of 

nuclei in different chemical environments relative to the Larmor frequency of the bare nucleus. 

The shielding tensor (σ) is thus a tensor that describes the orientation dependence of the 

shielding effect. Experimentally, reporting the shielding tensor is troublesome because the value 

depends on the magnitude of the external magnetic field B0. Instead, the chemical shift has a 

uniform scale across different magnetic fields, thus promoting the efficiency of scientific 

communication.  
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While the chemical shift tensor is the expression of the shielding effect through measured 

resonances, computational simulation of NMR parameters usually reports the shielding tensor 

because it could be expressed as a second derivative of the electronic energy of the system. For 

nucleus, N, its shielding tensor can be expressed as: 

 𝛔𝐍 =
∂2E

∂𝐁 ∂𝐦𝐍
 (1.18) 

where 𝐦𝐍 is the magnetic moment of nucleus N.  

Because of chemical shift/shielding tensors’ critical role in the structural determination with 

experimental and computational NMR, the following sections will mainly discuss three 

important aspects of them: derivation from shielding Hamiltonian, difference conventions of 

expressing tensor’s principal components, and conversion between shielding and chemical shift 

tensor.    

1.2.1 From Hamiltonian to the shielding tensor 

As stated in section 1.1.2, the shielding effect can be expressed as a second-rank tensor (a 3 by 3 

matrix), which determines the orientation and magnitude of the net magnetic field that can be 

decomposed into external magnetic field B0 and induced magnetic field Bind. 

 Bnet = B0 + Bind (1.19) 

Thus the total Hamiltonian when considering only the Zeeman splitting and shielding effect is: 

 ĤNMR = −γ𝐁𝐧𝐞𝐭�̂� (1.20) 

Considering equation 1.8 and 1.11, we can derive Bind: 
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 Bind = -σB0 (1.21) 

where σ is the shielding tensor: 

 𝛔 = [

σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

] (1.22) 

Thus, we could get the resonance frequency of the nuclear spin accounts modified by the 

shielding effect: 

 ν =
γ

2π
B0(1 − σ) (1.23) 

The shielding tensor can be further decomposed into a symmetrical and anti-symmetrical part: 

 𝛔 =  𝛔symm + 𝛔antisymm (1.24) 

where: 

 

𝛔symm =  
𝛔 + 𝛔T

2
 

𝛔antisymm =  
𝛔 − 𝛔T

2
 

(1.25) 

Here the 𝛔T is the transpose of 𝛔. The antisymmetric part could affect relaxation, while it does 

not have a significant influence on the chemical shift observed by experiments. Thus, for NMR, 

we usually only consider the symmetrical part of the shielding tensor5. 

The symmetric shielding tensor can be rotated to a specific set of axes (X, Y, Z) called the 

principal axis system (PAS). The rotation will diagonalize the tensor to yield 3 principal 

components of the shielding tensor. These three principal components correspond to the 



12 

 

orientation of the PAS. The PAS is fixed against the crystal lattice, thus useful in the 

determination of the local environments of the local environments that emerge from NMR 

analysis of sites within a material.  

Alternative ways of representing the principal components are reported throughout the history of 

NMR. In the next section, we will discuss in detail about these conventions.  

1.2.2 Conventions of the shielding tensor 

Individual tensor elements have particular utility to help communicate details of the full 

chemical shielding anisotropy (CSA) lineshape.  At issue is how best to report these tensors, 

since there are multiple conventions, including “Mehring”  convention (“standard” convention)6, 

Haeberlen7, and the “Maryland” convention8,9. Figure 1.3 below shows a graphical illustration 

of the definitional difference between the conventions.  

Chemical shielding (ppm)

siso

sZZ

sYY

sXX

xs

s11

s22

s33

s11

s22

s33

W

Haeberlen

Maryland
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0 10-10
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Figure 1.3 Static NMR powder patterns dominated by the shielding effects, illustrate from top to bottom, 

Haeberlen convention, Maryland convention and Mehring convention. Both the Maryland and Mehring 

convention assign the shielding tensor principal components as σ33 ≥ σ22 ≥ σ11. Maryland convention 

defines span (Ω) and skew(κ) based on the principal components while Mehring convention does not have 

further definitions. 

The Haeberlen convention is the one used by many researchers and importantly by 

computational programs that use these conventions to depict spectra, including the popular 

Dmfit10 and SIMPSON11 programs.  The symmetric contribution can be diagonalized to yield 3 

principal components of the shielding tensor, referred to in Haeberlen notation as σXX, σYY and 

σZZ: 

 𝛔 = [
σXX 0 0

0 σYY 0
0 0 σZZ

] (1.26) 

Isotropic shielding σisois defined as the numerical average of the principal components. 

 σiso =
σXX + σYY + σZZ

3
 (1.27) 

Most literature uses the Haeberlen convention for reporting the full chemical shielding (or shift) 

tensor. In Haeberlen, σXX, σYY and σZZ are defined based on the magnitude of the frequency 

difference, σiso: 

 |σZZ − σiso| ≥ |σXX − σiso| ≥ |σYY − σiso| (1.28) 

There are additional parameters that are often reported in the Haeberlen system reflective of the 

solid-state CSA lineshape.  These are the shielding anisotropy, also called “reduced anisotropy”, 

 ζ𝜎 and “asymmetry parameter” (ηCSA), expressed as equation 1.29 and 1.32:  
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 ζσ = σZZ − σiso (1.29) 

While equation 1.29 expresses the algebraic definition for this quantity, the reduced anisotropy 

can be visualized in terms of the relative location of the most intense point (σYY, typically) in the 

static lineshape – to the right or left – of the isotropic shielding, σiso. Also worth noting is that in 

the Haeberlen convention, there are two methods for reporting the anisotropy of the CSA: 

shielding anisotropy Δσ and reduced shielding anisotropy ζσ. 

 Δσ = σZZ − (σXX + σYY)/2 (1.30) 

The relationship between ζσ and Δσ can be expressed as: 

 Δσ =
3

2
ζσ (1.31) 

Since both notations of the shielding anisotropy are commonly in use, it is advised to be careful 

comparing different anisotropy values from different sources.  

The sign of anisotropy should also be handled carefully because when σZZ gets closer to σYY 

than the frequency difference between σYY and σXX, there will be a sudden flip of the sign of Δσ  

as well as a switch of the designation of σXX and σZZ based on the definition of equation 1.28. 

This sudden change could lead to misunderstanding when comparing a series of closely related 

samples.  

The overall shape of the line is expressed by the asymmetry parameter ηCSA, where ζ𝜎 appears in 

the denominator.   
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 ηCSA =
σYY − σXX

σZZ − σiso
 (1.32) 

Based on the definition, the range of ηCSA is from zero to one. When the local geometry is 

axially symmetric ( σYY = σXX),  ηCSA=0. When σYY = σiso, ηCSA=1. This change in ηCSA is 

irrespective of the sign of ζ𝜎 because any change from positive to negative reduced anisotropy is 

canceled by a similar sign change in the numerator. 

Another convention of expressing the shielding tensor is called the “Mehring notation”. Instead 

of designating the principal components based on their distance from the isotropic values, the 

Mehring convention just designates the components based on their numerical order: 

 σ33 ≥ σ22 ≥ σ11 (1.33) 

The definition of isotropic shielding remains the same as Haeberlen: 

 σiso =
σ11 + σ22 + σ33

3
 (1.34) 

It is difficult to define the anisotropy and asymmetry components in a similar manner as the 

Haeberlen convention because anisotropy and asymmetry parameters are dependent on the 

relative positioning of σ22 between σ11 and σ33. However, the Mehring convention also has 

advantages over the Haeberlen convention since it does not have the ambiguity of principal 

components assignment. Due to this benefit, the Mehring convention is particularly useful when 

benchmarking computational NMR shielding tensors against experimental ones as we will 

discuss in the following chapters.  

There is another convention which has also been widely used called the “Maryland” notation 

proposed by a group of NMR scientists at a summer school in College Park, Maryland, in 1993. 
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The purpose of the Maryland notation is to address the discontinuity problem of anisotropy in the 

Haeberlen convention. The anisotropy and asymmetry parameters were replaced by two new 

parameters called the span (Ω) and skew(κ).  

 

Ω = σ33 − σ11 

κ = 3(σiso − σ22) ∕ Ω 

(1.35) 

The span is always positive and describes the width of the spectrum. The skew can be both 

positive and negative based on the relative positioning of σ22 and σiso, and is conceptually 

analogous to the reduced shielding anisotropy.  

1.2.3 Conversion between shielding and chemical shift  

Experimentally, the NMR resonance frequency is converted into a referenced value, chemical 

shift by introducing a reference compound. 8 

 δ = 106
νs − νref

νref
 (1.36) 

The values  and  represent the NMR resonance frequency of the sample and the reference 

compound. Using equation 1.23, the shielding tensor can be mapped to chemical shift tensor:  

 δ = −106
σs − σref

1 − σref
 (1.37) 

σs and σref represents the shielding of the nucleus of interest in a sample and a reference 

compound respectively. Since for most of the cases, σref is significantly smaller than 1, the 

following approximation is often used: 
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 δ = −106(σs − σref) (1.38) 

Thus, we can calculate the chemical shift tensor with corresponding parameters isotropic 

chemical shift ( ), chemical shift anisotropy ( ) and asymmetry parameter ( ). Their 

relationship to the shielding parameters is shown below: 

 

δiso =
σref − σiso

1 − σref
 

ζδ =
−ζσ

1 − σref
 

(1.39) 

Same as equation 1.37, for most cases where σref<<1, the denominator can be ignored12. Since 

the asymmetry parameter  is already normalized, it is the same for both shielding and 

chemical shift. 

1.3  NMR crystallography  
The power of SSNMR lies in its capability of obtaining structural or crystallographic information 

from interactions such as shielding, dipolar and quadrupolar interactions, which correspond to 

local environments of the material and regardless of the long-range order. Thus, by careful 

analysis of its broadened lineshape, SSNMR has the capability of describing the local structural 

properties of a wide range of materials. Being one of the world's most popular tools used for 

structural investigation, SSNMR has been used on various types of systems such as 

organic/inorganic solids and biomaterials13–24.  

The term ‘NMR crystallography”, can be generally defined by using SSNMR as the central 

technique to determine, select or refine the materials’ structure.15 In practice, however, different 
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‘versions’ of NMR crystallography research exist and can be generally categorized as the 

following: 

1. Using SSNMR as the primary approach for the characterization of the materials’ 

structure25–27. 

2. A detailed characterization of materials’ structure combining SSNMR with other 

crystallography techniques such as X-ray diffraction, and computational simulation such 

as density functional theory (DFT)28–35. 

3. Using SSNMR and DFT calculation to select the right structure from a list of candidates 

proposed by crystal structure prediction (CSP)36–40. 

This dissertation will focus on the second aspect of NMR crystallography. As we mentioned 

above, SSNMR is powerful in detecting the short-range structure of materials, often regardless of 

the long-range order. Thus, the information obtained by NMR is complementary to XRD and is 

not limited to crystalline systems. Combined with XRD, SSNMR was applied to problems such 

as polymorph detection, hydrogen bond characterization and determination of amorphous 

compounds for which the ability of XRD is limited41–46. The use of NMR is also important for 

the characterization of powdered samples. Although full structure determination is possible for 

powdered XRD (p-XRD) using automated search/match routines, its accuracy depends on 

proposing suitable initial guess of the structure or structural constrains47, SSNMR thus provides a 

critical verification and refinement approach for the structure proposed by p-XRD.  

Experimental SSNMR could, however, still face challenges for the determination of structures 

with high complexity. Problems such as broadened and overlapped lineshapes with a large 

number of resonances, low natural abundances, or less commonly studied nuclei could greatly 
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increase the difficulty of signal assignment and interpretation48. The recent development of 

computer simulation methods such as DFT has been shown to be a solution. In 2001, Pickard and 

Mauri proposed the Gauge-Including Projector Augmented Wave (GIPAW) which enables 

accurate simulation of the NMR interactions for a periodic system based on plane-wave basis 

sets. In terms of NMR crystallography, GIPAW greatly expanded DFT’s abilities for structure 

characterization in different ways such as fast assignment of sites for complex structures, 

deconvolution of overlapped spectrum lineshape, and providing information that could not be 

easily measured experimentally such as shielding anisotropy for quadrupolar species12,49,50. The 

introduction of DFT could also help guide experiments by providing theoretically predicted 

spectra parameters. Thus, the combination of SSNMR, XRD and DFT is powerful for solving 

materials’ structures with high accuracy.  

The solid systems studied in this dissertation possess translational symmetries, which enables 

periodic boundary conditions to be applied for DFT calculations50. This greatly reduces the 

number of atoms that need to be considered for the calculation. While the charge density of 

crystalline materials is fully periodic, the corresponding wave functions are only quasi-periodic, 

from Bloch’s theorem, the single-particle wave function in a crystalline material can be 

expressed as: 

 ψ𝐤
n(𝐫 + 𝐑) = ⅇi𝐤𝐫ψ𝐤

n(𝐫) (1.40) 

 

Here n is the index of particle and k is the wavenumber. Thus, physical properties of a crystalline 

material need to be calculated as an average over all the values of wavenumber k. In practice, it 

is not feasible to go through all the possible k, instead DFT take an average of a physical 
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property over a regular spaced k-point mesh within the first Brillouin zone51. The choice of the 

k-point mesh is commonly determined based on the scheme of Monkhorst and Pack52.  

To implement DFT, the wave functions need to be expressed as a linear combination of simple 

mathematical functions. For periodic systems, it is convenient to use planewaves which 

automatically satisfy the periodic boundary conditions.  

 ψ𝐤
n(𝐫) = ∑ 𝑐k

n(𝐆)

G

ⅇi(𝐤+𝐆)𝐫 (1.41) 

Here G are a set of reciprocal lattice vectors. To control the size of the basis set, the summation 

in equation 1.41 is limited to a set of reciprocal vectors which satisfy: 

 
1

2
|𝐤 + 𝐆|2 ≤ ECut (1.42) 

Here the Ecut is the cut-off energy which defines the maximum kinetic energy of the planewaves. 

In practices of planewaves DFT calculations, the cut-off energy is increased until a satisfactory 

level of convergence for the target physical property is reached. The value of cut-off energy 

required for convergence primarily depends on the atomic species involve in the calculation, 

since the highest planewaves energies are associated with the regions closest to the nucleus. 

While DFT has been proven to be accurate in NMR parameter simulation, its application is 

limited due to the lack of efficiency, because the computational time and resources required 

increase cubically with the increase of the structure size51. One emerging solution is to build a 

machine learning model to map the local structure information to the NMR parameters. With 

more experimental/computational NMR parameter information accumulated and open to access, 
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it is now feasible to training machine learning models as a fast computational tool for NMR 

spectra prediction. More details about this aspect will be discussed in the following chapters.  

1.4  Conclusion and outline of the thesis  
In this chapter, we discussed the basics of SSNMR including its origin, the NMR Hamiltonian, 

and NMR tensors. We specifically emphasized the importance of the different conventions to 

express the shielding tensor, which will be shown later to be critical when assessing the accuracy 

of DFT calculations of NMR tensors against experiment. We also discussed the general idea of 

NMR crystallography and different approaches to NMR crystallography in practice. The 

following chapters will follow this route of discovery on different aspects of NMR 

crystallography. Chapter 2 is a case study on how DFT calculations combined with experimental 

NMR reveal information about the structural transformations of a battery material SVPO along 

the discharging process. The importance of NMR parameters other than isotropic chemical shift 

in the determination of structure is also emphasized. Chapter 3 is a study on computational NMR 

dataset construction by performing a benchmark of experimental spin ½ 29Si NMR parameters 

against DFT calculated NMR parameters for 42 unique sites. Two different DFT packages, 

CASTEP and VASP are also compared, and a critical definitional difference between the two is 

revealed. Chapter 4 is a study that continues the benchmarking effort of chapter 3 but focuses on 

the quadrupolar nucleus 27Al, then explores the possibility of predicting NMR parameter CQ with 

machine learning algorithms.  
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Chapter 2  

Structural Investigation of Sliver Vanadium 

Phosphorus Oxide (Ag2VO2PO4) and its 

Reduction Products 
 

The material in this chapter is adapted from Sun H, Hammann B A, Brady A B, et al. Structural 

Investigation of Silver Vanadium Phosphorus Oxide (Ag2VO2PO4) and Its Reduction Products. 

Chemistry of Materials, 2021, 33(12): 4425-4434. 

 

2.1 Introduction 
 

In this chapter we study the local structural profile of a high-capacity primary lithium-ion 

cathode material (Ag2VO2PO4), as well as its electrochemically reduced counterparts by NMR 

crystallography combining XRD, solid-state NMR(SSNMR), Ab-initio calculations and 

electrochemical impedance spectroscopy.   

One of the best-known phosphonate containing cathode materials for secondary lithium ion 

batteries, LiFePO4 has been on the market for years.52,53 Structurally similar to the mineral 

olivine, this material is relatively inexpensive and has the added advantage of being more 

thermally and chemically stable than other lithium-based batteries.54–58 However, LiFePO4, like 

most phosphonate materials, displays inherently low conductivity which limits electrochemical 

performance. This has been addressed in commercial LiFePO4 batteries by minimizing particle 

size, coating particles with a conductive material or doping the material to improve 

conductivity.59–62 Silver vanadium oxide (Ag2V4O11 or SVO) has been used for over 25 years as 
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a cathode material in lithium batteries most commonly found in implantable cardiac defibrillators 

(ICDs).63,64 Because of the important role SVO has played in ICDs, it has been studied 

extensively. Of interest are the reports on the formation of silver nanoparticles and nanowires 

(dendrites) upon battery discharge, which leads to an increase in the conductivity of the 

material.65,66 Studies involving copper vanadium oxides, such as Cu1.1V4O11, have also shown 

the generation of copper metal dendrites upon reduction.67,68 These reports led Takeuchi and 

coworkers to propose another approach to improving the performance of low conductivity 

phosphonate materials, that is, to prepare materials which are able to generate a conductive 

matrix in situ.   

Based on the success of SVO, there has been interest in examining the properties of silver 

vanadium phosphorus oxide, Ag2VO2PO4 (SVPO), a vanadium phosphonate material first 

prepared in 1993.69 Like LiFePO4, SVPO also has an inherently low conductivity.  In 2009, 

Takeuchi and coworkers reported that reduction of lithium-based electrochemical cells utilizing 

Ag2VO2PO4 as the cathode material, led to silver metal deposition, resulting in a significant 

increase (i.e., 15,000 fold) in the conductivity of the material.70–72 Other studies on SVPO 

(pristine and reduced SVPO samples) including electrochemical studies, X-ray absorption fine 

structure spectroscopy and microscopy studies, have helped us to better understand the reduction 

process.73,74  

An increase in the paramagnetic character of the V center during discharge has been reported 

using magnetic susceptibility measurements.71 The increase in magnetic susceptibility cannot 

originate from a Ag center because the d10 electron configuration is maintained during Ag+ 

reduction to Ag0, neither of which display paramagnetic properties under these conditions.75 V5+ 

centers in the pristine material do not display magnetic character due to the d0 configuration. 
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Although there is some attenuation of magnetic susceptibilities for V3+ and V4+ in both vanadium 

oxides76 and vanadium phosphates77, a measurable increase in the magnetic susceptibility of the 

discharged SVPO materials has been reported.  This increase in magnetic susceptibility as 

discharge progresses corresponds to spin-moment calculations for both the d1 and d2 electron 

configurations, which result from two reduction events: V5+ → V4+ → V3+. 

Due to the amorphization of Ag2VO2PO4 during discharge, diffraction techniques become less 

suited for elucidating local structural changes.64 X-ray absorption spectroscopy (XAS) 

techniques like X-ray Absorption Near-Edge Spectra (XANES) and Extended X-ray Absorption 

Fine-Edge Structure (EXAFS) are more useful for resolving changes in the ionic coordination 

environments. Because XAS methods are able to interrogate amorphous structures, which can 

provide some additional information about the mechanism of reduction.73  

Of interest is analysis of SVPO by SSNMR spectroscopy which could give additional insight to 

the material’s local chemical environment. The 51V isotope has high natural abundance of 

(99.76%), making it an attractive nucleus for NMR spectroscopy. Even though it is quadrupolar 

(I = 7/2 for 51V), the low quadrupolar moment (0.05 barn) and high receptivity make it more 

amenable to study.78 The SSNMR spectroscopy (SSNMR) of vanadium-containing systems has 

proven valuable in exploring inorganic vanadium oxide catalysts, vanadium containing proteins, 

and both vanadyl and vanadate species, which are of interest in the treatment of diabetes.79–85 

Based on experimental SSNMR spectra and the XRD-proposed structure, the local environment 

can be further refined or confirmed with the help of Ab-initio methods such as density functional 

theory (DFT). Thus, key structural information that can be obtained from 51V SSNMR plus DFT 

calculations includes information such as number and types of coordinated atoms and structural 

information such as symmetry and association of vanadium-oxygen polyhedra.78 Here we present 
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the 51V SSNMR spectroscopy of SVPO, Ag2VO2PO4 as well as several electronically discharged 

SVPO samples from 1 electron equivalent (1ee) to 3 electron equivalents (3ee).  The 1ee and 2ee 

discharged samples were also measured by XRD to obtain structural information.  Computation 

of NMR tensors for three different structural models (two of which were previously published) 

were performed with the DFT package Cambridge Sequential Total Energy Package (CASTEP). 

Experimental NMR data and computed NMR parameters were compared. Structural changes of 

SVPO manifested by the vanadium local environment along the discharge process could be 

monitored with SSNMR and DFT. 

2.2 Experimental Methods 

2.2.1 Synthesis and Characterization 

 A hydrothermal method adapted from Kang et. al was used to prepare silver vanadium 

phosphate (Ag2VO2PO4).
69 The vessel for the aqueous reaction was a Teflon autoclave in which 

Ag2O and V2O5 were mixed in a 1:2.554 by mass ratio and heated at 230°C for 96 h. The yellow 

solid was collected via vacuum filtration. Differential Scanning Calorimetry (DSC) was 

conducted up to 580°C at 5°C/min to test for sample purity. A Rigaku SmartLab powder 

diffractometer with a DTex detector and 5° Soller-slits was used to collect an X-ray diffraction 

(XRD) pattern from 5° to 90° 2θ. The XRD pattern was used to determine crystal structure and 

was indexed to PDF#01-081-2149. 

Synchrotron powder X-ray diffraction (XRD) was performed at the 28-ID beamline at NSLS-II. 

The powder sample was packed into a Kapton tube, and the sample distance was calibrated using 

an LaB6 powder sample. The beam wavelength was calibrated to 0.2388 Å. Diffraction patterns 

were detected using a 16-inch CsI-scintillator fitted to an amorphous silicon flat panel. The two-
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dimensional data were integrated using GSAS-II.86 The diffraction data were analyzed by 

Rietveld method, using GSAS-II.86 

Instrumental broadening was calculated using an LaB6 powder sample.  A ten-term polynomial 

background was used. Lattice parameters, atomic positions, and Debye-Waller factors were 

refined. Crystallite size and microstrain broadening were found to be negligible for the pristine 

sample but were fit for the discharged samples.  

2.2.2 Discharge Experiments and Electronical Testing 

Coin cells were assembled using a Li metal anode and Ag2VO2PO4 cathode (Li||Ag2VO2PO4) 

with electrolyte of 1 M lithium hexafluorophosphate (LiPF6) in 30:70 ethylene 

carbonate/dimethyl carbonate.  Discharge was performed at a rate of C/300 to 1 electron 

equivalent (1ee), 2 electron equivalent (2ee) and 3 electron equivalent (3ee) limits with a Maccor 

4000 series battery-tester at 30°C using their post-assembly open circuit potential of about 3.40 – 

3.55 V.  The cathode material was recovered post-discharge by dismantling the cells inside an 

inert atmosphere glovebox, pulverizing the cathode pellets, and rinsing the cathode material with 

pure dimethylcarbonate.   

For electrochemical testing, type 2325 coin-type cells were assembled in an argon-filled glove 

box. Ag2VO2PO4 powder was pressed into pellets to construct cathodes. The anode was a disk of 

lithium metal and separated from the cathode using polypropylene membranes wetted with LiPF6 

in 3:7 ethylene carbonate and dimethyl carbonate electrolyte. 

Electrochemical Impedance Spectroscopy (EIS) of the assembled cells was collected with a 

Biologic VSP potentiostat/galvanostat, and fitting of the impedance was performed using ZView 
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software. Discharge was performed at C/300 to 1ee, 2ee, and 3ee limits with a Maccor 4000 

series battery-tester in a temperature-controlled chamber.  

For ex-situ testing, electrodes were recovered from the coin-cells post-discharge by decrimping 

the cells under argon. The recovered Ag2VO2PO4 pellet electrodes were rinsed with dimethyl 

carbonate and allowed to dry under argon before being packed and sealed under argon in Kapton 

tubes. The 28 ID-2 beamline at the National Synchrotron Light Source-II was calibrated to 

0.2388 Å for collecting powder diffraction data. Measurements were collected by a CsI 

scintillator on an amorphous silicon detector.  NIST standard LaB6 powder was used to find 

instrumental broadening. GSAS-II86 diffraction analysis software was used to refine the 

measured structure after integrating the 2D data as-collected to 1D data. The parameters refined 

were a background polynomial, scale parameters, atomic positions, Debye-Waller factors, and 

lattice parameters. 

2.2.3 Experimental SSNMR 

NMR samples were packed under an inert atmosphere (dry N2 gas) for all NMR experiments. 

51V NMR data were acquired at a magnetic field strength of 13.9 T corresponding to a 51V 

Larmor frequency of 155.1 MHz using a Tecmag Redstone spectrometer equipped with a Bruker 

2.5 mm HX MAS probe. All 51V MAS-NMR spectra were obtained with a small tip angle (π/24) 

pulse acquire sequence under magic angle spinning (MAS) conditions vR = 10 kHz and 25 kHz 

with a 1 s recycle delay. A static 51V NMR spectrum was obtained with a Hahn spin echo pulse 

sequence (t = ms).87 Length of the 90-pulse was set at 0.7us and the recycle delay was 20s.  51V 

NMR spectra were referenced to a 0.1 M Na3VO4 solution (a secondary reference at -545 ppm 

relative to VOCl3 at 0 ppm).78 51V NMR data were simulated using the model “int2quad” within 



28 

 

the Dmfit10 program. All the discharged samples were similar in mass, typically 23-24 mg, and 

measurements were repeated twice. 

For the 7Li MAS NMR spectral data, samples were packed and unpacked under N2.  Spectra 

were acquired through Bloch decay with a small tip-angle pulse (1.5 s) at a Larmor frequency 

of 116.47 MHz at 7T.   Samples were spun at 8 kHz with N2 gas, and recycle delays of 2s were 

used.   

To get a statistical analysis of the reliability and stability of the fitted NMR model, Monte Carlo 

simulations were performed for each of the experimental parameters within Dmfit listed in Table 

2.2 and Table 2.5. A small perturbation (random noise) was added to the fitted model followed 

by a re-fit of the spectrum with Dmfit, and the resultant fitted parameters were recorded. This 

process was performed iteratively 200 times for each model, and a distribution of the fitted 

experimental NMR parameters can be obtained. Figure 2.1 shows an example of the resultant 

distribution plot of the parameters extracted from the 10-kHz MAS NMR experiment on pristine 

SVPO. From the plot we can see all the parameters generally exhibit Gaussian distributions. 

Thus, an estimation of the 95% confidence interval can be calculated by getting the standard 

deviation of the distribution.  
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Figure 2.1 Distribution plot of experimental NMR parameters of 10kHz MAS-NMR on pristine SVPO, 

(representative of all Monte Carlo analyses). The black line shows the fitted Gaussian distribution based 

on the Monte Carlo simulation results shown as the blue histograms. 

2.2.4 DFT computation of SSNMR parameters 

For computational simulation of SSNMR, the package, CASTEP,88 was used to perform density 

functional theory89,90 (DFT) calculations of NMR parameters. Three SVPO structures from 

different sources were selected: a DFT-computed structure from the Materials Project,91 a refined 

single-crystal SVPO structure by Lii and coworkers (ICSD-73580),69 and a powder XRD SVPO 

structure Rietveld-refined by ourselves. The DFT computations were performed using the 

generalized gradient approximations (GGA) and the Perdew-Burke-Ernzerhof92–94 (PBE) 

functionals. The chemical shielding tensors30,95 (or chemical shielding anisotropy, CSA) and 

electric field gradient (EFG) tensors96 were calculated under the GIPAW30,50 method utilizing 
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ultrasoft-pseudo potentials.30 All the structures were geometry optimized first to the local 

minimum energy.  The critical parameters (cut-off energy and k-point) used in the calculations 

were confirmed by convergence tests before the actual calculation in order to verify the 

calculation method. 
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Figure 2.2 CASTEP convergence test for SVPO over a) cuf-off energy Ecutoff and b) number of k-points. 

CASTEP is a DFT package utilizing plane wave basis set and sampling in the reciprocal space. 

Thus, before setting up the calculation, convergence tests should be performed with respect to 

cut-off energy (Ecutoff) and the number of k-points in the lattice. Figure 2.2 illustrates two 

convergence tests that was performed on the SVPO structure model obtained from the Materials 

Project (MP-565532).97  Figure 2.2 (a) shows the convergence test of stress with respect to the 

cut off energy Ecutoff. Here the cutoff energy is specified from 400 eV to 900 eV in increments of 

50 eV. The system converged after 600 eV. Figure 2.2 (b) shows the convergence test of stress 

with increasing number of irreducible k-points. Number of k-points increases from 1 

(Monkhorst-pack 1×1×1) to 180 (9x9x8). The system converged after 20 k-points (4×4×4).  As a 

result, we chose the cut-off energy as 640 ev and 30 k-points. 
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2.3 Results and discussion 

The structure of the synthesized material was confirmed by powder XRD.  The diffraction 

pattern for pristine Ag2VO2PO4 (SVPO) was found to match well with previous reports, PDF 

#01-081-2149, the XRD pattern and a multiple unit cell graphical rendering of the structure is 

shown in Figure 2.3 and Figure 2.4. Results of the powder diffraction are shown in Table 2.1.  

The reported bond distances in the following paragraph are based on the results of the Rietveld 

refinement of powder diffraction. 

 

Table 2.1 Rietveld refinement of pristine Ag2VO2PO4: powder diffraction crystallographic parameters. 

Chemical 

formula 
Ag2VO2PO4 

Atomic Parameters 

Atom:                x                     y                     z                     

Occupancy 

Ag1            0.8798(6)       0.7682(7)     0.3793(5)         1.000 

V1              0.626(2)          0.00000        0.085(2)            1.000 

P1              0.852(2)          0.00000        0.849(3)            1.000 

O1              0.500(3)          0.00000        0.208(7)            1.000 

02              0.895(3)          0.811(4)       0.977(2)             1.000 

O3             0.724(4)          0.00000         0.801(7)             1.000 

O4             0.603(3)          0.00000         0.849(3)             1.000 

O5             0.701(3)          0.00000         0.251(8)             1.000 

Formula 

weight 
393.7 g/mol 

Crystal system Monoclinic 

Space group C2/m 

a 12.4384(1)Å 

b 6.29283(1)Å 

c 1.935(8)Å 

beta 
90.336(3) 

degrees 

V(Å3) 493.343704 Å3 

Z 4 

Rwp(%) 3.01 
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Figure 2.3 XRD pattern of Ag2VO2PO4 overlaid with simulated peaks based on PDF Card #01-081-2149. 

 

Figure 2.4 (A) Crystal structure of Ag2VO2PO4, viewed down the b-axis. The vanadium octahedra 

(yellow) and the phosphorus tetrahedra (blue) form layers with silver (gray) interspersed in between. (B) 

Strongly distorted 6-coordinate vanadium. (C) Slightly distorted phosphorus tetrahedra. 

Ag2VO2PO4 forms a crystal in the C2/m space group as a layered structure. Pairs of 6-coordinate 

vanadia species are associated edge-wise, and together with phosphate groups these form a full 

layer perpendicular to the (001) lattice direction. The 6-coordinate vanadium sites are 
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significantly distorted (See Figure 2.4) with vanadium-oxygen (V-O) bond distances between 

1.52 Å - 2.37 Å. The phosphorous tetrahedra are only slightly distorted 1.53 Å - 1.64 Å.  Silver 

occupies the inter-layer space, and the valence is estimated at +1.  These ions coordinate with 

multiple of oxygen atoms between 2.23 Å and 2.78 Å distances. 

The purity of the synthesized material was also assessed by differential scanning calorimetry.  

DSC measured a single endothermic peak at 535°C, in keeping with previous reports.74,98 The 

crystal structure of the starting material permits the 6-coordinate vanadium site(s) to be 

computed via DFT for interpretation by solid-state 51V NMR.  Since NMR is particularly 

sensitive to local electronic environments, any changes to this environment on discharge can be 

potentially interpreted even when the structure lacks the long-range order that is required for 

diffraction.  

2.3.1 51V SSNMR Spectroscopy of Pristine SVPO (Ag2VO2PO4) 

51V NMR spectra were acquired at 13.9 T using static NMR and magic angle spinning (MAS) at 

multiple spinning frequencies (vR).  Figure 2.5 shows two spectra of SVPO acquired at MAS 

rotational frequencies of 10 and 25 kHz, where symbols denote the isotropic resonances, 

centered at (δiso = -500.3 ppm). Accurate determination of the chemical shift anisotropy (CSA) 

tensor and the electronic field gradient (EFG) tensor for 51V in SVPO can be accomplished 

through experimental modeling (using a simulation package Dmfit10) and calculation of the 

NMR tensors using a DFT package CASTEP.99  
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Figure 2.5 Experimental 51V MAS NMR spectra of Ag2VO2PO4 at 13.9T: (bottom) vR = 10 kHz and (top) 

vR = 25 kHz. Symbols (‡) indicate isotropic resonances. 

Using Dmfit to deconvolute the 51V NMR spectra at two different MAS rotational frequencies, 

one can better assess the accuracy of the NMR parameters extracted.  With simulation packages 

such as Dmfit, choosing the right model is critical to the success and accuracy of the simulation.  

51V has a small quadrupolar moment such that the width of the 51V central transition is relatively 

narrow. Thus, the line shape of 51V spectra is determined by a combination of both the CSA 

tensor and EFG tensor. We chose the ‘int2quad’ model in Dmfit to perform the simulation 

because it takes into account first- and second-order quadrupolar effects, and the effect of 

chemical shielding (shift) anisotropy.  We use DFT calculated NMR parameters for the single 

vanadium site in SVPO as a “first guess” for Dmfit. Figure 2.6 shows the comparison between 

the experimental MAS NMR spectrum and the simulated spectrum from Dmfit. Excellent 
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agreement is found between the simulated and experimental MAS NMR spectra, and the values 

from the deconvolution are shown in Table 2.2. 
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Figure 2.6 Experimental (black) and simulated (by Dmfit, red) using CASTEP-NMR tensor parameters 

as an “initial guess.”  51V MAS NMR spectra of Ag2VO2PO4 obtained at 13.9T: (a) vR = 10 kHz and (b) vR 

= 25 kHz. Here the spinning speeds are chosen for the high rotor stability of the current experimental 

setups. Symbols (‡) indicate isotropic resonances. 
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Calculation of NMR tensor values using DFT serves as an important part in the process of 

“NMR crystallography”. By comparing experimental NMR parameters with calculated NMR 

parameters (CSA and EFG tensors) based on structural models proposed by crystallographic 

methods like XRD, validation or potentially further refinement of the atomic coordinates is 

possible. Here, we perform DFT calculations of 51V CSA and EFG tensors with three SVPO 

structural models with slightly different atomic coordinates from different sources (details are 

addressed in the Experimental Section). The calculation results are summarized in Table 2.2. 

Calculation results for individual tensor components can be found in Table 2.3.  

Table 2.2 Experimental and DFT 51V NMR parameters for Ag2VO2PO4 (SVPO), by Haeberlen 

convention expressions. Note: experimental measurements are expressed in terms of chemical shift (δ) 

and computed values are in terms of shielding (s). 

 

Experimental NMR Chemical Shift Anisotropy Parameters (fitted by Dmfit) 

Pristine SVPO sample iso (ppm) CS CS CQ (MHz) Q 

SVPO (MAS at 10KHz) -497.39 -416.07 0.12 5.39 0.27 

SVPO (MAS at 25KHz) -496.9 -416.27 0.16 5.39 0.26 

SVPO (static NMR) -497.28 -416.74 0.16 5.40 0.30 

 

DFT-Computed NMR Shielding Parameters* 

 siso (ppm) CS CS CQ (MHz) Q 

CASTEP SVPO#1 

(computed) 
-1530.36 -416.32 0.43 5.22 0.38 
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CASTEP SVPO#2 (single 

crystal XRD) 
-1523.72 -413.73 0.42 5.23 0.35 

CASTEP  SVPO#3 (powder 

XRD) 
-1518.66 -414.00 0.41 5.21 0.37 

* CASTEP was used to calculate SVPO structures from 3 different sources: SVPO#1, computational 

structure from the Materials Project (MP-565532).97 SVPO#2, a refined single-crystal SVPO structure by 

Lii and coworkers, and SVPO#3, a powder diffraction SVPO structure Rietveld-refined by ourselves. 

Table 2.3 Principal components of the experimental and DFT calculated NMR shift/shielding tensors for 

pristine SVPO and discharged SVPO, and Euler angles (α, β and γ). The orientation of the principal axis 

system of the chemical shift tensor relative to the quadrupolar tensor is given by the three Euler angles. 

Experimental NMR Chemical Shift Tensor Principal Components* from Dmfit 
Pristine SVPO 

 11 (ppm) 22 (ppm) 33 (ppm) α β γ 

SVPO (MAS at 10KHz) -264.4 -314.3 -913.5 86º 161º 92º 

SVPO (MAS at 25KHz) -255.4 -322.1 -913.2 85º 161º 87º 

SVPO (static NMR) -255.6 -322.2 -914.0 81º 165º 87º 

Experimental NMR Chemical Shift Tensor Principal Components* from Dmfit 

Discharged SVPO 

 11 (ppm) 22 (ppm) 33 (ppm) α β γ 

1ee discharged (MAS at 25 
kHz) 

-266.2 -343.1 -881.4 87º 164º 76º 

2ee discharged (MAS at 25 
kHz) 

-257.6 -356.2 -875.7 89º 164º 77º 

DFT-Computed NMR Shielding Tensor Principal Components* from CASTEP 
Pristine SVPO 

 s11 (ppm) s22 (ppm) s33 (ppm) α Β γ 

CASTEP SVPO#1 
(computed) 

-1828.0 -1649.0 -1114.0 90º 168º 90º 

CASTEP SVPO#2 (single 
crystal XRD) 

-1810.5 -1640.8 -1104.7 90º 168º 90º 

CASTEP  SVPO#3 (powder 
XRD) 

-1817.5 -1643.7 -1110.0 90º 166º 90º 
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The table displays NMR tensors expressed in the Haeberlen convention, as well as values for 

chemical shift (δ, from experiment) and chemical shielding (s, from computation) expressed in 

terms of the diagonalized tensor principal component values.  Comparison between CASTEP 

shielding and experimental shift values requires referencing to a standard set of 51V NMR 

compounds. Thus, the siso and iso values are not comparable between experiment and DFT. 

However, there is good agreement between the computed and experimental values of the other 

NMR parameters which are expressed in terms of the Haeberlen convention, such as the 

anisotropy of the chemical shift  CS (determined by the full diagonalized CSA tensor) and 

quadrupolar coupling constant CQ (determined by the EFG tensor). The asymmetry parameter (η) 

of both CSA and EFG tensors (CS and Q), however, are not in as good agreement between 

experiment and theoretical calculations. This difficulty of accurately predicting asymmetry 

parameters is a familiar issue;100 these expressions are more prone to error because the 

mathematical definition suffers from error propagation. The variation between CASTEP results 

for different structural models is small, which indicates good agreement of the structure with 

those published previously. 
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Figure 2.7 51V static SSNMR spectrum of Ag2VO2PO4 obtained at 13.9T: experimental spectrum in black 

and Dmfit-simulated lineshape in red. The central transition and all satellite transitions are all depicted in 

this spectrum. Overlaid are the multiple CASTEP-computed models from data in Table 2.2. 

Even with such deviations, the static NMR spectrum can illustrate the subtle differences between 

models.  To that end, a static 51V NMR spectrum of pristine SVPO was recorded, shown in 

Figure 2.7. The spectrum (black) is overlaid with the simulated static lineshape (red) from 

Dmfit. The lineshapes depicted represent both the central <1/2, -1/2> transition and multiple 

satellite transitions (for I = 7/2). The Dmfit extracted NMR parameters are also shown in Table 

2.2. The values obtained by fitting data for the static experiment agree well with those of the 

MAS results.  

With the NMR parameters determined, local structure at the V sites can be further confirmed. 

The 6-coordinate VO6 species described here are edge-sharing dimers. Lapina et al.78 report CSA 
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anisotropy (δcs) in the range of -200 to -400 ppm and CSA asymmetry parameters in the range of 

0 to 0.2 for associated VO6 which are similar to our observations for SVPO. The isotropic 

chemical shift found here for SVPO VO6 edge-sharing dimers are in a range near to those 

reported for VO6 dimers (-500 to -560 ppm).101,102 

2.3.2 51V SSNMR Spectroscopy of Discharged SVPO (Ag2VO2PO4) 

Coin cells assembled using a Li metal anode and Ag2VO2PO4 cathode (Li||Ag2VO2PO4) were 

discharged from their post-assembly open circuit potential of about 3.40 – 3.55 V at a rate of 

C/300. Consistent with the high thermodynamic potential, yet low conductivity, of pristine 

SVPO, the initial potential rapidly drops to 2.3 V before recovering and levelling off at 2.6 V.  

The profiles observed are described by the following electrochemical processes: 

 Ag2VO2PO4 + yLi → LiyAg2-yVO2PO4 + yAg0 (1) 

 Li2VO2PO4 + zLi → Li2+zVO2PO4 (2) 

Initial reduction of SVPO involves the reduction of the Ag+ ions, equation (1), and corresponds 

to the observed potential recovery from 2.3 V to 2.6 V soon after discharge begins.  As reduction 

proceeds, silver is displaced from the layered material as it aggregates to form a conductive Ag0 

matrix, and lithium ions intercalate in to balance charge.  This reduction-displacement of silver 

from parent Ag2VO2PO4, results in a drop in cell resistance and increase in conductivity.  The 

second reaction, equation 2, represents the reduction of vanadium.   

Bulk electrochemical reduction of pristine SVPO was conducted to generate 1 electron 

equivalent (1mol of electron discharged per molar mass of SVPO, 1ee), 2ee and 3ee discharged 

samples.  With each reduction step comes a loss of crystallinity making these materials 
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challenging to characterize.  Compared to pristine SVPO, 1ee reduced material is the most 

crystalline of the discharged samples, and a fitting analysis of the XRD data reveals that the 

material primarily consists of Ag2VO2PO4 (~50%) and silver metal (~30%) along with small 

amounts of a (paramagnetic) lithiated vanadium phosphate phase (~10%) similar to LiVOPO4 

and some Li2O (<10%) (Table 2.4).   

Table 2.4 Refined weight fractions and estimated phase fractions from XRD fitting analysis at different 

levels of discharge. Relative mole estimates are based on the assumption that silver, vanadium, and 

phosphorous remain in the cathode.  Phase fractions of Ag2VO2PO4, Ag0 metal, Li2O, and LiVOPO4 were 

determined from fits, while amorphous LixVOyPO4 was determined by difference such that the resulting 

Ag:V:P ratio was 2:1:1, consistent with Ag2VO2PO4. 

Phase 

Ag2VO2PO4 Li1Ag2VO2PO4 Li2Ag2VO2PO4 

Weight 
% 

Rel. 
Moles 

Weight 
% 

Rel. 
Moles 

Weight 
% 

Rel. 
Moles 

Ag2VO2PO47 100% 1.0 52(7)% 0.50(9) 8(4)% 0.05(3) 

Ag0 Metal8 None  29(7)% 1.0(2) 82(6)% 1.90(6) 

Li2O9 None  6(4)% 0.8(5) 2(1)% 0.18(1) 

LiVOPO410 None  12(3)% 0.27(8) 8(2)% 0.12(3) 

Amorphous 
LixVOyPO4 

None  None  Unknown 0.83(6) 

 

As previously mentioned, reduction leads to increased conductivity as Ag0 deposits form, and to 

an expansion of the inter-layer distances as lithium ions intercalate between the layers of VO6 

and PO4 polyhedra.  The amorphization of the material upon reduction makes these materials 

challenging to characterize by XRD.  XANES data has shown that the 6-coordinate VO6 
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environment is maintained throughout the discharge process despite severe distortion.72 

However, using detailed EXAFS analysis to determine local coordination environments is 

difficult due to beam attenuation by the electron-dense Ag atoms surrounding the V centers.  

SSNMR is useful as it can be used to monitor changes in the local site symmetry around 

vanadium upon reduction, including non-crystalline vanadium species that cannot be detected by 

XRD.   

Geometry optimization and CASTEP-NMR computations were performed with the atomic 

coordinates obtained from the Rietveld-refined structure of the Ag2VO2PO4
 component of the 

1ee discharged sample (shown in Figure 2.8).  The CASTEP-computed 51V EFG and chemical 

shielding tensors served as the starting point for Dmfit simulation of the 51V MAS NMR 

spectrum (shown in red in Figure 2.9), which resolves a single vanadium site we assign to (1ee) 

Ag2VO2PO4 (Table 2.5). When comparing 51V NMR tensor values between those measured here 

to those of the SVPO parent compound (Table 2.2), it is notable that the isotropic resonance 

remains essentially the same, which suggests that NMR parameters other than the isotropic 

should be used as the probe for local structural changes here. The XRD data indicate that while 

the major component of the 1ee discharged SVPO sample is Ag2VO2PO4, there are local changes 

about the VO6 and PO4 centers.  Significant changes to the crystal structure can be seen through 

comparison of pristine SVPO to that of the 1ee discharged sample. Figure 2.10 and Figure 2.11 

graphically depict changes to the V-O bond lengths to illustrate the shift of atoms that occurs in a 

pair of edge-sharing VO6 centers upon reduction. These changes in the local structure are 

reflected in a significant change in the 51V NMR chemical shift anisotropy (dCS) and a 

measurable difference in the quadrupolar coupling constant (CQ). In a study of a series of 

LixV2O5 (0.4<x<1.4) materials, Nakamura et al.103 also found that as V5+ is reduced, the 51V 
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NMR isotropic chemical shift stays approximately the same while dCS and CQ change. It is worth 

noting that for both the LixV2O5 study and this study, the 51V NMR tensor parameters (dCS and 

CQ) better reflect changes to the local environment than the isotropic chemical shift.  

 

Figure 2.8. (a) Rietveld refined structure of 1ee discharged Ag2VO2PO4 with VO6 shown in yellow, PO4 

shown in blue and Ag atoms shown in gray. (b) Strongly distorted vanadium centers. (c) Slightly distorted 

phosphorus tetrahedra. 
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Figure 2.9 51V MAS NMR of 1ee discharged Ag2VO2PO4, obtained at 13.9 T and vR = 25 kHz MAS.  

Experimental (black) and simulated (by Dmfit the “int2quad” model, red) using CASTEP-NMR tensor 

parameters as an “initial guess.”  Symbols (‡) indicate isotropic resonances.  Inset image shows expansion 

of the region near the isotropic resonance. 

Table 2.5 Experimental and DFT 51V NMR parameters for electrochemically discharged SVPO 

structures, by Haeberlen convention expressions. Note: experimental measurements are expressed in 

terms of chemical shift (δ) and computed values in terms of shielding (σ).  (See Table 2.3 for individual 

tensor components).   

Experimental NMR Chemical Shift Anisotropy Parameters (fitted by Dmfit) 

Discharged SVPO 

      Discharged SVPO sample iso (ppm) CS CS CQ (MHz) Q 
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1ee discharged (MAS at 25 kHz) -496.90 -384.47 0.20 5.25 0.26 

2ee discharged (MAS at 25 kHz) -496.50 -379.21 0.26 5.18 0.24 

3ee discharged (MAS at 25 kHz) -495.87 -- -- -- -- 

DFT-Computed NMR Shielding Parameters 

Discharged SVPO 

 siso (ppm) CS CS CQ (MHz) Q 

1ee discharged SVPO (CASTEP) -1500.76 -400.39 0.37 5.47 0.37 

 

 

Figure 2.10 VESTA visualization of the V2O10 units (made up of edge sharing VO6 polyhedra) in a) 

pristine SVPO, and b) 1ee discharged SVPO.72 
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Figure 2.11 Overlay of the V2O10 units (made up of edge sharing VO6 polyhedra) in pristine SVPO 

(oxygens atoms in red) and 1ee discharged SVPO (oxygen atoms in blue). The most significant shifts 

involve the bridging O atoms (distance (Å) of the shift is indicated in green).71 

The further reduced samples were also analyzed by 51V NMR spectroscopy, and solid-state MAS 

spectra for the 1ee, 2ee and 3ee reduced samples are shown in Figure 2.12.  As reduction 

proceeds a substantial loss of signal intensity was observed.  These findings are consistent with a 

paramagnetic sample, as expected for V4+ (Li2-zVO2PO4).
71 The reduction of diamagnetic V5+ to 

a lower 4+ oxidation state leads to a paramagnetic vanadium species and a concomitant increase 

in magnetic susceptibility.71 The strong electron-nuclear interaction between the unpaired 

electron and the nucleus gives a very fast T2 relaxation which makes paramagnetic V4+ and V3+ 

undetectable by NMR.104  As expected, this increase in paramagnetic character leads to an 

decrease in signal/noise (S/N) ratio due to the lower abundance of detectable V5+.  According to 

the electrochemical discharge data, Ag+ is initially reduced to Ag0.  However, Ag+ is not 

completely reduced prior to reduction of V5+; these occur concurrently.73 The magnetic 
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susceptibility of the material increases with each reduction step, although not in a linear 

fashion.71 Based on the magnetic susceptibility data, the 1ee discharged SVPO sample only 

contains a small amount of paramagnetic material, whereas the 3ee discharged SVPO sample 

contains the largest amount.71 Notably, the magnetic susceptibility of the 2ee discharged material 

more closely resembles that of the 3ee discharged material.  The isotropic chemical shift values 

for both the pristine SVPO and the discharged SVPO compounds does not change indicating that 

the 51V NMR spectrum of V5+ receives limited influence from paramagnetic V4+ and V3+. The 

increased paramagnetic behavior along with the increase in uncertainty of the XRD structural 

model introduces complications in the CASTEP calculations.  With the onset of reduction, 

amorphization begins to occur, therefore, it is not surprising that there are some differences 

between the experimental and calculated parameters for the 1ee discharged sample.  
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Figure 2.12 Comparison of the 51V MAS NMR spectra of 1ee, 2ee and 3ee discharged Ag2VO2PO4, 

obtained at 13.9 T and vR = 25 kHz MAS.The same number of scans were collected for each spectrum.  

Symbols (‡) indicate isotropic resonances.   

The 51V MAS NMR of the 2ee discharged Ag2VO2PO4 is shown in greater detail Figure 2.13.  

We were able to use Dmfit to deconvolute the spectrum of the 2ee discharged sample.  Although 

the XRD analysis of the 2ee discharged sample of Ag2VO2PO4 was performed, the 

amorphization of SVPO upon reduction along with the presence of multiple components severely 

complicates any type of detailed structure analysis through diffraction methods.  In fact, the 

XRD analysis indicates the crystalline portion of the 2ee discharged sample consists primarily of 

silver metal (over 80%) along with small amounts of starting Ag2VO2PO4 (~10%) and 

approximately 10% of the lithiated vanadium phosphate phase (LiVOPO4) (Table 2.4).  In the 

absence of a crystallographic model structure, we were not able to use CASTEP to calculate the 

NMR spectral data for the 2ee and 3ee discharged material with desired accuracy.   

What is lacking from the XRD analysis is any information about the amorphous material that is 

present.  Analyzing the 2ee discharged sample using 51V SSNMR we note that the isotropic 

resonance remains the same as the pristine and the 1ee discharged SVPO.  However, there are 

further changes to the chemical shift anisotropy and the quadrupolar coupling parameters.  The 

general trend from pristine, to 1ee to 2ee discharged SVPO is that the anisotropy of the CSA 

becomes more positive (from -416 ppm in pristine SVPO to -379 ppm in the 2ee discharged 

sample) while the CQ decreases slightly in magnitude (from 5.39 MHz in pristine SVPO to 5.18 

MHz in the 2ee discharged sample).  These data indicate that as reduction occurs the bulk 

material retains the basic SVPO structure, while causing greater distortions in the coordination 

environment surrounding the VO6 centers.  Thus, the fact that NMR spectroscopy is not impeded 
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by the lack of crystallinity of the sample, the 51V NMR spectra of the 2ee discharged SVPO 

samples provide a unique window into the structure of this material.   

 

Figure 2.13 51V MAS NMR of 2ee discharged Ag2VO2PO4, obtained at 13.9 T and vR = 25 kHz MAS. 

Experimental (black) and simulated by Dmfit the “int2quad” model, using the 1ee discharged spectrum 

for Site 1 (red).  Symbols (‡) indicate isotropic resonances. 

It is important to note that a NMR spectral study of the commercially important silver vanadium 

oxide (Ag2V4O11, SVO) was reported in 2007 by Greenbaum and coworkers.105 The NMR 

analysis focused on the 7Li SSNMR data of reduced SVO (~1ee up to ~6ee discharged SVO) 

which showed evidence of Li+ ions in three different environments corresponding with three 

separate voltage plateaus.   



50 

 

 

Figure 2.14 (a) Experimental 7Li solid-state MAS NMR spectra of the 1ee (black), 2ee (red), and 3ee 

(blue) discharged reduced samples, obtained at 7 T and vR = 8 kHz.  Symbol (‡) indicates the isotropic 

resonance. (b) Expanded view of the experimental 7Li solid-state MAS NMR spectra of the 1ee (black), 

2ee (red), and 3ee (blue) discharged reduced samples, obtained at 7 T and vR = 8 kHz.  Symbol (‡) 

indicates the isotropic resonance. 
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Here, we provide representative 7Li NMR spectral data of the discharged SVPO samples without 

a detailed analysis.  Although there are similarities between the 7Li NMR data of SVPO and 

SVO (evidence of Li+ in different environments and broadening of peaks with increased 

discharge), we focused our attention on the 51V nucleus which is a more sensitive probe in 

elucidating structural changes within this material.   Leifer et al. did report the 51V NMR data 

(quadrupolar echo) of pristine SVO as well as some of that of the reduced samples.105 Like the 

changes we observed for the 1ee reduction of SVPO, they observed minor changes in the central 

transition as well as the quadrupolar satellite transitions in the 51V NMR spectral data of 

Li0.72Ag2V4O11 (~1ee discharged SVO) with pristine SVO.  Thus, the crystallinity and local 

environment about vanadium are not substantially altered during the early stages of reduction for 

SVO as well as SVPO.  The spectral data for the ~2ee discharged SVO sample displays more 

noticeable differences when compared with the data of pristine SVO, and further reduction (~6ee 

discharged SVO) displays a significant loss of signal which is expected as the paramagnetic 

properties of the sample increase as V5+ is reduced.  The chemical shielding (shift) values are 

useful to researchers when trying to understand the components present in an amorphous 

material, and here we are reporting several sites that may be useful to test structural models of 

the discharged, amorphous SVPO.  Instead of visually comparing the lineshapes, utilizing Dmfit 

and CASTEP to extract NMR lineshape parameters has enabled us to conduct an analysis that 

reflects the vanadium local environment, and we find similar observations between the two 

systems.  

2.4 Conclusions 
Spectroscopic analysis of SVPO and related discharged materials has been conducted.  Dmfit 

was utilized to determine key NMR parameters for pristine, 1ee and 2ee discharged SVPO.  
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CASTEP DFT calculations were also applied to pristine and 1ee discharged SVPO samples.  

Good agreement was found between the DFT and experimental parameters for pristine SVPO 

material, while deviations of the NMR lineshape parameters were found for the 1ee discharged 

sample due to onset of amorphization of the material.  The data reveal that while the isotropic 

chemical shift does not change substantially upon reduction of the material, there are significant 

changes in the reduced chemical shift anisotropy and the quadrupolar coupling constant. These 

changes, manifested as NMR lineshape differences, indicate that while the local coordination 

environment of VO6 dimers is maintained throughout the reduction process, there are deviations 

in the local symmetry about the VO6 center.  This is information that could not be obtained from 

XRD data since there is a significant loss of crystallinity in the vanadium phases after more than 

1ee have been added.  Therefore, the sensitivity of SSNMR to local coordination environments 

provides a rare window into the structure, when it lacks long-range order, of the amorphous, 

reduced samples. Possession of NMR tensors such as these could one day enable modeling of 

amorphous vanadium oxide structures containing V5+.  
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Chapter 3  

Enabling Materials Informatics for 29Si 

Solid-state NMR of Crystalline Materials 
 

The material in this chapter is adapted from Sun H, Dwaraknath S, Ling H, et al. Enabling 

materials informatics for 29Si solid-state NMR of crystalline materials. npj Computational 

Materials, 2020, 6(1): 1-7. 

 

3.1 Introduction 

This chapter will be focusing on systematically validating two density functional theory (DFT) 

methods (CASTEP/VASP) for the calculation of solid-state NMR (SSNMR) chemical 

shift/shielding tensor parameters for spin ½ species. SSNMR has revolutionized organic and 

biological chemistry fields, owing to its ability to provide precise structural detail through 

investigation of 1H and 13C spectra. Assignments of these spectra rely on 50+ years of 

comprehensive and detailed data, many of which have been catalogued in guides from Sadtler106 

and Aldrich107 and subsequently in databases such as the AIST Spectral Database for Organic 

Compounds SDBS108. 

For inorganic species, there are far fewer resources, and through the Local Spectroscopy Data 

Infrastructure (LSDI), we have begun to develop a database of both known and predicted NMR 

spectra for less-commonly studied nuclei, beginning with 29Si.  The data infrastructure serves as 

a platform to compute 29Si NMR tensors and generate model spectra by using crystalline 

compounds in The Materials Project database.  29Si is attractive, because it is a nuclear spin, I, 

1/2 species, found at moderate natural abundance (4.68%)109, and studied as a constituent in 

minerals, zeolites, and amorphous glasses.   
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X-ray diffraction (XRD) has been the primary tool for determining the structure of crystalline 

materials, for nearly a century. Determination of lattice parameters, symmetry, and coordinates 

of moderate- to high-Z species in the lattice is relatively straightforward, making XRD a 

powerful and versatile analytical tool. As the demand for accuracy of atomic coordinates 

increases, structures proposed based only on XRD have been shown to lack accuracy for lighter 

elements, such as H110–113. In this case, other experimental techniques like neutron diffraction 

and recently nuclear magnetic resonance (NMR) have been employed to lend accuracy.  This 

NMR refinement of structures is termed “NMR crystallography”112,114–117. Solid-state NMR is 

also a powerful tool to characterize the local environments of unique sites within a crystalline 

material, where alterations in the local environment can shift NMR resonances: small distortions 

to bond lengths and angles can perturb spectra in ways that are manifested in information 

gleaned, especially in the solid state.  

The exponential increase in computational power over the past two decades enables theoretical 

methods to scale across structure and chemistry more easily than experimental methods. In the 

field of solid-state NMR, however, most of the research utilizing computational methods are 

focused on a handful of structures at a time. 118–120The potential of rapidly characterizing NMR 

properties based on a large computational database coupled with consistent standards is still 

underestimated. Thus, within certain approximations necessary for tractable simulations, a 

dataset of simulated NMR tensors and interactive tools to visualize and explore NMR spectra has 

the potential to drastically increase the accuracy and efficiency of the study of solid-state 

materials. The LSDI is constructed with plane wave basis density functional theory (DFT) 

calculations using two popular codes: the Vienna Ab initio Simulation Package (VASP) and 

Cambridge Serial Total Energy Package (CASTEP). In this study, we seek to demonstrate that 
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both packages are effective at calculation of NMR shielding tensors (σ) for 29Si. The isotropic 

chemical shift is the most familiar experimental NMR parameter to researchers (δiso); however, 

other lesser explored individual tensor elements from the solid-state lineshape add critical 

information about the local environment.  Prediction of the full diagonalized tensor is useful for 

planning experiments, both under static solid-state or magic-angle-spinning (MAS) NMR 

conditions, that will enable accurate extraction of these values. It has been shown in a separate 

13C study111, determination of the chemical shift tensor values enabled refinement of the H 

positions in a polycrystalline sample.  Possessing catalogues of tensor values will ultimately 

accelerate “NMR crystallography”--to refine the local environment around nuclei being probed 

during NMR experiments.   

Furthermore, this study illustrates an important aspect of cataloguing experimental data and 

comparing these to computations.  As experimental measurements improve over time, there are 

often improved tools to provide more accurate interpretation of data.  In this case, by examining 

a large set of tensors, it has been possible to identify assignment errors in tensor elements arising 

from the use of Haeberlen notation, described below.  In addition, systematic differences 

between CASTEP and VASP are found, which are critical when reporting the full shielding (or 

shift) tensor, that are not evident when considering only the isotropic values, σiso and δiso. 

3.2 Computational Methods 

3.2.1 Dataset 

We have identified 29Si NMR of crystalline compounds to use as a benchmarking set, nearly all 

of which have been analyzed by solid-state magic angle spinning (MAS) NMR or static single 
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crystal NMR (2).  This set is comprised of 31 structures121–125, with 42 unique silicon sites 

primarily in minerals such as forsterite, wollastonite, zeolites, and quartz.  

3.2.2 Density functional theory (DFT) calculation 

CASTEP has been shown to be very effective for calculations of isotropic chemical shifts for 

nuclei such as 1H, 13C, 89Y, and 119Sn 114,126–129 as well as diagonalized tensor values for 19F and 

77Se 130–132 in select systems. DFT calculations using CASTEP were performed within the 

Perdew-Burke-Enzerhof (PBE) Generalized Gradient Approximation (GGA) formulation of the 

exchange-correlation for both geometry optimization and NMR calculations. “On the fly” 

generated ultra-soft pseudopotentials were used to approximate the interaction between the core 

electrons and the nuclei.  

Convergence tests on the remnant stress at the end of geometry optimization calculations with 

respect to cut-off energies and k-points were applied to α-quartz with CASTEP.  Similarly, for 

NMR GIPAW calculations, calculation parameters were converged with respect to the 

anisotropy versus cut-off energy and number of k-points. As a result of the test, we chose the 

cut-off energy as 800 eV and 14 k-points. For all structures, a constant k-point density of 0.025 

Å-1 was used. As shown in Figure 3.1, the cut-off energy of the plane-wave basis set was 800 

eV, and the separation of k-points in the reciprocal space was 0.025 1/Å. 
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Figure 3.1 α-quartz convergence tests. (a) convergence test of stress with increasing cut off energy. 

Cutoff energy is specified from 400 eV to 1000 eV in increments of 50ev. The system converged after 

700 eV. (b) convergence test of reduced chemical shift anisotropy ζσ with increasing cut off energy. The 

system converged after 600ev. (c) convergence test of stress with increasing number of irreducible k-

points. k-points from 1 (Monkhorst-pack 1×1×1) to 155 (12×12×10). The system converged after 14 k-

points (5×5×4). (d) convergence test of reduced chemical shift anisotropy ζσ with increasing number of 

irreducible k-points. The system converged after 4 k-points (3×3×2). 

DFT calculations were also performed using the projector augmented wave (PAW) method133,134 

as implemented in the Vienna Ab Initio Simulation Package (VASP)135–137 within the Perdew-

Burke-Enzerhof (PBE) Generalized Gradient Approximation (GGA) formulation of the 
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exchange-correlation functional138. A cut-off for the plane waves of 520 eV is used and a 

uniform k-point density of approximately 1,000/atom is employed. We note that the 

computational and convergence parameters were chosen in compliance with the settings used in 

the Materials Project (MP)91 to enable direct comparisons with the large set of available MP data.  

CASTEP and VASP both use the Gauge Including Projector Augmented Waves (GIPAW) 

method95 to reconstruct the core wavefunction and perform NMR calculations.  

In this benchmarking set, we focus on species whose full CSA tensor has been reported. When 

possible crystalline structure coordinates accompanying the tensor values were used as the basis 

for DFT optimization and tensor calculation. When not explicitly specified, structures from the 

ICSD database were the starting point for geometry optimizations.  

All the computationally-obtained parameters were subsequently used in simulations of spectra 

using the lineshape-generating program, Dmfit10. Experimentally, 29Si materials are mostly 

measured using either static NMR or MAS NMR. For the ease of comparison between computed 

and experiment results, two models are used in the simulation: “CSA static” for static NMR 

lineshapes (CSA powder patterns), and “CSA MAS” for the NMR spectrum of the manifold of 

spinning sidebands found for a given MAS rotation frequency, r.  Since this rotation frequency 

is an easily-adjustable parameter, it is straightforward to simulate multiple “spinning-sideband 

manifolds” that essentially map onto the static CSA-broadened lineshape.  

3.2.3 Chemical shift/shielding referencing through linear regression 

DFT codes like CASTEP and VASP calculate the chemical shielding tensor of the target system. 

As discussed in chapter one, from the shielding tensor we can get the isotropic shielding σiso, 

which corresponds to the isotropic chemical shift δiso of the target compound when it is 
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referenced to the bare nucleus in vacuum8 (see Note below). In practice, the isotropic chemical 

shift is usually obtained by comparing the resonance frequency between the target compound 

and an experimentally measured reference compound. For computational studies, it is necessary 

to reference the isotropic shielding to the isotropic chemical shift both the enable comparison 

with experimental data, and to do a better evaluation of the calculation accuracy.  

There are multiple methods for referencing139.  The method employed here is to create a 

correlation plot of computed σiso versus experimentally reported δiso values, shown in Figure 3.3 

in the next section.  This method takes advantage of having a large number of data points from 

which a linear regression can determine the intercept. The advantage is to use the correlation of 

many such values to establish the reference where the errors from individual species may cancel. 

Using both values, the chemical shielding tensor can generate the computational isotropic 

chemical shift.  The linear regression model from Figure 3.3 (a) between CASTEP computations 

and experimental data results in the following linear relation:  

σiso = −1.12 δiso + 316.26 ppm (3.1 ) 

For VASP computations, the same linear regression method can also be applied. The resultant 

model is: 

σiso = 1.15 δiso + 528.18 ppm (S2) 

The intercept is the reference value for isotropic shielding that is applied to all the computational 

data.  Furthermore, the deviation of the slope from 1 (here -1.12 and +1.15) describes a 

systematic error139 that could arise from a number of variables such as uncertainty in 

experimentally determined structure or measurement parameters, lack of correlation in the 
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electronic structure, or the lack of higher order terms in the full evaluation of the tensor such as 

J-coupling.  

The results after adjusting computed σiso to computed δiso are plotted below in Figure 3.2 for 

both CASTP and VASP, with the correlation to experimental δiso .  The linear correlation here 

ideally has a slope of + 1 with an intercept of 0. It is worthwhile to note: only after the 

referencing process can the value of RMSE between computation and experiment be obtained.  

Therefore, the RMSE value shown in Figure 3.3 (a) and 3.3 (b) is the same as Figure 3.2 (a) 

and 3.2 (b).  

 

Figure 3.2 Correlation plots of 29Si isotropic chemical shift/shielding between experiments and DFT 

calculations. a) Comparison of CASTEP computed 29Si isotropic chemical shift δiso versus experimental 

δiso after referencing. The linear model (red) has a slope of 1.000 and an intercept of 3.07×10-6 ppm. b) 

Comparison of VASP computed 29Si isotropic chemical shift δiso versus experimental δiso after 

referencing. The linear model (red) has a slope of 1.000 and an intercept of -3.30×10-6 ppm. 
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3.3 Results and Discussions  

3.3.1 DFT benchmarking set of 29Si crystalline materials 

The solid-state NMR parameter known with the highest precision is the experimentally measured 

isotropic chemical shift, δiso.  This value is the average of all 3 principal components of the 

diagonalized tensor. Small inaccuracies in the principal components are partially averaged when 

considered in their expression, as the average: (δXX + δYY + δZZ)/3. As the most frequently 

reported (experimental) parameter, the comparison between experiment and computation has 

particular significance for researchers.  
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Figure 3.3 Correlation plots of isotropic chemical shift/shielding between DFT calculation and 

experiments. (a) Comparison of CASTEP computed 29Si isotropic chemical shielding values (σiso) versus 

experimentally reported 29Si isotropic chemical shifts (δiso), R2=0.99 and RMSE=1.39 ppm. (b) 

Comparison of VASP computed 29Si isotropic chemical shielding values (σiso) versus experimentally 

reported 29Si isotropic chemical shifts (δiso), R2=0.98 and RMSE=1.45 ppm. (c) Comparison of CASTEP-

computed versus VASP-computed 29Si isotropic chemical shielding (σiso) values with a linear regression, 

R2=0.99 and RMSE=1.34 ppm. For all three plots, the fit to a linear regression is shown in the figure. 

In the computations we extract chemical shielding tensors. The calculated parameters are 

compared with the 42 sets of experimentally reported (chemical shift) tensors as a benchmarking 
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set, and the reference isotropic chemical shift is obtained by extrapolation of a linear regression 

model140 described in detail in Section 28.  

Shown in Figure 3.3 (a) is the linear relationship between the CASTEP-computed 29Si isotropic 

chemical shielding, σiso, and the experimentally measured 29Si isotropic shift, δiso. Figure 3.3 (b) 

is a similar plot of VASP computed σiso versus experimental values δiso. Each data point in the 

plot represents a unique Si site in a crystalline material.  The resultant value for reference 

isotropic chemical shielding within CASTEP is σreference = 316.26 ppm, and the slope of the 

correlation plot is -1.12. The resultant value for reference isotropic chemical shielding within 

VASP is σreference = 528.18 ppm, and the slope is +1.15. There is a very high degree of 

correlation, with an R2 value of 0.99 and RMSE of 1.39 ppm for CASTEP, and R2 of 0.98 and 

RMSE of 1.45 ppm for VASP. This strong linear correlation demonstrates the ability of DFT to 

compute chemical shielding with sufficient precision to match experimentally determined 

chemical shifts for inorganic materials.  A high degree of correlation in this benchmarking set 

gives us confidence that additional crystalline materials will also have accurate prediction of the 

29Si chemical shielding/shift. Additionally,  σiso of the same data set was predicted by VASP. 

Figure 3.3 (c) compares VASP and CASTEP computed σiso values demonstrating very good 

agreement between VASP and CASTEP that shows both platforms perform well, modeling the 

29Si isotropic chemical shielding.  These data are all collected in tables in the Appendix A. 

Beyond isotropic shift, the additional two algebraic expressions (ζδ and ηCSA) can be directly 

linked to the individual tensor elements that express the shape of the experimental lineshape, 

whether static NMR or a manifold of spinning sidebands under MAS NMR. Figure 3.4 is a 
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schematic illustrating the relationship of principal components of the chemical shift tensor, as 

well as δiso and ζδ for a lineshape with a representative ηCSA value of 0.4.   

 

Figure 3.4 A simulated static lineshape dominated by chemical shift anisotropy (CSA) interactions. 

Based on this lineshape, the three principal components of the chemical shift tensor can be identified 

individually as δXX, δYY and δZZ based on the notation from Haeberlen. These values are usually reported 

as:  isotopic chemical shift (δiso), chemical shift anisotropy (ζδ), and the asymmetry parameter (ηCSA). 

The subplot shows an alternative version of the simulation with δXX and δZZ switched. In this case, the 

spectrum has a negative value for the anisotropy. 

3.3.2 Challenges for cataloguing the full shielding tensor, reduced anisotropy 𝛇𝛅 

Since most of the benchmark compounds have reported the Haeberlen quantities of “asymmetry 

parameter”, ηCSA, and reduced anisotropy of CSA (ζδ), we examine the relationship between 

experimentally measured values (largely from past literature) and computations below. 

We have reconciled past experimental reports of the 29Si reduced anisotropy of the chemical shift 

(ζδ) and depict our findings in the following set of figures.  The comparison between 

experimentally reported reduced anisotropy and the computed values from CASTEP (or VASP) 
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reveals issues faced when cataloguing data. Figure 3.5 depicts a comparison of 42 

experimentally reported reduced anisotropies from the literature with the corresponding values 

predicted by CASTEP.  While a high degree of correlation is found for most of the data, a 

number of significant “outliers” are identified.  
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Figure 3.5 Comparison of CASTEP computed 29Si reduced shielding anisotropy ζσ versus experimentally 

reported reduced chemical shift anisotropy ζδ. The outliers (shown by ▲symbols) were closely analyzed 

in terms of experimental and computational error. 

Given the difficulty establishing high-quality correlations between computed and experimentally 

reported Haeberlen lineshape parameters, ζσand ηCSA, we believe it is fruitful to compare how 

the two different DFT packages predict these values.  CASTEP utilizes ultra-soft pseudopotential 

to simplify the calculation of the core electron wave functions while VASP employs the 

Projector-Augmented-Wave (PAW) method, providing a meaningful algorithmic difference to 

compare the calculation and methodological robustness.  



65 

 

The output of DFT NMR calculations for both CASTEP and VASP performed on the same set of 

crystalline structures are compared with each other in Figures 3.6. There is a high degree of 

correlation, and the outliers shown in Figure 3.5 are absent.  This finding supports the argument 

that the outliers in Figure 3.5 are due to the experimental mis-assignment of the δXX and the δZZ 

components of the chemical shift tensor.  

 

Figure 3.6  Comparison of CASTEP computed 29Si reduced anisotropy versus VASP computed reduced 

anisotropy. The fit to a linear regression is shown in the figure (in red). 

The excellent agreement in Figure 3.6 between the computed values for reduced anisotropy for 

CASTEP versus VASP, gives us confidence that both programs are able to predict similar values 

of these tensor parameters for crystalline structures. In general, the outliers are points for which 

the assignment of experimentally obtained δZZ (and hence, δXX as well) may be incorrect, as we 

illustrate. 
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The reduced anisotropy of the CSA (ζδ) in the Haeberlen system defines the lineshape in terms of 

one “extreme edge” of the static powder pattern (ζδ = δZZ - δiso), explicitly yielding that one 

specific element of the tensor. This is the shoulder furthest from the isotropic chemical shift, 

which poses an observational challenge when examining some experimental spectra, as 

illustrated by Figure 3.7.  For one manifestation of the lineshape, usually an ηCSA value less than 

about 0.7 (such as that shown in the inset image), δZZ is unambiguous as marked.   

 

Figure 3.7 Scheme of static NMR powder pattern lineshapes for two different values of the asymmetry 

parameter, ηCSA. For values of ηCSA less than ~0.7, there is an unambiguous assignment of δZZ and δXX 

tensor components.  However, for ηCSA values of ~0.7 to 1.0, the determination between the tensors 

elements can be mis-assigned. 

However, for lineshapes with large values of ηCSA (e.g., approaching 1.0) and for MAS NMR 

with few spinning side bands, the researcher must assign that shoulder to one side or another 

based on sparse data as illustrated schematically with the following case study. 
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We are showing a set of Dmfit10 simulations of MAS NMR spectra of one of the “outliers” in the 

correlation plot of Figure 3.5, forsterite. These simulations are based on both experimentally 

reported and CASTEP-calculated CSA tensors, where the experimental MAS frequency was 

2100 Hz.  The CASTEP-computed tensor values lead to a spectrum that is nearly identical (in 

appearance only) to that generated from the experimentally reported spectrum.  Notable from the 

simulations in Figure 3.8—the spinning sideband manifold does not contain enough information 

to assign the principal components, δXX and δZZ.  Hence, forsterite’s reduced anisotropy ζδ 

values are similar in magnitude yet opposite in sign between the two.  Given how similar the two 

patterns are, in the absence of a computational resource, one must make a best guess as to their 

values  

 

Figure 3.8 Simulation of 29Si MAS-NMR spectra based on experimentally reported (rotational frequency 

of 2100 Hz, recorded at 8.4 Tesla) and CASTEP computed tensor values, simulated for these conditions. 
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The spectra are nearly identical with a different sign of chemical shift anisotropy ζδ., arising from the 

assignment/placement of the δZZ value. 

When there is sparse data, poor-signal-to-noise ratios in the experimental spectrum, or when 

there is a truncation of one shoulder due to radio-frequency pulse imperfections141, the wrong 

value for δZZ may be assigned—importantly, to the incorrect “side” of the lineshape. In addition 

to having so few spinning sidebands, this is a material where the asymmetry parameter ηCSA has 

a value approaching 1, similar to the situation illustrated schematically in Figure 3.7.  This 

example further illustrates the inability to categorically assign δZZ with certainty for situations 

where the asymmetry parameter values are so large. 

3.3.3 Challenges for cataloguing the full shielding tensor, asymmetry parameter ηCSA 

A consequence of such inaccurate assignments is to lead to incorrect expressions for both ζδ and 

ηCSA. We have also found that ηCSA tends to be poorly determined by observational analysis of 

lineshapes.  This “asymmetry parameter, ηCSA” contains the reduced anisotropy, ζδ, in its 

denominator, as well as δXX and δYY in the numerator. Consequently, a mis-assignment of two of 

these tensor elements can cause this parameter to be unstable, exhibiting large fluctuations with 

small deviations in the direct tensor elements, resulting in a significant lack of correlation 

between computation and experiment as depicted in Figure 3.9.  (Similar to what was seen for 

ζδ, there is a very good correlation between VASP and CASTEP computed values for the 

asymmetry parameter, shown in Figure 3.10.) 
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Figure 3.9 Comparison of CASTEP computed 29Si ηCSA asymmetry parameters, versus experimentally 

reported values for 42 crystal structures.  
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Figure 3.10 Comparison of CASTEP computed 29Si asymmetry parameter ηCSA versus VASP computed 

asymmetry parameter. The fit to a linear regression is shown in the figure (in red). 

3.3.4 Critical discrepancies between CASTEP and VASP 

It is important to note that the shielding (σ) and the chemical shift (δ) should have a negative 

correlation with respect to one another.  One finding in creation of this benchmarking set is the 

inverse correlation of tensor elements between CASTEP and VASP, which is critical to any 

understanding derived from comparison of experiment and computation.  Both CASTEP and 

VASP compute chemical shielding, where the individual tensor elements are catalogued in the 

LSDI based on the Mehring convention, namely that the tensor elements are ordered numerically 

from largest to smallest.  A case study is presented to illustrate this systematic difference in the 

shielding tensor elements, that is corrected when producing the individual chemical shift tensor 

elements.  The LSDI catalogue will ultimately contain both computed chemical shielding and 

corrected chemical shift full tensors.   

The inverse correlation between CASTEP and VASP data is evident from Figure 3.11 below 

where the individual principal components generated by CASTEP and VASP (CASTEP 11, 22, 

33 and VASP 11, 22, 33) wrongly correlated to each other (for example CASTEP 11 is correlated 

to VASP 33 instead of VASP 11). Such a sign difference implies a fundamental difference between 

the two implementations of DFT, requiring careful assignment of convention for both the tensor 

elements as well as the internal conventions for the theory. This is also seen in the sign difference 

for the local electrostatic potentials for CASTEP and VASP for instance, but can be properly 

accounted for when computing the work function. It’s important to note that the linear regression 

correction accounts for the CSA sign difference when generating the chemical shift tensor 
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elements.  We must address this inherent difference, when generating individual tensor elements 

(σ11, σ22, σ33), that contribute to the expressions of σiso (and effectively δ11, δ22, δ33 for δ iso). 

 

Figure 3.11 Correlation plots of CASTEP and VASP shielding tensor values σ11, σ22, σ33, as indicated by 

the titles.  This matrix of plots demonstrates the correlation between, for example, VASP σ11 elements and 

CASTEP σ33 elements.  The σ22 tensor elements are negatively correlated.  The implications of these 

correlations is discussed in the Case Study below. 
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For the purposes of clarity and understanding, we show the raw output of both VASP and CASTEP 

programs, of a representative compound, forsterite (Mg2SiO4).  The change of sign and the 

corrections used from linear regression illustrate how the tensor elements (shielding and shift, 

both) are related. The matrix output of the two programs (after symmetrizing and diagonalizing) 

are as follows: 

CASTEP 

 

 

VASP 

 

 

The principal components from these two diagonalized matrices are, by definition (σ11 σ22 σ33): 

CASTEP 

 

 

VASP 

 

 

However, when these are rendered, the reader will easily recognize the following (static NMR) 

lineshapes, based on those shielding values, that instead of output the same spectrum, CASTEP 

and VASP output spectra that mirror each other.  

(
415.0589 0.0000 0.0000
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Figure 3.12 Simulation of 29Si static lineshapes based on diagonalized shielding tensor values for 

CASTEP and VASP.  

After applying the corrections provided by the linear regression for a reference, the diagonalized 

chemical shift values are obtained: 

CASTEP 

 

 

VASP 

 

 

When these latter values of chemical shift are plotted to yield static lineshapes, the model spectra 

are obtained as shown below, alongside an example of the experimental 29Si static NMR spectrum 

as shown in Figure 3.13. 
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Figure 3.13 a) Simulation of 29Si static lineshapes for forsterite based on diagonalized chemical 

shift tensor values for CASTEP and VASP. b) experimental spectrum of the solid-state 29Si NMR 

(static) of forsterite for comparison. The fitting of the data “Simulation” give these parameters:  

gives δiso = -63.81 ppm, ζδ = -33.26 ppm,  ηCSA = 0.66.  

As a check, we have used the TensorView program142  to render a graphical depiction of the 

shielding surface ovaloid superimposed onto a Q3 silicon site in sodium disilicate. In Figure 3.14, 

the tensors’ graphical depiction for VASP versus CASTEP is mathematically perpendicular to one 

another.  The assigned σ33 CASTEP ovaloid is oriented as expected with the σ33 component along 

the single C3 rotation axis of the Q3 silicate site. The VASP schematic shows that σ33 (from VASP) 

is mis-identified to be at 90° from the bond along which it should lie.   
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Figure 3.14 Graphical depiction of sodium disilicate with one silicon site highlighted with an ovaloid 

shape rendered to depict the 29Si chemical shielding tensor for a Q3 site with an asymmetry parameter of 

ηCSA = 0.24.  On the left (a) is the VASP-computed tensor, and (b) the CASTEP-computed one.  The long 

axis of the tensor is also the orientation of the σ33 component, which is oriented differently between the 

two programs.  The CASTEP version is the conventional assignment for σ33—along the unique Si-O 

bond. σ33 here is expressed in the “Mehring convention”, σ33 >σ22 >σ11. 

3.3.5 The effect of convention on individual tensor elements 

In light of the errors revealed in the expressions above, a strong argument can be made for reporting 

the individual tensor elements, and departing from the Haeberlen convention. One of the important 

opportunities afforded by the LSDI database is the ability to discover such systematic errors, by 

comparing a large number of datasets. Using the three equations from the Haeberlen convention 

and solving for the three unknowns (σXX, σYY and σZZ), a correlation plot between computed and 

experimentally reported δ values is shown in Figure 3.15 (a), with tensor elements clustered by 
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symbol (and color).  The outliers are identified by name.  Shifting to a different definition for 

chemical shift tensors, referred to as the “Mehring” convention6, where σ11, σ22 and σ33 are the 

three counterparts, organized in terms of high- to low-frequency for any lineshape, the algebraic 

solutions for the experimentally reported values become reconciled, as shown in Figure 3.15 (b).   
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Figure 3.15 Correlation plots of CASTEP computed values (σ) versus experimentally reported values (δ). 

a) depicts σXX, σYY and σZZ,  and b) depicts computed values expressed instead as σ11, σ22 and σ33, 

versus the chemical shift (δ) tensor values from experimental reports, extracted algebraically as δ11, δ22, 

δ33.  

We can see that the individual tensor elements, defined in terms of their frequency using the 

Mehring convention, are better correlated between experiment and computation, and reporting 

these reduces the inaccuracies inherent in the algebraic expressions used to describe the lineshape.  

3.3.6 Opportunities for applications of the “LSDI” Catalogue 

CASTEP and VASP have particular strengths in the assignment of tensor elements, which will 

form the basis of the LSDI catalogue. The LSDI has already computed over 10,000 unique Si-sites 

for compounds in the Materials Project using VASP. This continually growing data set, easily 

accessible API (application programming interface) and collection of software tools is established 

as a community resource to enable easier in-silico experimentation with solid state NMR. Having 

such a catalogue of shift tensors allows prediction of both static and MAS lineshapes for solid-

state NMR, which will aid in accurate simulation of the full lineshape and all 3 tensor elements.  

Furthermore, as we depict schematically in Figure 3.16, the ability to plan experiments (i.e., to 

select an ideal MAS spinning frequency, such as shown in Fig 3.16 c versus that in 3.16 b) in order 

to accurately map out the tensor values, especially of δ22, is a consequence of possessing such data.  
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Figure 3.16 Comparison of the static CSA lineshape and corresponding NMR MAS spinning sideband 

manifolds at two different rotational frequencies. (a) simulated static lineshape with chemical shift 

principal components labeled. (b) simulated MAS lineshape with a spinning frequency of 800 Hz. (c) 

simulated MAS lineshape with a spinning frequency of 1200 Hz. * denote spinning side bands.  

The utility of this catalogue can be demonstrated by considering the characterization of silicates 

by 29Si solid-state NMR spectra, specifically assigning resonances to Qn sites, a notation that 

reflects the local silicon environment and symmetry.  Q4 has 4 equivalent Si-O-X bonds, and X is 

an element that can include Si, often Si-O-Si in a network, or a species such as H (forming Si(OH)4). 

Q3 has 3 equivalent Si-O-X linkages and one unique Si-O-Y substituent (where in this case, Y 

could be a different substituent, or it could simply reflect a longer Si-O bond), and so on. Each of 

the Qn sites is associated with a typical 29Si chemical shift range.  However, what if you have a 

sample with an atypical substituent?  The LSDI catalogue permits a comparison of isotropic 

chemical shielding values for > 5000 silicate structures.  
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Figure 3.17 A statistical box plot illustrating the distribution of VASP calculated 29Si isotropic shielding 

parameters (σiso) for different Qn sites from the benchmarking set of 42 silicon sites. The symbols outside 

the range of 1.5 IQR are outliers (IQR = inter quartile range). 

 

In Figure 3.17, a “box plot” of the VASP-computed σiso parameters from the benchmarking set 

shows the range of isotropic chemical shielding values predicted for different Qn sites in silicates, 

with a variety of substituents.  The trend as n increases is seen, as well as the range of computed 

values, spanning 40 – 45 ppm.  A number of outliers are also found. It is possible for practitioners 

of 29Si NMR to compare their spectra to these values in order to develop chemical insights into 

trends for particular bonding environments or changes of local site symmetry. What is especially 

helpful from such a plot is the ability to assign the chemical shifts of “less common” sites, not 
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based on the isotropic value alone (since these ranges overlap strongly), but through comparison 

to a range of compounds in the database with related chemical structures. 

3.4 Conclusions 
 

We have used 42 silicon sites as a benchmarking set to compare between CASTEP, VASP and 

experimentally reported expressions regarding the solid-state 29Si NMR lineshapes.  Through this 

examination, we have established a robust and systematic method for assigning the diagonalized 

chemical shift/shielding tensor values.  Armed with confidence in this benchmarking set, over 

10,000 29Si NMR shielding tensors will be publicly available via the Local Spectroscopy Data 

Infrastructure portion of The Materials Project.  These tensors will be a guide to researchers when 

searching for 29Si NMR assignments, as well as a platform that can assist with experimental 

conditions, since the appearance of spectra can be anticipated prior to measurement. 

Benchmarking also revealed an unexpected systematic difference between VASP and CASTEP, 

where σ11 and σ33 shielding elements were interchanged, owing to a sign difference between 

computed tensors.  This sign error is corrected when using linear regression methods (to obtain 

chemical shift tensor values, δ), and the final chemical shift anisotropy lineshapes that are 

generated are consistent with experimental measurements—from both programs.  Consequently, 

our data tables reflect these revised values. Thus, systematic comparison of NMR properties across 

various methodologies, including differing computational methods or codes, should be conducted 

in a chemical shift basis to eliminate representation deviations that could lead to systematic error.  

Understandable “assignment errors” of δXX and δZZ tensor elements have been found in the 

literature, owing to difficulties with the Haeberlen notation and uncertainties as the lineshapes 

approach large asymmetry values (ηCSA) closer to 1.  The benchmarking set permitted discovery 
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of such errors, and the values are corrected in the LSDI database (and in the tables shown in the 

Appendix A).  Consequently, the database will report all notation in the IUPAC recommended 

fashion using the Mehring convention of δ11, δ22, and δ33. 

The possession of such a large dataset permits comparisons of the computed parameters across a 

large number of structures. When NMR practitioners use the LSDI dataset, they will be permitted 

to compare their experimental measurements to a variety of related structures, which will 

ultimately facilitate assignments of those spectra. This type of dataset can open the next era in 

solid-state NMR spectroscopy encompassing an informatics approach to experimental design.  
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Chapter 4  

Benchmarking 27Al NMR quadrupolar and 

chemical shielding tensors with DFT: 

machine learning prediction of quadrupolar 

coupling constants (CQ) 

4.1 Introduction 

In this chapter we will expand beyond the spin ½ 29Si benchmarking set presented in chapter 3 and 

focus on the validation and development of computational methods of quadrupolar (nuclear spin 

> ½) tensor parameters of 27Al. In particular, we will evaluate DFT’s (CASTEP/VASP) 

performance for calculating the quadrupolar coupling constant (CQ) and develop a new machine 

learning model for CQ prediction based on the DFT results.  

Solid-state nuclear magnetic resonance (SSNMR) parameters such as isotropic chemical shift 

(δiso), chemical shift anisotropy (ζδ) and quadrupolar coupling constants (CQ) can accurately reflect 

the interactions between the nuclear spin and its surrounding charge density even when long-range 

order is lacking. This enables SSNMR to be widely adopted in the determination of the local 

structure for a variety of solid materials such as lithium battery anodes, biological solids, and 

zeolites.143–148  

NMR crystallography is an emerging multi-modal characterization methodology that combines 

the long-range information provided by x-ray diffraction (XRD), with the local structural 

information of SSNMR to provide highly accurate structural determinations.115,149,150  This 

technique relies on state-of-the-art first-principles calculations such as density functional theory 
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(DFT) to make predictions of NMR parameters and compare with experimental counterparts so 

that the local structure could be further refined. Despite this advantage, the computational cost of 

DFT is often too large for broad adoption. More importantly, the reliability of these calculations 

in predicting experimental parameters has to be assessed one nuclear isotope at a time, with the 

literature focusing on 1H, 13C, 29Si, 31P and 17O in various systems.100,151–153 

Literature benchmarks have provided large datasets of computed data available via community 

databases, such as in the Materials Project (materialsproject.org) and the Collaborative 

Computational Project for NMR (CCP-NC)91,154 that can be utilized for advanced machine 

learning (ML) studies to reduce the computational cost and democratize the adoption of NMR 

crystallography. The cubic scaling51 of DFT limits these datasets to focusing on small unit cells of 

perfect crystalline materials modeled at a temperature of 0 K. Still, appropriately trained ML 

algorithms have demonstrated the ability to capture local geometry to predict δiso with accuracy 

close to DFT while requiring only a fraction of computing time.51,155–158 While most of the machine 

learning efforts were focused on the prediction of δiso, the experimentally measured isotropic 

chemical shift (or siso, the DFT computed chemical shielding), there have been relatively few 

studies that can demonstrate the ability of machine learning algorithms in predicting expressions 

of the electric field gradient (EFG) tensor parameters such as CQ for quadrupolar nuclei. These 

EFG parameters provide a complementary measurement of small perturbations to local 

environments, especially when it is hard to distinguish different sites based on isotropic chemical 

shift.159,160 Thus, the development of a machine learning method for CQ prediction can be highly 

informative for NMR crystallography studies.  

Herein, we present a solid-state NMR 27Al benchmarking set with both DFT calculated NMR 

parameters and their experimentally measured counterparts, reported in the literature.  As noted in 
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chapters one and three, the most common way for these NMR tensor elements to be reported is 

using expressions that employ the “Haeberlen” convention.  We follow that convention here, for 

ready comparison between computed and experimentally measured quantities, we report both 

computed values and their experimental complements for isotropic chemical shielding (σiso), 

quadrupolar coupling constant (CQ), and quadrupolar asymmetry parameter (ηQ) in the Appendix 

B. The DFT calculations were performed by two popular DFT packages: Vienna Ab initio 

Simulation Package (VASP) and Cambridge Serial Total Energy Package (CASTEP).88,161 The 

reliability of DFT predictions of σiso and CQ for 27Al materials was confirmed based on the 

comparison between DFT and experimental NMR parameters over the benchmarking set.  We 

further trained a “random-forest” machine learning model to predict the quadrupolar coupling 

constant CQ for compounds containing 4-, 5- and 6-coordinate 27Al sites based on a larger DFT 

calculated dataset with 1681 aluminum-containing crystalline solid materials. To train the model, 

we constructed two sets of features, structural features and elemental features (sometimes termed 

“alchemical features” in machine learning literature), based on the crystal structure to represent 

the 27Al local environment. We have found the 27Al CQ value is closely correlated with the 

geometric properties of the next-neighbor bonding environment (surprisingly, regardless of the 

chemical identity of the bonded species).  This geometry is typically depicted as a space-filling 

polyhedron. Distortions to the polyhedra given by variance of bond lengths and bond angles, in 

combination with other features denoting elemental variance, produce a simple but effective model 

with a predictive accuracy of R2 = 0.98 and RMSE = 0.61 MHz expressed with a correlation 

between VASP computed CQ and the model predicted CQ. 
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4.2 Methods 

4.2.1 Data set 

We have performed a literature search and collected experimental 27Al NMR parameters from 56 

different crystalline materials, accounting for 105 unique sites, including a few repeated structures 

with independent measurements. All the parameters were collected with either MAS or MQMAS 

experiments. All of the structures were calculated with both VASP and CASTEP.   

For machine learning model training, a larger dataset of DFT computed 27Al NMR parameters was 

constructed by VASP calculation. The dataset is composed of 1681 aluminum-containing 

structures which correspond to 8081 27Al sites. The coordinating environment of the 27Al sites was 

confined to 4-coordinate (4696 sites), 5-coordinate (202 sites), or 6-coordinate aluminum (3183 

sites). All the crystal structures were obtained from the Materials Project and were geometry 

optimized before NMR calculations.  

4.2.2 DFT methods 

DFT calculations with CASTEP were performed within the Perdew-Burke-Enzerhof (PBE) 

Generalized Gradient Approximation (GGA) formulation of the exchange-correlation functional.  

These were performed in two steps: an initial geometry optimization where the lattice was allowed 

to adjust followed by an NMR calculation on the relaxed structure.  On-the-fly ultra-soft 

pseudopotentials were used as an approximation of nuclear and core electron interactions.  

Convergence tests were performed on gamma-LiAlO2 to find optimal energy cutoffs and k-points.  

As shown in Figure 4.1, it was determined that 750 eV as an energy cutoff with Monkhorst-Pack 

of 5 × 4 × 4 was enough to converge the NMR calculations to a single value. 
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Figure 4.1 -LiAlO2 convergence tests. (a) convergence test of total energy (eV) with increasing cut-off 

energy. Cutoff energy is specified from 400 eV to 1000 eV in increments of 100 eV. The system 

converged after 750 eV. (b) convergence test of total energy (eV) with an increasing number of 

irreducible k-points. The number of k-points from 1 (Monkhorst-pack 1×1×1) to 48 (8×7×6). The system 

converged after 12 k-points (5×4×4). 

 

DFT calculations were also performed using the projector augmented wave (PAW) method133,134 

as implemented in the Vienna Ab Initio Simulation Package (VASP)135–137 within the Perdew-

Burke-Enzerhof (PBE) Generalized Gradient Approximation (GGA) formulation of the exchange-

correlation functional138. A cut-off for the plane waves of 520 eV was used and a uniform k-point 

density of approximately 1,000/atom was employed. We note that the computational and 

convergence parameters were chosen in compliance with the settings used in the Materials Project 

(MP)91 to enable direct comparisons with the large set of available MP data. 

4.3 27Al DFT benchmarking 

We begin by benchmarking the ability of DFT to predict chemical shielding tensors (sCSA) against 

experimentally compiled chemical shift tensors (δCSA). Unfortunately, the dominating influence of 
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quadrupolar broadening on NMR measurements makes accurately and independently specifying 

the chemical shift tensor difficult. In particular, many references choose to simply not report the 

anisotropy of the chemical shift (ζδ) and the asymmetry parameter (ηCSA) from the shielding tensor, 

leaving only the isotropic chemical shift (δiso) to compare with our computational dataset. 
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Figure 4.2 Correlation plots of 27Al isotropic chemical shift/shielding between experiment and DFT 

calculations. a) Experimental δiso (ppm) versus VASP calculated σiso (ppm). b) Experimental δiso (ppm) 

versus CASTEP calculated σiso (ppm). c) VASP calculated σiso (ppm) versus CASTEP calculated σiso 

(ppm). In plot a) and b), the outlier species are highlighted in red. Note: the different slopes and the 

computed shielding values, not adjusted for reference values, reflect different embedded assumptions 

between VASP and CASTEP codes100. 
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Figure 4.2 shows the correlation plot between the experimental isotropic chemical shift (δiso) and 

DFT calculated isotropic shielding (σiso) with two different packages (VASP and CASTEP). Both 

DFT packages demonstrate the ability to accurately predict 27Al isotropic chemical shifts with R2 

= 0.98 and RMSE = 4.0 ppm and 4.4 ppm respectively. The positive correlation between VASP 

and experiment is due to VASP’s special definition of its computed shielding tensor.100 Further, 

Figure 4.2 (c) demonstrates a strong correlation between the two packages with R2 = 0.99 and 

RMSE = 3.0 ppm, suggesting that future calculations with either of these codes should yield 

comparable results. Outliers can be identified by plotting the standardized residual values against 

each independent variable and identifying those that fall outside of a given confidence interval, 

which for this study was set at 99% (Figure 4.3).  
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Figure 4.3 Standardized residual plot against independent variables for a) VASP versus experimental δiso; 

b) CASTEP versus experimental δiso. The shaded area represents the range within the 99% confidence 

zone for the linear regression. The red points that are outside of the 99% zone are considered outliers. 

 

The outliers can provide useful case studies of some of the limitations of benchmarking studies, 

comparing calculated spectra with those measured by experiment, in some cases many decades 

ago. The lack of consensus on the crystalline structure of certain materials is an important source 

of discrepancy. One outlier corresponds to one of the two octahedral sites in the mineral, margarite 

(CaAl2(Al2Si2)O10(OH)2) at -10 ppm, reported in an early solid-state NMR study from 1985.162 

Other literatures163,164 suggest that there is only a single octahedral site, and provide a δiso value of 

11 ppm for this octahedral aluminum site. Our DFT calculation identifies two octahedral aluminum 

sites in margarite with isotropic shielding σiso of 540.4 ppm and 542.9 ppm, which corresponds to 



90 

 

a chemical shift of 12.1 ppm and 9.3 ppm after linear regression referencing, respectively. These 

values are comparable to the literature values at 11 ppm.164  Figure 4.2 (a) also has a second outlier 

(CaO)4(Al2O3)3, which is a member of a series of polycrystalline aluminates within CaO-Al2O3 

system. Unfortunately, the difficulty of synthesis, the presence of defects and potentially reduced 

crystallinity level for the sample that was measured165,166 can have the effect of changing the local 

structural motif, with consequences for the NMR measurements.  As NMR is so highly sensitive 

to the local structure, any compositional uncertainty can result in a weak structural comparison 

between our DFT model and the actual structural parameters that should be used to describe the 

(CaO)4(Al2O3)3 sample that was measured.   

0 5 10 15 20

-2

0

2

4

6

8

10

12

14

16

18

V
A

S
P

 |
C

Q
| 
(M

H
z
)

Experiment |CQ| (MHz)

27Al

R2 = 0.96

RMSE = 0.70 MHz 

β-aluminum fluoride 

AlF3

Tetracalcium trialuminate

(CaO)4(Al2O3)3

0 5 10 15 20

0

5

10

15

20
C

A
S

T
E

P
 |
C

Q
| 
(M

H
z
)

Experiment |CQ| (MHz)

27Al

R2 = 0.95 

RMSE = 0.78 MHz 

(CaO)4(Al2O3)3

AlF3

(b)

-20 -15 -10 -5 0 5 10 15 20

-20

-15

-10

-5

0

5

10

15

20

C
A

S
T

E
P

 C
Q
 (

M
H

z
)

VASP CQ (MHz)

27Al

R2 = 0.99 

RMSE = 0.26 MHz 

(c)

 



91 

 

Figure 4.4 Correlation plots of the absolute value of 27Al quadrupolar coupling constant |CQ| between 

experiment and DFT calculations. a) Experimental |CQ| (MHz) versus VASP calculated |CQ| (MHz). b) 

Experimental |CQ| (MHz) versus CASTEP calculated |CQ| (MHz). c) VASP calculated CQ (MHz) versus 

CASTEP calculated CQ (MHz). In plot a) and b), the outlier species are highlighted in red.  

We compared the computed electric field gradient (EFG) tensor against experimentally reported 

values for CQ and ηQ. (the algebraic definitions can be found in chapter one). The diagonalized 

EFG tensor for quadrupolar nuclei also can be translated into these convenient algebraic 

expressions, CQ and ηQ, that reflect the appearance of the experimentally measured spectra. For 

quadrupolar species such as 27Al, both CQ and ηQ values from the EFG tensor are often compiled 

in the literature. Figure 4.4 shows the correlation between experimentally measured CQ and the 

corresponding values calculated by DFT packages (VASP and CASTEP). Since it is hard to 

measure the sign of CQ experimentally with typical solid-state NMR, nearly all experimental 

papers choose to report the magnitude of CQ. Thus, in Figure 4.4 (a), (b), we report the correlation 

between the computed CQ from DFT with experimentally reported magnitudes: |CQ|. The strong 

correlation between DFT and experiment for both VASP and CASTEP, with R2 = 0.96 for VASP 

and R2 = 0.95 for CASTEP, demonstrates that DFT has the ability to accurately predict the EFG 

tensor. We note two outliers using the same confidence interval sampling method used previously 

for the isotropic chemical shift (Figure 4.5). 
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Figure 4.5 Standardized residual plot against independent variables for a) VASP versus experimental 

|CQ|; b) CASTEP versus experimental |CQ|. The shaded area represents the range within the 99% 
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confidence zone for the linear regression. The red points that are outside of the 99% zone are considered 

outliers.  

 

Two significantly different CQ values of β-AlF3 were reported by previous publications with one 

stating the CQ of the single 27Al site in β-AlF3 is 3.4 MHz while the other one stating a CQ of 0.8 

MHz.167,168 Our calculation result (-1.31 MHz) suggests that 0.8 MHz appears closer to the 

computed value,  and this result is supported by a more recent publication in 2014.169 The second 

outlier is the previously noted (CaO)4(Al2O3)3 with experimentally reported CQ = 2.4 MHz and 

VASP calculated CQ = 4.41 MHz. As noted earlier, it is still unclear if our idealized structural 

model is an accurate representation of the local structural motifs in the measured sample of 

(CaO)4(Al2O3)3 resulting in an inappropriate comparison of NMR parameters. Figure 4.4 (c) 

shows a strong correlation between the two DFT packages, with R2 = 0.99, for CQ, suggesting that 

future calculations with either of these codes should yield comparable results.  
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Figure 4.6 Correlation of experimentally reported ηQ with DFT calculated ηQ. a) VASP vs experiment; b) 

CASTEP vs experiment; c) CASTEP vs VASP. 

The correlation between experimentally reported ηQ and DFT-computed values for ηQ is shown in 

Figure 4.6. Any correlation between computed and experimental values is tenuous, at best, with 

many outliers.  It is unsurprising because asymmetry parameters are often difficult to accurately 

extract from an experimental spectrum for shielding and EFG tensors170,171.  Some experimentalists 

resort to assuming an ηQ value based on knowledge of the crystal structures, usually as 0 or 1.172  

On the other hand, both CASTEP and VASP show a strong correlation, R2 =0.95, which suggests 

that these codes remain self-consistent with respect to the full EFG tensor. Consequently, we 
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demonstrate that the experimentally reported asymmetry parameter may not be sufficiently robust 

for benchmarking comparisons. 

4.4 Fast prediction of 27Al CQ with machine learning 

4.4.1 DFT calculated 27Al database 

To predict CQ values for  27Al with machine learning, we constructed a VASP calculated database 

with 1681 aluminum-containing solid crystalline materials utilizing the high-throughput DFT 

framework of the Materials Project91. The sites in the database can be classified as belonging to 

three types of local coordination environments: 4-coordinate tetrahedron (termed “T:4”), 5-

coordinate trigonal bipyramid (“T:5”) and 6-coordinate octahedron (“O:6”).  

Unusual geometries such as 2-coordinate linear or bent geometries, 3-coordinate trigonal planar, 

or 4-coordinate square planar were excluded. 

4.4.2 Feature engineering 

One of the most critical aspects of a successful machine learning model lies in “feature 

engineering.” In terms of materials science, features are usually properties related to the materials 

or values that can be derived or calculated based on materials’ structural or chemical information. 

In terms of these chemical entities, our effort is to select features that provide a means for 

recognizing patterns in the data, and to correlate an NMR measurement with one or more specific 

chemical (or structural) properties. When successfully identified, features, either singly or 

combined, can form a numerical representation of the material, usually expressed in form of a 1D 

vector. For machine learning prediction, these numerical representations need to capture the 

variance of the target parameter across different materials to be successful. The process of feature 

engineering can be as simple as collecting the atomic numbers (i.e., the chemical identity of an 
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atom participating in a bond), while for many data sets, more complex constructed features are 

needed.  

There has been considerable research on feature engineering for materials science to predict NMR 

parameters such as the use of smooth overlap of atomic positions (SOAP) descriptors173,174, 

Coulomb matrix175 and Behler−Parrinello symmetrical functions (BFPS)176 . While these features 

are capable of describing the variance of geometries for structures with different NMR parameters 

such as isotropic chemical shifts/shieldings, they were designed to be very general and therefore 

useful in many different types of applications (beyond NMR).177 For specific targets such as NMR 

spectroscopy, which aims to extract highly localized perturbations, these features may yield 

suboptimal results. For example, the size of a SOAP kernel scales quadratically with the number 

of elemental species considered, which makes it slow to process when applied to datasets with a 

variety of elements. Considering that NMR parameters are strongly correlated to the local 

environment of the target atom, the above features can be greatly simplified or replaced by 

customized features with better performance and efficiency.  

Here we propose two types of customized features to predict the CQ of the EFG tensor: structural 

features, and elemental features. Structural features are derived from the geometry of the materials' 

local environment without taking into consideration any difference between atomic species. 

Significant research in solid-state 27Al NMR of aluminum-containing materials has focused on the 

empirical correlation between NMR measurable parameters such as CQ and simple descriptive 

parameters derived from local geometry178–181. It appears that many of these empirical correlations 

are particularly useful for the recent efforts of building computational predictive models for NMR 

spectroscopy. For example, Ghose and Tsang178 defined the longitudinal strain and the shear strain 

to quantify the distortion of the local polyhedron from the Platonic solid-like forms (i.e., with 
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identical faces of the geometric solid). Later Baur et al.179 suggested a distortion index (DI) to 

measure the angular distortion of the local geometry. These parameters were shown to have a high 

level of correlation with CQ value. 

 

Figure 4.7 Correlation heat map between CQ and structural features. "fbl” and “fba” here are 

abbreviations of the first-order bond length and the first-order bond angle. The number in each block is 

Pearson’s correlation coefficient (PCC). 

Table 4.1 List of the simple structural features and corresponding abbreviations. 

Feature name Abbreviation 
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First order bond length standard 
deviation 

std(fbl) 

First order bond length mean mean(fbl) 

First order bond length maximum max(fbl) 

First order bond length minimum min(fbl) 

First order bond angle standard 
deviation 

std(fba) 

First order bond angle mean mean(fba) 

First order bond angle maximum max(fba) 

First order bond angle minimum min(fba) 

Distortion index DI 
 

We implemented the DI parameter in python along with eight statistical averages of local 

polyhedron geometry in a structure: namely the maximum, minimum, standard deviation and mean 

of the first-order bond lengths (fbl) and bond angles (fba). A full list of structural features and their 

corresponding abbreviations can be found in Table 4.1. Figure 4.7 shows a correlation “heat map” 

between the DFT-calculated NMR parameter CQ and the structural features. The standard 

deviation of the first-order bond length std(fbl) has a high level of correlation with CQ, which 

illustrates the power of such simple features when used for the right target. The distortion index 

(DI) has the second-largest correlation with CQ.  

The std(fbl) and DI characterize the distortion of the local polyhedron from its “ideal form” in 

terms of bond length and bond angle, respectively. We found these two features are complementary 

to each other in the prediction of CQ. The distortion index (DI) is defined as follows: 

 DI =
∑ |θu − θ0|𝑛

i=1

∑ θu
𝑛
i=1

 
(4.1) 

Where θu represents the bond angle in an undistorted polyhedron geometry, and θo represents the 

bond angles in real cases. The DI can partially capture the distortion of the local geometry as can 

be seen in Figure 4.8 (a); there is a correlation between the DI and CQ, seen as a clustering of 

small values of |CQ| at small values of DI, and an overall trend to larger [CQ] values with 
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increasing DI. However, DI’s prediction ability is limited when it comes to bond length variance. 

The red-labeled sites are those with relatively large CQ (>10 MHz) values, whereas DI=0. These 

sites presumably have a small variance in bond angles but a large variance in bond lengths. Thus, 

DI as a parameter does not have the capacity on its own to distinguish these sites. The standard 

deviation of first-order bond length, however, does an excellent job of capturing the distortion of 

these sites. Figure 4.8 (b) shows a correlation between CQ and bond length standard deviation for 

the red-labeled sites. DI and the first order bond length standard deviation exhibit a complementary 

relationship between the two features (distortion index and standard deviation of the bond lengths) 

for the machine learning study of CQ. 
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Figure 4.8 Correlation plots between a) |CQ| versus distortion index (DI); b) |CQ| versus bond length 

standard deviation. The 27Al site with |CQ| values greater than 10 MHz and DI of 0 are highlighted in red 

in both plots. The red labeled sites are those with low bond angle variance and high bond length variance 

which makes their |CQ| more suitable to be characterized by the bond length standard deviation feature. 

Two or more features having high correlations with one another is termed “multi-collinearity”. 

While multi-collinearity does not inhibit the machine learning’s ability to obtain a good prediction 

especially for tree-based models such as random forest, it is problematic for the model 

interpretation such as feature importance ranking.182,183 After removing the features with high 

correlations (|Pearson’s correlation coefficient|>0.8) from the structural feature set, four structural 

features remained: first-order bond length standard deviation (fbl_std), distortion index (DI), first-

order bond angle average (fba_average) and first-order bond length average. Figure 4.9 shows the 

correlation heatmap between CQ and these features.  



101 

 

 

Figure 4.9 Correlation heat map between CQ and structural features after removing the collinearity. The 

number in each block is Pearson’s correlation coefficient (PCC). 

Here we choose random forest as our machine learning model due to its stability and robustness 

to outliers and non-linear feature space. Using just the structural features, we trained a random 

forest model for 27Al CQ which derives the target value by performing data segmentation with an 

ensemble of decision trees.184 Figure 4.10 shows the correlation between the calculated DFT 27Al 

CQ and the model predicted CQ. The plot shows that the set of simple structural features can already 

predict CQ with a R2 of 0.95 and RMSE of 0.77 MHz. We do note that there are still a number of 
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outliers suggesting characteristics other than structural features can play a significant role in 

dictating NMR properties.   
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Figure 4.10 Comparison between random forest-predicted 27Al CQ with VASP-calculated 27Al CQ for 

aluminum-containing compounds. The random forest model was trained with structural features only (i.e., 

not with elemental properties). The size of the test set is 1617 individual 27Al sites. 

The EFG tensor is not only related to the geometry of the local environment but is also strongly 

influenced by the properties of surrounding atomic species because it is derived from the electronic 

density distribution. To further improve the prediction of CQ, we need to represent the variation in 

local chemical composition into consideration. We selected twelve elemental properties such as 

atomic numbers, electron affinity, and other properties (Table 4.2) and constructed three sets of 

elemental features. Figure 4.11 shows the general procedure of feature construction.  
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Table 4.2 List of the selected elemental properties used for feature engineering; all the values are taken 

from the Pymatgen library185. 

Properties Name Abbreviation Unit 

Atomic number Z -- 

Mendeleev number ^ χ -- 

Atomic mass ma u (unified mass) 

Electron affinity Eea kJ/mol 

Electron negativity χ -- 

Number of valence electrons -- -- 

Average ionic radius‡ ri Å 

Van der Waals radius rw Å 

Thermal conductivity κ W/(m⋅K) 

Melting point -- °C 

Boiling point -- °C 

Ionization energy (first) IE1 kJ/mol 
 

We first get the twelve elemental properties for each atom in the first coordinate shell around the 

27Al sites. The first set of features is simple statistics of each of the elemental properties: its 

maximum, its minimum, standard deviation, and average values. The second set of features 

measures the differences between the neighbor atoms and the core atom (aluminum in our case). 

 ∑
|𝐩𝟎 − 𝐩𝐢|

𝐍 ⋅ 𝐫𝐢

𝐢

 (4.2) 

Here p0 and pi are the atomic properties of the central atom and coordinate atoms; N is the 

coordination number; ri is the corresponding bond length.  

For the third set of features, we draw inspiration from the classic Coulomb matrix. For each of the 

twelve elemental properties, a matrix considering all the atoms within the first neighbor shell was 

generated. 
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 𝐌𝐢𝐣 = {

𝟏,        𝐢 = 𝐣
𝐩𝐢𝐩𝐣

𝐫𝐢𝐣
𝟐

, 𝐢 ≠ 𝐣 (4.3) 

Like a Coulomb matrix, this feature also considers the pairwise comparison of the selected 

properties between two atoms in the lattice. One challenge is that when the number of atoms 

considered is different, the size of the resultant matrix will also be different. In our specific case, 

the size of the matrix for 4-, 5- and 6-coordinated Al sites will be different. This is troublesome 

for machine learning prediction because most algorithms require the dimensionality of the feature 

space to be uniform across all the samples. To solve the problem, we decompose the matrix with 

singular value decomposition (SVD) and use 5 singular values, the maximum number of possible 

singular values for our system, as our features instead of the whole matrix. 

 

* p0 and pi are the atomic properties of the central atom and coordinate atom i; N is the coordination number; ri is the 

corresponding bond length.   

† pn are the atomic properties of the atoms within the first coordination shell; rmn are the inter-atomic distances between 

atom m and atom n.  
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Figure 4.11 Illustration of the feature engineering process for elemental features.  A list of atomic 

properties for each atom within the first coordination shell was collected and then transferred into 3 sets 

of features: simple statistics of atomic properties, distance normalized deviation of atomic properties, and 

pairwise atomic properties matrix. 

 

Figure 4.12 Comparison of the random forest models trained based on three different feature sets 

(structural+elemental, structural and SOAP). (a)  The learning curve of model performance (Test RMSE) 

over sample size for all three models. (b) Correlation between random forest-predicted 27Al CQ with 

VASP-calculated 27Al CQ for aluminum-containing compounds. The random forest model was trained 

with structural and elemental features. (c) Correlation between random forest-predicted 27Al CQ with 

VASP-calculated 27Al CQ for aluminum-containing compounds. The random forest model was trained 

with structural features only. (d) Correlation between random forest-predicted 27Al CQ with VASP-

calculated 27Al CQ for aluminum-containing compounds. The random forest model was trained with 

SOAP features. 
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We retrained the random forest model with both structural features and elemental features 

(structural + elemental) which improves the model accuracy to R2 = 0.98 and RMSE = 0.61 MHz. 

To further assess the performance of the models, we also compared our models with a benchmark 

model using the SOAP features.173,174 The SOAP model was also trained with a random forest 

algorithm based on the same set of data as our model. The only difference is the features used for 

training. Instead of using our structural and chemical features, we use SOAP features generated by 

an open-source package Dscribe,186 the total number of SOAP features generated for our data set 

is 4163280. Figure 4.12 shows a performance comparison between models based on our proposed 

features (structure, structural + elemental) and the model based on SOAP. As shown in Figure 

4.12 (a), both of our proposed features perform significantly better than SOAP no matter the size 

of the sample. Structural + elemental features performs better than structural features when the 

sample size gets larger. Figure 4.12(b)-(d) show the correlation plots between the VASP 

calculated CQ and the machine learning predicted CQ based on the three models. The structural + 

elemental model significantly reduces the number of strong outliers as seen in both Figure 4.12 

(c) and 4.12 (d). The SOAP model achieves a usable performance benchmark of R2 = 0.92 and 

RMSE = 0.97 MHz. Still, despite the significantly increased computational cost of the SOAP 

features, it lacks the same degree of accuracy in comparison to our simple feature set. Most 

importantly, the SOAP features result in strong outliers. This shows that a simple set of features 

that are customized for a specific problem such as NMR parameter prediction can outperform 

universal features because this method excludes a lot of unnecessary information that could 

significantly decrease the performance of the model in terms of both efficiency and accuracy. 
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4.5 Conclusions 

By studying the correlation between experimentally measured 27Al NMR parameters and DFT 

calculated results with a relatively large benchmarking set, we can confirm that DFT calculations 

are accurate in predicting the isotropic chemical shift δiso and quadrupolar coupling constant CQ 

for crystalline materials that contain 27Al. Similar to our previous benchmarking effort on spin ½ 

nuclei 29Si, DFT prediction on asymmetry parameters (both ηCS and ηQ) is shown to be more prone 

to error due to the sensitivity of this parameter to slight variation in local geometry and the 

difficulty in accurately measuring η experimentally.  

Based on our confidence in DFT’s accuracy of predicting 27Al NMR parameters, we built a simple 

machine learning model to predict 27Al CQ based on a large VASP calculated NMR dataset of 1681 

aluminum-containing solid materials. The structural and elemental features that we built were 

proven to be effective in capturing the variation of local environments to which NMR parameters 

are very sensitive. It is surprising for us to find that among all the features, the pure geometrical 

variations such as variations in bond length and bond angles are the dominating features for CQ 

prediction, which shows the possibility of building simple but effective features for the prediction 

of materials’ properties instead of using larger universal features. Also, we can get a better 

understanding of the relationship between local geometry and SSNMR spectra that, specifically, 

SSNMR spectra for quadrupolar nuclei are determined primarily by local geometry distortions. 

The data are publicly available for further investigation. Our final model was proven to be effective 

in predicting CQ for 4, 5 and 6 coordinated Al sites with R2=0.98 and RMSE=0.61MHz. This 

accuracy is comparable with the accuracy of DFT calculations against experiment (RMSE = 

0.70MHz for VASP), thus making this machine learning method a fast and lightweight 

complement to DFT calculations.  
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Chapter 5  

Conclusion 
 

In this dissertation we explored the ability of solid-state nuclear magnetic resonance (SSNMR) 

spectroscopy as a powerful technique for local environment refinement of solid materials with a 

fidelity beyond conventional diffraction-based methods. Combining both experiment and 

computation (such as density functional theory and machine learning) of SSNMR spectra, a 

methodology that is called “NMR crystallography” today has been widely applied to the 

determination of solid materials’ structures with an increasing amount of computationally 

calculated NMR spectra.  

We showed that while NMR crystallography has been proven to be successful on many different 

solid systems, two essential aspects, robustness and efficiency, remain to be tested and improved. 

When approaching less-commonly-studied species (i.e., isotopes such as 15N, 27Al, 29Si, and many 

others throughout the periodic table), verifying the reliability of DFT computation methods 

becomes a challenge especially when the amount of data available is limited. The construction of 

a well-established computational NMR dataset is thus beneficial for both verification and guidance 

of computational/experimental methods. The research presented in this dissertation has created 

benchmarking sets for both materials with spin ½ 29Si and materials with quadrupolar nuclear spin, 

as in 27Al and 51V. We compared experimentally-measured solid-state NMR tensor parameters 

with their first-principle calculated counterparts by two DFT packages, CASTEP and VASP. 

These data-driven approaches enable us to identify the source of discrepancies across a range of 

experimental and computational results.  The information from NMR (in the form of an NMR 
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tensor) has been both validated, and in some cases corrected, in an effort to catalogue these for the 

Local Spectroscopy Database Infrastructure (LSDI), where over 10,000 NMR tensors for 

crystalline materials have been computed.   

Based on the experimentally benchmarked DFT-SSNMR datasets, we showed that the efficiency 

of NMR crystallography workflow can be further improved with machine learning models trained 

for NMR tensor prediction. Appropriately trained ML algorithms have demonstrated the ability to 

capture local geometry to predict isotropic chemical shift δiso with accuracy close to DFT with 

only a fraction of computing time. While most of the efforts were focused on the prediction of δiso, 

there have been relatively few studies that can demonstrate the ability of machine learning 

algorithms in predicting expressions of the electric field gradient (EFG) tensor parameters such as 

quadrupolar coupling constant (CQ) for quadrupolar nuclei, which provide a complimentary 

measurement of small perturbations to local environments, especially when it is hard to distinguish 

different sites based on isotropic chemical shift. In this dissertation, we developed a simple 

machine learning (using the random forest algorithm) model based on local structural motifs and 

elemental properties to predict quadrupolar tensor values for the quadrupolar nucleus 27Al.  This 

catalog permits a rapid assignment of species before validating with first-principles calculations. 

Prediction of the CQ values for aluminum-containing crystalline materials yielded good agreement 

when compared to the DFT-computed values (RMSE of 0.61 MHz; R2=0.98). While elemental 

features can significantly improve the performance of the model, simple geometric features still 

dominated the predictive accuracy. The model with customized features (geometric and elemental) 

was proven to have a significantly better performance compared with previously published state-

of-the-art models (R2~0.91).  
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Looking further into the future, the methodology of combining computational methods (DFT, 

machine learning) with experimental SSNMR has great potential beyond what has been shown in 

this dissertation. On the experimental side, computational methods can be used as an illustrative 

guide for experimental setup and efficient pursuit of spectra (by anticipating lineshapes and 

frequency regions to be probed); the computed results are also vital for the developments of 

automatic spectrum decomposition and recognition platforms. On the computational side, the 

development of machine learning algorithms for the prediction of the full NMR tensor is highly 

approachable; with the assistance of fast computation methods, rapid structure determination using 

NMR could be possible and the efficiency of many current structure generation methods such as 

crystal structure prediction (CSP) can be greatly increased. Also, many of the NMR 

crystallography methods described in this dissertation are transferable to the world of solution 

NMR; there is a great possibility that NMR crystallography could be applied to pharmaceutical 

and bio-chemistry problems such as selection of drug candidates, small molecule confirmation 

exchange and protein ligand interactions.  
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Appendix A 
 

Tables of experimental and computed chemical shielding (shift) tensors values, and their 

descriptive algebraic expressions (δiso, ηcsa, ζ). 

Table A1. Experimentally reported 29Si chemical shift tensor parameters. 

Experimentally reported* 

Structure Name 
Chemical 

Formula 
δiso (ppm) 

ζδ 

(ppm) 
ηCSA 

δ11 

(ppm) 

δ22 

(ppm) 

δ33 

(ppm) 
REF 

Forsterite Mg2SiO4 -62 38.0 0.47 -24 -72 -90 121 

Monticellite CaMgSiO4 -66 -28.0 0.57 -44 -60 -94 121 

Andalusite Al2SiO5 -80 -36.0 0.17 -59 -65 -116 121 

Kyanite Al2SiO5 -83 -37.3 0.89 -48 -81 -120 121 

Akermanite Ca2MgSi2O7 -73 72.0 0.69 -1 -84 -134 121 

Lawsonite 
CaAl2Si2O7(OH) 

H2O 
-81 

53.3 
0.58 

-28 -92 -123 121 

Enstatite MgSiO3 -81 51.3 0.59 -40 -70 -132 121 

Diopside CaMgSi2O6 -84 -64.0 0.66 -31 -73 -148 121 

Wollastonite CaSiO3 -89 -69.3 0.88 -24 -85 -158 121 

Strontium silicate SrSiO3 -85 -69.3 0.59 -30 -71 -154 121 

Barium silicate BaSiO3 -80 -60.0 0.7 -29 -71 -140 121 

Sillimanite Al2SiO5 -87 -42.0 0.81 -49 -83 -129 121 

Tremolite 
Ca2Mg5Si8O22 

(OH)2 
-91 

32.0 
0 

-59 -107 -107 121 

Tremolite 
Ca2Mg5Si8O22 

(OH)2 
-88 

-49.3 
0.55 

-50 -77 -137 121 

Spodumene LiAlSi2O6 -92 -50.0 0.56 -53 -81 -142 121 

Lithium disilicate Li2Si2O5 -93 -58.0 0.12 -61 -67 -151 121 

Sodium disilicate Na2Si2O5 -95 -66.0 0.24 -54 -70 -161 121 

α-quartz SiO2 -106.3 3.6 0.58 -102.7 -107.1 -109.2 122 

Silica zeolite ITQ4 Si32O64 -110.4 -16.1 0.93 -94.9 -109.8 -126.5 123 

Silica zeolite ITQ4 Si32O64 -112.1 -14.4 0.87 -98.6 -111.2 -126.5 123 

Silica zeolite ITQ4 Si32O64 -109.2 -13.3 0.92 -96.4 -108.7 -122.5 123 

Silica zeolite ITQ4  Si32O64 -107.5 12.1 0.54 -95.4 -110.3 -116.9 123 

β-Ca2SiO4 β-Ca2SiO4 -71.3 -16.6 0.83 -56.1 -69.9 -87.9 124 

γ-Ca2SiO4 γ-Ca2SiO4 -73.7 -25.5 0.83 -50.4 -71.5 -99.2 124 

Ca3SiO4Cl2 Ca3SiO4Cl2 -73.6 -11.0 0.78 -63.8 -72.4 -84.6 124 

Dicalcium silicate 

hydrate 

α-

Ca2(SiO3OH)OH 

-72.7 -26.0 
0.3 

-55.8 -63.6 -98.7 124 

Rankinite Ca3Si2O7 -74.5 55.3 0.69 -19.2 -83.0 -121.2 124 

Rankinite Ca3Si2O7 -75.9 40.5 0.65 -35.4 -83.0 -109.3 124 
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Cuspidine Ca4Si2O7F2 -79.9 58.3 0.61 -21.6 -91.3 -126.8 124 

Wollastonite β-Ca3Si3O9 -87.8 -69.4 0.6 -32.3 -73.9 -157.2 124 

Wollastonite β-Ca3Si3O9 -89.0 -59.8 0.62 -40.6 -77.6 -148.8 124 

Wollastonite β-Ca3Si3O9 -89.5 -52.1 0.68 -45.7 -81.2 -141.6 124 

Pseudowollastonite α-Ca3Si3O9 -83.6 -88.9 0.55 -14.7 -63.6 -172.5 124 

Scawtite 
Ca7(Si6O18) CO3 

(H2O)2 

-85.1 -49.1 
0.7 

-43.4 -77.7 -134.2 124 

Scawtite 
Ca7(Si6O18) CO3 

(H2O)2 

-86.5 -61.1 
0.66 

-35.8 -76.1 -147.6 124 

Xonotlite Ca6Si6O17(OH)12 -86.4 -38.1 0.65 -55.0 -79.7 -124.5 124 

Xonotlite Ca6Si6O17(OH)12 -87.2 -39.7 0.58 -56.0 -78.7 -126.9 124 

Xonotlite Ca6Si6O17(OH)12 -97.6 -33.3 0.02 -80.6 -81.3 -130.9 124 

Na2SiO3 Na2SiO3 -77.1 -73.5 0.56 -19.7 -60.9 -150.6 124 

Kyanite Al2SiO5 -82.4 -19.7 0.95 -63.2 -81.9 -102.1 124 

Kyanite Al2SiO5 -83.3 -19.4 0.99 -64.0 -83.2 -102.7 124 

Forsterite Mg2SiO4 -63.2 -32.2 0.51 -38.8 -55.3 -95.4 125 

*  shaded cells are experimentally reported values from literature.  Numeric values in unshaded cells were obtained 

through calculation. 

Table A2a. CASTEP-computed 29Si chemical shielding tensor elements, their algebraic expressions, and isotropic 

chemical shift. 

CASTEP-computed 

Structure Name σiso (ppm) 

δiso 

(ppm)* ζσ (ppm) ηCSA 

σ11 

(ppm)^ 

σ22 

(ppm)^ 

 σ33 

(ppm)^ 

Forsterite 384.83 -61.27 30.25 0.61 360.48 378.93 415.08 

Monticellite 390.52 -66.36 31.97 0.20 371.34 377.73 422.49 

Andalusite 404.80 -79.12 -18.36 0.87 386.44 405.99 421.97 

Kyanite 408.50 -82.42 8.90 0.94 399.87 408.23 417.40 

Akermanite 397.35 -72.46 -55.73 0.96 341.62 398.46 451.97 

Lawsonite 406.34 -80.49 -31.77 0.81 374.57 409.36 435.09 

Enstatite 404.92 -79.22 54.45 0.69 358.91 396.48 459.37 

Diopside 410.47 -84.18 66.05 0.67 355.32 399.57 476.52 

Wollastonite 415.27 -88.47 72.49 0.55 359.09 398.96 487.76 

Strontium silicate 412.22 -85.75 95.59 0.45 342.92 385.93 507.81 

Barium silicate 405.09 -79.38 68.35 0.43 356.22 385.61 473.44 

Sillimanite 414.34 -87.64 21.69 0.13 402.09 404.91 436.03 

Tremolite 418.96 -91.77 19.35 0.28 406.58 412.00 438.31 

Tremolite 413.90 -87.25 57.65 0.75 363.46 406.69 471.55 

Spodumene 418.02 -90.93 38.07 0.47 390.04 407.93 456.09 

Lithium disilicate 417.49 -90.46 65.23 0.17 379.33 390.42 482.72 

Sodium disilicate 420.38 -93.04 69.09 0.09 382.73 388.95 489.47 

α-quartz 432.78 -104.12 -2.93 0.78 429.85 433.10 435.39 

Silica zeolite ITQ4 440.90 -111.37 14.45 0.82 427.75 439.60 455.35 
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Silica zeolite ITQ4 443.21 -113.44 14.96 0.67 430.72 440.74 458.17 

Silica zeolite ITQ4 439.17 -109.83 12.72 0.87 427.28 438.34 451.89 

Silica zeolite ITQ4 437.00 -107.89 -11.03 0.36 425.97 440.53 444.50 

β-Ca2SiO4 400.13 -74.94 15.00 0.91 385.81 399.46 415.13 

γ-Ca2SiO4 400.15 -74.96 26.73 0.74 376.90 396.68 426.88 

Ca3SiO4Cl2 400.98 -75.70 14.05 0.51 390.37 397.54 415.03 

Dicalcium silicate 

hydrate 396.71 -71.89 -51.78 0.14 344.93 418.98 426.22 

Rankinite 401.47 -76.14 -53.61 0.51 347.86 414.61 441.95 

Rankinite 402.57 -77.12 -41.55 0.34 361.02 416.28 430.41 

Cuspidine 405.91 -80.11 -57.27 0.24 348.64 427.67 441.42 

Wollastonite 415.27 -88.47 72.49 0.55 359.09 398.96 487.76 

Wollastonite 417.40 -90.38 60.45 0.59 369.34 405.01 477.85 

Wollastonite 417.81 -90.74 52.47 0.70 373.21 409.94 470.28 

Pseudowollastonite 410.97 -84.63 93.97 0.44 343.31 384.66 504.94 

Scawtite 413.13 -86.56 44.73 0.60 377.35 404.18 457.86 

Scawtite 413.16 -86.59 64.72 0.64 360.09 401.51 477.88 

Xonotlite 409.46 -83.28 31.19 0.65 383.73 404.00 440.65 

Xonotlite 411.90 -85.46 36.61 0.86 377.86 409.34 448.51 

Xonotlite 427.61 -99.50 34.71 0.44 402.62 417.89 462.32 

Na2SiO3 400.85 -75.59 82.37 0.49 339.48 379.84 483.22 

Kyanite 408.48 -82.40 8.95 0.58 401.41 406.60 417.43 

Kyanite 409.35 -83.18 8.29 0.97 401.19 409.23 417.64 

Forsterite 384.83 -61.27 30.25 0.61 360.48 378.93 415.08 

* The CASTEP δiso values were obtained using the linear regression referencing method, discussed in Chapter 3.  

^ These values are obtained from CASTEP output in the .magres file.  

 

Table A2b. CASTEP-computed 29Si chemical shift tensor elements, their algebraic expressions, and isotropic 

chemical shielding (for reference). 

CASTEP-computed 

Structure Name σiso (ppm) 

δiso 

(ppm)* 

ζδ  

(ppm) † 

ηCSA 

† 

δ11 

(ppm)* 

δ 22 

(ppm)* 

 δ 33 

(ppm)* 

Forsterite 384.83 -61.27 -27.03 0.61 -39.51 -56.00 -88.30 

Monticellite 390.52 -66.36 -28.56 0.20 -49.22 -54.93 -94.92 

Andalusite 404.80 -79.12 16.41 0.87 -62.71 -80.18 -94.46 

Kyanite 408.50 -82.42 -7.95 0.94 -74.71 -82.18 -90.38 

Akermanite 397.35 -72.46 49.80 0.96 -22.66 -73.45 -121.27 

Lawsonite 406.34 -80.49 28.39 0.81 -52.10 -83.19 -106.18 

Enstatite 404.92 -79.22 -48.66 0.69 -38.11 -71.68 -127.88 

Diopside 410.47 -84.18 -59.02 0.67 -34.90 -74.44 -143.20 
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Wollastonite 415.27 -88.47 -64.78 0.55 -38.27 -73.90 -153.25 

Strontium silicate 412.22 -85.75 -85.41 0.45 -23.82 -62.25 -171.16 

Barium silicate 405.09 -79.38 -61.08 0.43 -35.71 -61.97 -140.45 

Sillimanite 414.34 -87.64 -19.38 0.13 -76.69 -79.21 -107.02 

Tremolite 418.96 -91.77 -17.29 0.28 -80.71 -85.55 -109.06 

Tremolite 413.90 -87.25 -51.51 0.75 -42.18 -80.81 -138.76 

Spodumene 418.02 -90.93 -34.02 0.47 -65.93 -81.91 -124.95 

Lithium disilicate 417.49 -90.46 -58.29 0.17 -56.36 -66.27 -148.74 

Sodium disilicate 420.38 -93.04 -61.73 0.09 -59.40 -64.95 -154.77 

α-Quartz 432.78 -104.12 2.62 0.78 -101.50 -104.40 -106.45 

silica zeolite ITQ4  440.90 -111.37 -12.91 0.82 -99.62 -110.21 -124.29 

silica zeolite ITQ4  443.21 -113.44 -13.37 0.67 -102.28 -111.23 -126.81 

silica zeolite ITQ4  439.17 -109.83 -11.37 0.87 -99.20 -109.09 -121.19 

silica zeolite ITQ4  437.00 -107.89 9.86 0.36 -98.03 -111.04 -114.59 

β-Ca2SiO4 400.13 -74.94 -13.40 0.91 -62.15 -74.34 -88.35 

γ-Ca2SiO4 400.15 -74.96 -23.88 0.74 -54.19 -71.86 -98.85 

Ca3SiO4Cl2 400.98 -75.70 -12.55 0.51 -66.22 -72.63 -88.26 

dicalcium silicate hydrate 396.71 -71.89 46.27 0.14 -25.62 -91.79 -98.26 

rankinite 401.47 -76.14 47.91 0.51 -28.24 -87.88 -112.31 

rankinite 402.57 -77.12 37.12 0.34 -40.00 -89.37 -102.00 

cuspidine 405.91 -80.11 51.17 0.24 -28.93 -99.55 -111.84 

wollastonite 415.27 -88.47 -64.78 0.55 -38.27 -73.90 -153.25 

wollastonite 417.40 -90.38 -54.02 0.59 -47.43 -79.30 -144.39 

wollastonite 417.81 -90.74 -46.88 0.70 -50.89 -83.71 -137.63 

pseudowollastonite 410.97 -84.63 -83.97 0.44 -24.17 -61.12 -168.60 

scawtite 413.13 -86.56 -39.97 0.60 -54.59 -78.56 -126.53 

scawtite 413.16 -86.59 -57.83 0.64 -39.17 -76.18 -144.42 

xonotlite 409.46 -83.28 -27.87 0.65 -60.29 -78.40 -111.15 

xonotlite 411.90 -85.46 -32.71 0.86 -55.04 -83.17 -118.17 

xonotlite 427.61 -99.50 -31.02 0.44 -77.17 -90.81 -130.51 

Na2SiO3 400.85 -75.59 -73.61 0.49 -20.75 -56.81 -149.19 

kyanite 408.48 -82.40 -7.99 0.58 -76.09 -80.72 -90.40 

kyanite 409.35 -83.18 -7.40 0.97 -75.89 -83.07 -90.59 

Forsterite 384.83 -61.27 -27.03 0.61 -39.51 -56.00 -88.30 

* The CASTEP δiso, δ11, δ22 and δ33 values were obtained using the linear regression referencing method, discussed 

in Chapter 3.  
† ζδ (ppm) and ηCSA values were calculated from δ11, δ22 and δ33 (converted to δXX, δYY and δZZ) to match Haeberlen 

convention expressions (for reference).  
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Table S3. VASP computed chemical shift tensor parameters: isotropic chemical shielding tensor, algebraic 

expressions, and isotropic chemical shift.  

VASP-computed 

Structure Name σiso (ppm) δiso (ppm)* ζδ (ppm) †    ηCSA †     

δ11 

(ppm)* 

 δ 22 

(ppm)* 

δ 33 

(ppm)* 

Forsterite 457.29 -61.35 -22.63 0.64 -42.80 -57.28 -83.98 

Monticellite 450.84 -66.94 -25.59 0.21 -51.45 -56.82 -92.53 

Andalusite 437.71 -78.30 15.89 0.87 -62.41 -79.33 -93.15 

Kyanite 434.00 -81.51 7.03 0.98 -74.47 -81.58 -88.47 

Akermanite 442.98 -73.74 44.03 0.92 -29.70 -75.50 -116.01 

Lawsonite 436.21 -79.60 23.98 0.77 -55.62 -82.35 -100.82 

Enstatite 434.07 -81.45 -43.23 0.66 -45.56 -74.10 -124.68 

Diopside 431.47 -83.70 -52.44 0.69 -39.39 -75.57 -136.14 

Wollastonite 427.46 -87.17 -58.29 0.56 -41.70 -74.34 -145.46 

Strontium silicate 430.32 -84.69 -74.53 0.45 -30.66 -64.20 -159.22 

Barium silicate 436.54 -79.31 -54.13 0.43 -40.61 -63.88 -133.44 

Sillimanite 428.98 -85.85 -14.87 0.16 -77.23 -79.61 -100.72 

Tremolite 423.90 -90.25 -15.18 0.28 -80.53 -84.78 -105.43 

Tremolite 428.79 -86.02 -46.61 0.73 -45.70 -79.72 -132.62 

Spodumene 424.40 -89.82 -31.23 0.46 -67.02 -81.38 -121.05 

Lithium disilicate 423.65 -90.47 -52.10 0.15 -60.51 -68.32 -142.56 

Sodium disilicate 419.24 -94.28 -55.69 0.07 -64.49 -68.39 -149.97 

α-Quartz 406.23 -105.54 -3.06 0.96 -102.54 -105.48 -108.60 

silica zeolite ITQ4 398.88 -111.90 -12.87 0.81 -100.25 -110.68 -124.77 

silica zeolite ITQ4 396.46 -114.00 -13.71 0.65 -102.69 -111.60 -127.70 

silica zeolite ITQ4 400.93 -110.13 -11.64 0.89 -99.13 -109.49 -121.76 
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silica zeolite ITQ4 403.25 -108.12 10.06 0.42 -98.06 -111.04 -115.26 

β-Ca2SiO4 441.43 -75.08 -12.04 0.86 -63.88 -74.23 -87.12 

γ-Ca2SiO4 440.15 -76.19 -21.38 0.76 -57.37 -73.62 -97.57 

Ca3SiO4Cl2 440.82 -75.61 -11.75 0.44 -67.14 -72.31 -87.36 

dicalcium silicate 

hydrate 445.05 -71.95 40.76 0.15 -31.19 -89.27 -95.38 

rankinite 440.31 -76.05 43.19 0.46 -32.86 -87.71 -107.57 

rankinite 438.58 -77.55 33.04 0.30 -44.51 -89.11 -99.02 

cuspidine 435.28 -80.40 46.50 0.24 -33.90 -98.07 -109.23 

wollastonite 427.33 -87.28 -58.64 0.56 -41.54 -74.38 -145.92 

wollastonite 425.30 -89.04 -48.09 0.59 -50.81 -79.18 -137.13 

wollastonite 424.86 -89.42 -42.14 0.69 -53.81 -82.89 -131.56 

pseudowollastonite 431.17 -83.96 -76.32 0.45 -28.62 -62.97 -160.28 

scawtite 428.97 -85.86 -35.74 0.58 -57.62 -78.35 -121.60 

scawtite 429.06 -85.79 -52.32 0.63 -43.14 -76.10 -138.11 

xonotlite 426.49 -88.01 -27.05 0.67 -65.42 -83.54 -115.06 

xonotlite 425.92 -88.50 -28.22 0.62 -65.64 -83.14 -116.72 

xonotlite 412.91 -99.76 -29.12 0.13 -83.30 -87.09 -128.88 

Na2SiO3 438.61 -77.52 -66.55 0.50 -27.60 -60.88 -144.07 

kyanite 434.84 -80.78 -7.39 0.67 -74.61 -79.56 -88.17 

kyanite 433.99 -81.52 7.03 0.97 -74.48 -81.62 -88.44 

Forsterite 457.30 -61.35 -22.62 0.64 -42.79 -57.27 -83.97 

* The VASP δiso, δ11, δ22 and δ33 values were obtained using the linear regression referencing method, discussed in 

Chapter 3. 

† ζδ (ppm) and ηCSA values were calculated from δ11, δ22 and δ33 (converted to δXX, δYY and δZZ) to match Haeberlen 

convention expressions (for reference).  
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Appendix B 
 

Benchmark Set:  27Al Experimental and DFT computed NMR quadrupolar parameters and 

isotropic chemical shift/shielding. 

Table B1. Experimentally reported 27Al NMR quadrupolar parameters and isotropic chemical shifts. 

Experimentally reported 27Al NMR parameters 

Chemical Formula Structure Name δiso(ppm) ηQ |CQ|(MHz) Reference 

AlPO4 Berlinite 44.5 0.367 4.088 187 

Al2Ge2O7 
Dialuminium 

digermanate 
36 0.4 8.8 188 

LaAlGe2O7 LaAlGe2O7 35 0.3 7.2 188 

AlCl3 Aluminum chloride 
 0.1 0.425 189 

Al2O3 α-Al2O3 
 0 2.38 190 

Al2SiO5 Andalusite 36 0.7 5.9 191 

Al2SiO5 Andalusite 12 0.12 15.5 191 

Ca3Al2O6 
Nonacalcium 

tris(dialuminate) 
79.5 0.32 8.69 192 

Ca3Al2O6 
Nonacalcium 

tris(dialuminate) 
78.25 0.54 9.3 192 

CaAlF5 Jakobssonite 
 0.1 10.2 193 

CaO (Al2O3)2 Grossite 75.5 0.88 6.25 194 

CaO (Al2O3)2 Grossite 69.5 0.82 9.55 194 

CaO Al2O3 Krotite 81.9 0.2 2.5 194 

CaO Al2O3 Krotite 83.8 0.75 2.6 194 

CaO Al2O3 Krotite 86.2 0.95 2.6 194 

CaO Al2O3 Krotite 82.7 0.53 3.32 194 

CaO Al2O3 Krotite 81.6 0.39 3.37 194 

CaO Al2O3 Krotite 81.2 0.47 4.3 194 

(CaO)12 (Al2O3)7 (CaO)12 (Al2O3)7 85.9 0.4 9.7 194 

(CaO)12 (Al2O3)7 (CaO)12 (Al2O3)7 80.2 0.7 3.8 194 

Al2SiO5 Sillimanite 64.5 0.532 6.77 195 

Al2SiO5 Sillimanite 4 0.462 8.93 195 

Na8Al6Si6O24Cl2 Sodalite 62.9 0.32 0.94 196 

Na3KAl4Si4O16 Nepheline 61   197 
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Na3KAl4Si4O16 Nepheline 63.5   197 

CaAl2(Al2Si2)O10(OH)2 Margarite 76  4.2 164 

CaAl2(Al2Si2)O10(OH)2 Margarite 11  6.3 164 

KAl2(AlSi3O10)(F,OH)2 Muscovite 72  2.1 164 

KAl2(AlSi3O10)(F,OH)2 Muscovite 5  2.2 164 

KAlSiO4 Kalsilite 61.7  1.93 172 

Al2SiO5 Kyanite 
 0.89 3.7 198 

Al2SiO5 Kyanite 
 0.27 10.04 198 

Al2SiO5 Kyanite 
 0.38 9.37 198 

Al2SiO5 Kyanite 
 0.59 6.53 198 

AlF3 α-aluminum fluoride 
 0 0.23 168 

AlF3 β-aluminum fluoride 
 0.8 0.8 168 

Al(OH)3 Bayerite 9.1 0.25 1.9 199 

Al(OH)3 Bayerite 13.1 0.8 1.4 199 

Al(OH)3 Gibbsite 12.5 0.45 4.6 200 

Al(OH)3 Gibbsite 10.5 0.75 2.1 200 

NaAlO2 β-NaAlO2 80.1 0.5 1.4 201 

AlTlO2 AlTlO2 69   201 

KAlO2 Potassium aluminate 76 0.7 1.1 201 

BaAl2O4 Barium dialuminate 78 0.4 2.4 201 

Al(OH)3 δ-Al(OH)3 9.1 0.72 2.76 200 

Al2Si4O11 
Pyrophyllite 

dehydroxylate 
29 0.6 10.5 202 

(Al2O3)9(B2O3)2 Boroaluminate 71 0.45 9 203 

(Al2O3)9(B2O3)2 Boroaluminate 52 0.06 6.773 203 

(Al2O3)9(B2O3)2 Boroaluminate 44 0.7 7.94 203 

(Al2O3)9(B2O3)2 Boroaluminate 8.6 0.4 5.967 203 

Na5Al3F14 Chiolite -3  6.5 167 

Na5Al3F14 Chiolite -1  8.2 167 

AlF3 β-aluminum fluoride -12.5  3.4 167 

Na3AlF6 Cryolite 1.4  2 167 

K2NaAlF6 Elpasolite 0.8  1.4 167 

KAlSi3O8 Microcline 
 0.21 3.22 178 

AlPO4 Berlinite 
 0.37 4.09 178 

ZnAl2O4 Gahnite 
 0 3.68 178 

MgAl2O4 Spinel 
 0 3.68 204 

BeAlSiO4(OH) Euclase 
 0.7 5.17 205 
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Al2SiO4F2 Topaz 
 0.38 1.67 206 

LiAl(SiO3)2 Spodumene 
 0.94 2.95 207 

Be3Al2(SiO3)6 Beryl 
 0 3.09 208 

Ca3Al2(SiO4)3 Grossular 
 0 3.61 204 

Ca2Al3Si3HO13 Zoisite 
 0.46 8.05 209 

Ca2Al3Si3HO13 Zoisite 
 0.16 18.5 209 

NaAlSi3O8 Albite 
 0.62 3.29 204 

Mg2Al4Si5O18 Cordierite 
 0.38 10.6 210 

Mg2Al4Si5O18 Cordierite 
 0.34 5.6 210 

Y3Al5O12 Y, Al-garnet 
 0 0.63 211 

Y3Al5O12 Y, Al-garnet 
 0 6.02 211 

BeAl2O4 Chrysoberyl 
 0.94 2.85 212 

BeAl2O4 Chrysoberyl 
 0.76 2.85 212 

Al4Si4O10(OH)8 Kaolinite 4   162 

Mg3Al2(SiO4)3 Pyrope 2.9 0.5 1 213 

Ca3Al2(SiO4)3 Grossular -3.35 0.2 3.7 213 

(CaO)12(Al2O3)7 (CaO)12(Al2O3)7 85 0.2 11 165 

(CaO)12(Al2O3)7 (CaO)12(Al2O3)7 79 0.9 3.7 165 

Al2SiO5 Andalusite 
 0.7 5.9 214 

Al2SiO5 Andalusite 
 0.08 15.6 214 

CaO (Al2O3)2 Calcium dialuminate 75.5 0.88 5.25 165 

CaO (Al2O3)2 Calcium dialuminate 69.5 0.82 9.55 165 

(CaO)(Al2O3) Krotite 81.9 0.85 2.7 165 

(CaO)4(Al2O3)3 
Tetracalcium 

trialuminate 
80.3 0.95 2.4 

165 

Al2O3 α-Al2O3 16 0 2.38 215 

LiAlO2 α-LiAlO2 17 0.05 2.8 216 

LiAlO2 γ-LiAlO2 82 0.7 3.2 216 

Al2SiO5 Sillimanite 63.9 0.51 6.74 217 

Al2SiO5 Sillimanite 4.7 0.49 8.83 217 

Al2SiO5 Andalusite 35.5 0.69 5.8 218 

Al2SiO5 Andalusite 13 0.08 15.3 218 

Al2SiO5 Kyanite 14.9 0.27 10.1 219 

Al2SiO5 Kyanite 4 0.85 3.6 219 

Al2SiO5 Kyanite 7.7 0.59 6.6 219 

Al2SiO5 Kyanite 11 0.38 9.2 219 

YAlO3 Yttrium aluminate 10.7   220 
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AlVO4 
Aluminium 

vanadate(V) 
-8.9 0.3 1.64 221 

AlVO4 
Aluminium 

vanadate(V) 
27.2 0.42 6.73 

221 

AlVO4 
Aluminium 

vanadate(V) 
-1.1 0.58 5.88 

221 

Al(OH)3 Gibbsite 8   162 

KAl3Si3(HO6)2 Moscovite 4   162 

KAl3Si3(HO6)2 Moscovite 72   162 

CaAl2(Al2Si2)O10(OH)2 Margarite 74   162 

CaAl2(Al2Si2)O10(OH)2 Margarite 2   162 

CaAl2(Al2Si2)O10(OH)2 Margarite -10   162 

 

Table B2a. VASP calculated 27Al NMR quadrupolar parameters, isotropic shielding and corresponding isotropic 

chemical shift. 

VASP computed 27Al NMR parameters 

Chemical Formula Structure Name 
σiso 

(ppm) 
δiso(ppm)* ηQ CQ(MHz) Reference 

AlPO4 Berlinite 245.30 35.35 0.33 4.05 187 

Al2Ge2O7 
Dialuminium 

digermanate 
245.71 35.82 0.42 -8.31 188 

LaAlGe2O7 LaAlGe2O7 245.95 36.10 0.16 -6.34 188 

AlCl3 Aluminum chloride 234.78 23.22 0.15 0.17 189 

Al2O3 α-Al2O3 229.71 17.38 0.00 2.07 190 

Al2SiO5 Andalusite 244.94 34.93 0.67 4.54 191 

Al2SiO5 Andalusite 223.33 10.02 0.17 14.93 191 

Ca3Al2O6 
Nonacalcium 

tris(dialuminate) 
281.89 77.53 0.44 -7.52 192 

Ca3Al2O6 
Nonacalcium 

tris(dialuminate) 
281.08 76.59 0.68 -8.06 192 

CaAlF5 Jakobssonite 205.69 -10.31 0.11 9.00 193 

CaO (Al2O3)2 Grossite 281.44 77.01 0.73 6.07 194 

CaO (Al2O3)2 Grossite 277.45 72.41 0.79 -8.52 194 

CaO Al2O3 Krotite 286.13 82.41 0.52 -1.59 194 

CaO Al2O3 Krotite 287.28 83.74 0.77 2.27 194 

CaO Al2O3 Krotite 287.52 84.02 0.79 -2.25 194 

CaO Al2O3 Krotite 284.92 81.02 0.51 -3.07 194 

CaO Al2O3 Krotite 286.37 82.70 0.38 -3.39 194 

CaO Al2O3 Krotite 287.76 84.29 0.40 3.80 194 
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(CaO)12 (Al2O3)7 (CaO)12 (Al2O3)7 280.81 76.28 0.63 -8.06 194 

(CaO)12 (Al2O3)7 (CaO)12 (Al2O3)7 280.73 76.19 0.37 -4.18 194 

Al2SiO5 Sillimanite 270.17 64.02 0.53 -6.09 195 

Al2SiO5 Sillimanite 218.19 4.10 0.62 -8.72 195 

Na8Al6Si6O24Cl2 Sodalite 268.44 62.03 0.00 -0.97 196 

Na3KAl4Si4O16 Nepheline 268.68 62.30 0.78 -1.45 197 

Na3KAl4Si4O16 Nepheline 263.59 56.43 0.00 0.81 197 

CaAl2(Al2Si2)O10(OH)2 Margarite 283.00 78.80 0.42 -5.57 164 

CaAl2(Al2Si2)O10(OH)2 Margarite 220.98 7.31 0.14 6.56 164 

KAl2(AlSi3O10)(F,OH)2 Muscovite 279.62 74.91 0.66 2.86 164 

KAl2(AlSi3O10)(F,OH)2 Muscovite 221.64 8.07 0.92 3.01 164 

KAlSiO4 Kalsilite 268.93 62.59 0.76 1.62 172 

Al2SiO5 Kyanite 217.50 3.30 0.97 3.79 198 

Al2SiO5 Kyanite 224.89 11.82 0.30 9.98 198 

Al2SiO5 Kyanite 224.11 10.92 0.32 -9.86 198 

Al2SiO5 Kyanite 220.52 6.79 0.46 -7.02 198 

AlF3 
α-aluminum 

fluoride 
195.36 -22.23 0.00 -0.15 168 

AlF3 
β-aluminum 

fluoride 
195.92 -21.57 0.19 -1.31 168 

Al(OH)3 Bayerite 229.41 17.03 0.34 -3.51 199 

Al(OH)3 Bayerite 229.27 16.87 0.86 1.75 199 

Al(OH)3 Gibbsite 228.34 15.79 0.36 -5.46 200 

Al(OH)3 Gibbsite 226.07 13.18 0.85 2.20 200 

NaAlO2 β-NaAlO2 285.28 81.43 0.61 0.80 201 

AlTlO2 AlTlO2 270.52 64.42 0.01 -0.01 201 

KAlO2 
Potassium 

aluminate 
280.37 75.77 0.85 -1.20 201 

BaAl2O4 Barium dialuminate 283.21 79.05 0.67 2.36 201 

Al(OH)3 δ-Al(OH)3 226.17 13.30 0.45 3.36 200 

Al2Si4O11 
Pyrophyllite 

dehydroxylate 
241.91 31.44 0.64 -11.40 202 

(Al2O3)9(B2O3)2 Boroaluminate 278.65 73.79 0.41 8.72 203 

(Al2O3)9(B2O3)2 Boroaluminate 261.46 53.98 0.04 6.67 203 

(Al2O3)9(B2O3)2 Boroaluminate 253.22 44.48 0.71 6.98 203 

(Al2O3)9(B2O3)2 Boroaluminate 221.78 8.24 0.40 -5.72 203 

Na5Al3F14 Chiolite 210.41 -4.87 0.17 6.31 167 

Na5Al3F14 Chiolite 207.96 -7.69 0.00 -5.09 167 

AlF3 
β-aluminum 

fluoride 
195.92 -21.57 0.19 -1.31 167 

Na3AlF6 Cryolite 214.09 -0.63 0.77 -0.89 167 

K2NaAlF6 Elpasolite 214.54 -0.11 N/A 0.00 167 
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KAlSi3O8 Microcline 263.90 56.79 0.44 -3.15 178 

AlPO4 Berlinite 244.29 34.19 0.40 4.08 178 

ZnAl2O4 Gahnite 232.65 20.76 0.00 -3.93 178 

MgAl2O4 Spinel 228.73 16.25 0.00 -3.70 204 

BeAlSiO4(OH) Euclase 219.71 5.85 0.72 5.28 205 

Al2SiO4F2 Topaz 215.42 0.91 0.84 -1.66 206 

LiAl(SiO3)2 Spodumene 216.24 1.84 0.71 -2.33 207 

Be3Al2(SiO3)6 Beryl 212.72 -2.21 0.00 2.88 208 

Ca3Al2(SiO4)3 Grossular 210.42 -4.86 0.00 2.75 204 

Ca2Al3Si3HO13 Zoisite 223.21 9.89 0.34 -7.65 209 

Ca2Al3Si3HO13 Zoisite 222.24 8.77 0.15 -17.41 209 

NaAlSi3O8 Albite 268.33 61.90 0.50 -3.29 204 

Mg2Al4Si5O18 Cordierite 274.28 68.75 0.43 9.64 210 

Mg2Al4Si5O18 Cordierite 256.75 48.55 0.42 -5.72 210 

Y3Al5O12 Y, Al-garnet 209.51 -5.91 0.00 0.72 211 

Y3Al5O12 Y, Al-garnet 280.15 75.53 0.00 6.12 211 

BeAl2O4 Chrysoberyl 223.80 10.56 0.92 -2.56 212 

BeAl2O4 Chrysoberyl 232.07 20.10 0.91 -3.37 212 

Al4Si4O10(OH)8 Kaolinite 221.01 7.35 0.69 -3.52 162 

Mg3Al2(SiO4)3 Pyrope 215.74 1.27 0.00 0.71 213 

Ca3Al2(SiO4)3 Grossular 210.42 -4.86 0.00 2.75 213 

(CaO)12(Al2O3)7 (CaO)12(Al2O3)7 279.76 75.08 0.17 -10.35 165 

(CaO)12(Al2O3)7 (CaO)12(Al2O3)7 280.52 75.95 0.37 -4.38 165 

Al2SiO5 Andalusite 244.94 34.93 0.67 4.54 214 

Al2SiO5 Andalusite 223.33 10.02 0.17 14.93 214 

CaO (Al2O3)2 
Calcium 

dialuminate 
281.56 77.15 0.87 5.75 165 

CaO (Al2O3)2 
Calcium 

dialuminate 
277.10 72.00 0.82 -8.72 165 

(CaO)(Al2O3) Krotite 287.35 83.83 0.77 2.27 165 

(CaO)4(Al2O3)3 
Tetracalcium 

trialuminate 
295.41 93.11 0.00 4.41 165 

Al2O3 α-Al2O3 229.71 17.38 0.00 2.07 215 

LiAlO2 α-LiAlO2 232.78 20.91 0.00 2.77 216 

LiAlO2 γ-LiAlO2 287.72 84.25 0.72 3.33 216 

Al2SiO5 Sillimanite 270.17 64.02 0.53 -6.09 217 

Al2SiO5 Sillimanite 218.19 4.10 0.62 -8.72 217 

Al2SiO5 Andalusite 244.94 34.93 0.67 4.54 218 

Al2SiO5 Andalusite 223.33 10.02 0.17 14.93 218 

Al2SiO5 Kyanite 224.89 11.82 0.30 9.98 219 

Al2SiO5 Kyanite 217.50 3.30 0.97 3.79 219 

Al2SiO5 Kyanite 220.52 6.79 0.46 -7.02 219 
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Al2SiO5 Kyanite 224.11 10.92 0.32 -9.86 219 

YAlO3 Yttrium aluminate 220.07 6.27 0.93 1.66 220 

AlVO4 
Aluminium 

vanadate(V) 
199.59 -17.34 0.61 1.02 221 

AlVO4 
Aluminium 

vanadate(V) 
232.43 20.51 0.70 6.39 221 

AlVO4 
Aluminium 

vanadate(V) 
205.32 -10.74 0.46 -4.70 221 

Al(OH)3 Gibbsite 226.07 13.18 0.85 2.20 162 

KAl3Si3(HO6)2 Moscovite 221.82 8.28 0.96 2.99 162 

KAl3Si3(HO6)2 Moscovite 279.73 75.04 0.58 2.87 162 

CaAl2(Al2Si2)O10(OH)2 Margarite 283.00 78.80 0.42 -5.57 162 

CaAl2(Al2Si2)O10(OH)2 Margarite 223.19 9.86 0.11 -7.17 162 

CaAl2(Al2Si2)O10(OH)2 Margarite 220.98 7.31 0.14 6.56 162 

* The VASP δiso values were obtained using the linear regression referencing method, more details about this 

method could be found in Ref. 100.  

 

Table B2b. CASTEP calculated 27Al quadrupolar parameters, isotropic shielding and corresponding isotropic 

chemical shift. 

CASTEP computed 27Al NMR parameters 

Chemical Formula Structure Name 
σiso 

(ppm) 
δiso(ppm)* ηQ CQ(MHz) Reference 

AlPO4 Berlinite 509.59 45.97 0.44 3.94 187 

Al2Ge2O7 
Dialuminium 

digermanate 
521.63 32.65 0.45 -8.67 188 

LaAlGe2O7 LaAlGe2O7 516.15 38.71 0.15 -7.09 188 

AlCl3 Aluminum chloride 538.54 13.94 0.16 0.27 189 

Al2O3 α-Al2O3 539.94 12.39 0.00 2.22 190 

Al2SiO5 Andalusite 523.46 30.62 0.64 4.82 191 

Al2SiO5 Andalusite 547.04 4.54 0.17 15.58 191 

Ca3Al2O6 
Nonacalcium 

tris(dialuminate) 
482.02 76.48 0.48 -7.62 192 

Ca3Al2O6 
Nonacalcium 

tris(dialuminate) 
482.40 76.06 0.80 -8.28 192 

CaAlF5 Jakobssonite 558.00 -7.59 0.10 9.34 193 

CaO (Al2O3)2 Grossite 479.39 79.39 0.74 6.53 194 

CaO (Al2O3)2 Grossite 483.80 74.51 0.82 -8.95 194 

CaO Al2O3 Krotite 478.06 80.86 0.52 -1.70 194 

CaO Al2O3 Krotite 476.87 82.17 0.76 2.40 194 

CaO Al2O3 Krotite 476.66 82.41 0.76 -2.41 194 
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CaO Al2O3 Krotite 479.43 79.34 0.50 -3.28 194 

CaO Al2O3 Krotite 477.82 81.12 0.36 -3.67 194 

CaO Al2O3 Krotite 476.35 82.75 0.39 3.93 194 

(CaO)12 (Al2O3)7 (CaO)12 (Al2O3)7 478.76 80.08 0.65 -8.72 194 

(CaO)12 (Al2O3)7 (CaO)12 (Al2O3)7 478.57 80.29 0.35 -5.09 194 

Al2SiO5 Sillimanite 490.57 67.02 0.58 -6.35 195 

Al2SiO5 Sillimanite 547.17 4.39 0.48 -8.56 195 

Na8Al6Si6O24Cl2 Sodalite 494.53 62.63 0.00 -0.92 196 

Na3KAl4Si4O16 Nepheline 495.30 61.78 0.86 -1.51 197 

Na3KAl4Si4O16 Nepheline 501.36 55.08 0.00 0.76 197 

CaAl2(Al2Si2)O10(OH)2 Margarite 478.08 80.84 0.46 -6.07 164 

CaAl2(Al2Si2)O10(OH)2 Margarite 542.93 9.08 0.14 6.60 164 

KAl2(AlSi3O10)(F,OH)2 Muscovite 485.01 73.17 0.59 3.02 164 

KAl2(AlSi3O10)(F,OH)2 Muscovite 546.39 5.25 0.86 3.12 164 

KAlSiO4 Kalsilite 495.67 61.37 0.73 1.68 172 

Al2SiO5 Kyanite 548.35 3.09 0.93 4.03 198 

Al2SiO5 Kyanite 540.84 11.40 0.33 10.30 198 

Al2SiO5 Kyanite 541.65 10.50 0.33 -9.70 198 

Al2SiO5 Kyanite 545.57 6.16 0.44 -6.78 198 

AlF3 
α-aluminum 

fluoride 
566.78 -17.31 0.00 -0.15 168 

AlF3 
β-aluminum 

fluoride 
565.32 -15.69 0.19 -1.34 168 

Al(OH)3 Bayerite 539.67 12.69 0.32 -3.80 199 

Al(OH)3 Bayerite 539.67 12.69 0.83 1.73 199 

Al(OH)3 Gibbsite 540.15 12.16 0.36 -5.68 200 

Al(OH)3 Gibbsite 542.51 9.55 0.63 2.34 200 

NaAlO2 β-NaAlO2 477.57 81.40 0.65 0.83 201 

AlTlO2 AlTlO2 493.89 63.34 N/A 0.00 201 

KAlO2 
Potassium 

aluminate 
483.43 74.92 0.87 -1.25 

201 

BaAl2O4 Barium dialuminate 481.00 77.60 0.67 2.47 201 

Al(OH)3 δ-Al(OH)3 539.72 12.63 0.40 3.20 200 

Al2Si4O11 
Pyrophyllite 

dehydroxylate 
518.61 35.99 0.59 -11.88 202 

(Al2O3)9(B2O3)2 Boroaluminate 481.12 77.47 0.42 9.64 203 

(Al2O3)9(B2O3)2 Boroaluminate 500.35 56.19 0.03 7.22 203 

(Al2O3)9(B2O3)2 Boroaluminate 510.08 45.43 0.82 6.75 203 

(Al2O3)9(B2O3)2 Boroaluminate 542.46 9.60 0.31 -5.68 203 

Na5Al3F14 Chiolite 552.98 -2.04 0.17 6.60 167 

Na5Al3F14 Chiolite 555.56 -4.89 0.00 -5.35 167 
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AlF3 
β-aluminum 

fluoride 
565.32 -15.69 0.19 -1.33 

167 

Na3AlF6 Cryolite 543.75 8.18 0.89 -0.92 167 

K2NaAlF6 Elpasolite 544.45 7.40 N/A 0.00 167 

KAlSi3O8 Microcline 501.15 55.31 0.48 -3.26 178 

AlPO4 Berlinite 520.83 33.53 0.39 4.18 178 

ZnAl2O4 Gahnite 536.51 16.19 0.00 -4.18 178 

MgAl2O4 Spinel 540.11 12.20 0.00 -3.94 204 

BeAlSiO4(OH) Euclase 549.23 2.11 0.86 5.12 205 

Al2SiO4F2 Topaz 552.92 -1.97 0.98 -1.67 206 

LiAl(SiO3)2 Spodumene 553.08 -2.15 0.72 -2.52 207 

Be3Al2(SiO3)6 Beryl 555.54 -4.87 0.00 3.06 208 

Ca3Al2(SiO4)3 Grossular 555.80 -5.16 0.00 2.83 204 

Ca2Al3Si3HO13 Zoisite 545.36 6.39 0.31 -8.18 209 

Ca2Al3Si3HO13 Zoisite 546.57 5.06 0.15 -18.29 209 

NaAlSi3O8 Albite 492.07 65.36 0.63 -3.38 204 

Mg2Al4Si5O18 Cordierite 489.83 67.83 0.45 10.22 210 

Mg2Al4Si5O18 Cordierite 508.08 47.64 0.42 -6.05 210 

Y3Al5O12 Y, Al-garnet 552.62 -1.64 0.00 0.76 211 

Y3Al5O12 Y, Al-garnet 482.18 76.30 0.00 6.65 211 

BeAl2O4 Chrysoberyl 545.04 6.75 0.90 -2.73 212 

BeAl2O4 Chrysoberyl 536.26 16.46 0.88 -3.70 212 

Al4Si4O10(OH)8 Kaolinite 546.43 5.21 0.83 -3.93 162 

Mg3Al2(SiO4)3 Pyrope 553.39 -2.49 0.00 0.70 213 

Ca3Al2(SiO4)3 Grossular 558.78 -8.45 0.00 2.81 213 

(CaO)12(Al2O3)7 (CaO)12(Al2O3)7 484.65 73.57 0.20 -11.26 165 

(CaO)12(Al2O3)7 (CaO)12(Al2O3)7 482.27 76.20 0.40 -4.44 165 

Al2SiO5 Andalusite 523.46 30.62 0.64 4.82 214 

Al2SiO5 Andalusite 547.04 4.54 0.17 15.58 214 

CaO (Al2O3)2 
Calcium 

dialuminate 
480.95 77.66 0.90 6.04 165 

CaO (Al2O3)2 
Calcium 

dialuminate 
486.46 71.56 0.83 -9.48 

165 

(CaO)(Al2O3) Krotite 476.87 82.17 0.76 2.40 165 

(CaO)4(Al2O3)3 
Tetracalcium 

trialuminate 
471.42 88.20 0.00 5.95 

165 

Al2O3 α-Al2O3 536.66 16.02 0.00 2.28 215 

LiAlO2 α-LiAlO2 532.73 20.37 0.00 3.01 216 

LiAlO2 γ-LiAlO2 471.25 88.39 0.70 3.74 216 

Al2SiO5 Sillimanite 490.57 67.02 0.58 -6.35 217 

Al2SiO5 Sillimanite 547.17 4.39 0.48 -8.56 217 

Al2SiO5 Andalusite 523.46 30.62 0.64 4.82 218 
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Al2SiO5 Andalusite 547.04 4.54 0.17 15.58 218 

Al2SiO5 Kyanite 540.84 11.40 0.33 10.30 219 

Al2SiO5 Kyanite 548.35 3.09 0.93 4.03 219 

Al2SiO5 Kyanite 545.57 6.16 0.44 -6.78 219 

Al2SiO5 Kyanite 541.65 10.50 0.33 -9.70 219 

YAlO3 Yttrium aluminate 543.42 8.54 0.99 1.81 220 

AlVO4 
Aluminium 

vanadate(V) 
566.88 -17.42 0.49 1.50 221 

AlVO4 
Aluminium 

vanadate(V) 
532.88 20.20 0.69 6.83 

221 

AlVO4 
Aluminium 

vanadate(V) 
560.84 -10.73 0.35 -4.65 

221 

Al(OH)3 Gibbsite 542.51 9.55 0.63 2.34 162 

KAl3Si3(HO6)2 Moscovite 546.39 5.25 0.86 3.12 162 

KAl3Si3(HO6)2 Moscovite 485.01 73.17 0.59 3.02 162 

CaAl2(Al2Si2)O10(OH)2 Margarite 478.08 80.84 0.46 -6.07 162 

CaAl2(Al2Si2)O10(OH)2 Margarite 540.39 11.89 0.13 -7.74 162 

CaAl2(Al2Si2)O10(OH)2 Margarite 542.93 9.08 0.14 6.60 162 

* The CASTEP δiso values were obtained using the linear regression referencing method, more details about this 

method could be found in Ref. 100.  
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