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ABSTRACT OF THE DISSERTATION 

System shock: Using -omics data to characterize biological remodeling in the microbiome, 

resistome, and transcriptome of bacteria 

by 

Winston Anthony 

Doctor of Philosophy in Biology and Biomedical Sciences 

Molecular and Cellular Biology 

Washington University in St. Louis, 2022 

Professor Juliane Bubeck-Wardenburg, Chair 

 

 The human experience is indelibly linked to microbial life. So much so, that the holobiont 

theory has been coined to define the assemblage of host and microbe as a discrete ecological 

unit. Perturbation of the commensal microbiome can create niche space for pathogens, which 

through the concomitant rise of antimicrobial resistance represent an ever-evolving danger. In 

Chapter 2 of this dissertation, I describe the results of an interventional study designed to directly 

perturb the healthy gut microbiome and observe the dynamics of taxonomic composition and 

functional recovery. I observe significant decreases after 5 days of antibiotic treatment in the 

gold standard metrics used to measure bacterial viability, yet see these same metrics recover to 

pre-treatment baseline levels within a few weeks. Recovery of species richness does not come 

without consequences, however, and results in significant functional enrichment of resistance in 

healthy volunteer microbiomes in three out of four treatment groups. An increase in 

compositional dissimilarity for taxonomic and resistome composition up to the end of the 6-

month study window further confirms the entrenchment of a novel microbiome structure post-
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treatment. By looking past standard metrics of microbiome health and diversity, I observe both 

acute and long-term changes to the taxonomic assembly of commensal bacteria, the resulting 

consequences on the resistome of healthy volunteers, and identify individuals at greater risk of 

microbiome dysbiosis after treatment.  

Beyond the bacteria residing on and within us are a slew of fascinating organisms which 

humanity coopts for another reason: bioproduction of chemicals essential for a functioning 

society. Escherichia coli is an excellent chassis for bioproduction of organic compounds due to 

its fast growth, genetic tractability, and well-understood metabolism. In chapter 3, four E. coli 

MG1655 (E.coli) strains are synthetically engineered to produce altered fatty acid (FA) 

compositions via the overexpression of novel biosynthesis pathways, resulting in new membrane 

phospholipid compositions. Two of which are not natively produced by WT E. coli. I observe 

that increased production of cyclopropane FA (CFA) and novel production of internally 

branched-chain FA (IBFA) results in largely similar growth rates and cell densities as WT. 

Production of double unsaturated FA (DUFA) results in reduced growth and metabolic output in 

multiple environmental conditions, as well as a highly perturbed transcriptomic state likely 

related to an increased need for maintaining iron homeostasis. Overall, I find the E. coli chassis 

tolerates altered or even novel phospholipid compositions while maintaining WT-like growth. 

On the opposite side of the spectrum, Rhodococcus opacus PD630 (R. opacus) is less 

genetically tractable, but it’s oleaginous nature and incredible metabolic potential have led to 

efforts to optimize R. opacus for degradation of recalcitrant carbon sources. Lignin is an 

underutilized resource produced from plant matter which R. opacus can degrade into the fuel 

precursor molecule triacylglyceride (TAG). Unfortunately, R. opacus only stores carbon as 

TAGs during nutrient shortage, which limits overall growth and production. In chapter 4 of this 
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dissertation, we overexpress autologous transcription factors identified using a top-down 

transcriptome screen and demonstrate increased TAG production when grown in phenol, an 

aromatic compound commonly found in lignin breakdown products (LBPs). This is directly tied 

to increased expression of the aromatic catabolism genes of the β-ketoadipate pathway, and 

expression of the phenylacetic acid (paa) pathway repressor PaaX. Using genetic deletion 

experiments, we demonstrate the existence of a complex functional regulation mechanism for 

increased TAG production which requires the expression of the feaR activator of the 

phenylethylamine pathway in the +paaX background. 

Finally, in chapter 5 we use R. opacus strains previously adapted to increasingly diverse 

mixtures of LBPs (MLBPS) to identify adaptive mechanisms for increased tolerance to aromatic 

compounds. Adapted strains exhibit increased growth rate in MLBPs, and significantly higher 

utilization of vanillic acid after adaptation. At high concentrations non-permissive to WT growth 

however, adapted strains exhibit catabolic repression, preferentially utilizing 4-hydroxybenzoate 

before other carbon sources. Compared to WT grown in a low concentration of MLBPs, adapted 

strains exhibit little shared differential expression or differential expression of the aromatic 

degradation clusters and catabolic pathways required for MLBP utilization. It is at high 

concentrations non-permissive to WT growth, when the effects of adaptation are strongest, that 

R. opacus exhibits divergent DE in the β-ketoadipate pathway. This led to the identification of a 

putative operon of 8 genes which are similarly divergently DE in all strains, and contain genes 

likely involved in aromatic catabolism and lipid biosynthesis. Through each chapter of the 

dissertation, I study the effect of perturbation on microbial systems at the community and 

cellular level, identifying in each case the emergent properties and mechanisms used for system 
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resilience, and how this results in recovery, increased bioproduction, and tolerance. 
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Chapter 1: 

Introduction 

1.1 Defining the healthy gut, its role as a reservoir of 

antibiotic resistance, and the effect of dysbiosis  

1.1.1 Abstract 

The health of the human gut microbiome is often defined in its absence, through the 

observation of microbiome dysbiosis during illness or other perturbation. This is because the 

healthy microbiome can exhibit a range of taxonomic and functional compositions while 

remaining “healthy”. One important functional output of the microbiome is antimicrobial 

resistance (AR), which is intrinsic to some degree in many of the commensal organisms that 

inhabit the human gut microbiome. Unfortunately, there is a sizeable body of work identifying 

the healthy gut microbiome as a reservoir for AR. While there is little danger from AR 

commensal bacteria, colonization of the microbiome by pathogens during dysbiosis can lead to 

horizontal transmission and spread of AR, using humans as vectors. Here we define the 

characteristics of a healthy microbiome and describe the β-lactam and plasmid-mediated 

quinolone AR reservoir found within the healthy gut. From there, I discuss the concept of gut 

microbiome dysbiosis and its implications for antimicrobial exposure, and colonization of 

Clostridiodes difficile and multidrug resistant Enterococcus. Finally, I summarize the current 
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techniques for identifying dysbiosis and AR within the gut microbiome and introduce future 

directions for microbiome research. 

1.1.2 Introduction 

The definition of the healthy microbiome is, necessarily, quite vague. This is primarily 

because there are so many caveats involved when attempting to boil down the vast range of 

microbial compositions seen in the gut microbiome of humans. Is a healthy microbiome one 

without pathogenic bacteria such as Multidrug resistant Enterococcus (MDRE) or Clostridiodes 

difficile, each known to cause infection and death(1, 2)? The answer to this question becomes 

increasingly muddy when gut microbiomes can exhibit asymptomatic carriage of C. difficile(3-

5), and considering recent research identifying strains of other known pathobionts such as H. 

Pylori as being protective against esophageal adenocarcinoma(6). Moreover, the “average” 

composition of the microbiome differs greatly due to changes in environment(7, 8) and diet(9, 

10). All of this combines to make interpreting the effects of antimicrobials on the gut 

microbiome a challenge; any proposed model has the herculean task of integrating specific, 

testable mechanistic rules alongside broad, repeatedly observable effects on composition and 

diversity. 

Antimicrobials have transformed the practice of medicine, but from the moment of their 

discovery, their effectiveness has been compromised by the emergence of antimicrobial 

resistance (AR)(11). AR can be encoded for on antibiotic resistance genes (ARG), or antibiotic 

target mutations. These mutations may be intrinsic; either disseminated through microbial 

communities via vertical inheritance, or horizontally via mobile genetic elements (MGE) and 

extrachromosomal plasmids. Historically, AR was predominately described in pathogens isolated 

from people with clinically significant infection. It is now known that AR can reside in 
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organisms isolated from the microbiomes of asymptomatic people, and can later contribute to 

infection when specific conditions create a permissive niche for the organism to contribute to 

disease (12).  

The gut is a prime reservoir for AR organisms(13). When healthy, the gut microbiome is 

a stable, diverse community which provides important benefits to the host such as nutrient 

acquisition and protection from pathogens(14). Antibiotics can perturb this ecosystem by 

changing its taxonomic and functional composition, creating opportunities for pathogen 

colonization (15). This “dysbiosis” can allow for AR colonization, increased ARG burden, and 

enable subsequent AR pathogen invasion into the blood stream, urinary tract, and other organ 

systems(16). Thus, it is becoming increasingly important to understand how dysbiosis can drive 

AR in the gut microbiome, and how to prevent or reverse dysbiosis.  

Here I first define the universal characteristics of a healthy gut microbiome, discussing 

both the stability as well as the compositional heterogeneity of the microbial community. From 

there, the reservoir of β-lactam and plasmid-mediated quinolone resistance in the healthy human 

gut is presented. The concept of microbiome dysbiosis is examined and I discuss how disruption 

leads to eventual colonization by the pathogenic organisms Closteridiodes difficile and multidrug 

resistant Enterococcus. Finally, the standard methods and technologies for detecting and 

characterizing antimicrobial resistance genes within the gut microbiome are described, along 

with the potential for future microbiome-directed methods to detect and prevent infection. 

1.1.3  Towards a definition of the healthy gut microbiome 

The healthy gut microbiome is a complex, diverse community which is resistant to 

colonization and proliferation by pathogens(17). When in equilibrium, each taxa effects, and is 
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affected by, the environment and other taxa round them, promoting a stable ecosystem(18). 

These interactions between microbial taxa and the environment (I include the host as an aspect of 

the environment), can take many forms: interspecific interactions such as cooperation(19), 

competition for resources(20, 21), or predation(22) and abiotic interactions between taxa and the 

local environment(23). A “healthy” microbiome is thus the emergent property which results from 

the total sum of these interactions; as such the gut microbiome becomes a continually 

propagating ecosystem within the host, from which the host can benefit(20)(see (14) for the 

related concept of the microbiome as ball rolling on a stability landscape).  

One level of abstraction beyond niche organization lies the enterotype(24, 25). As the 

large-scale analysis of the microbiome became cost-effective(26), the concept of the enterotype 

was an ad hoc attempt to reconcile a universal definition of a healthy microbiome with the broad 

scale of variation observed in taxonomic composition(24). Arumugam et al. 2011 analyzed the 

composition of microbiome samples across different populations and identified three distinct 

population structures identified by the most prevalent bacterial genera: 1, Bacteriodes, 2, 

Prevotella, and 3. Rhuminococcus(24). Though there is considerable compositional variation 

empirically even when categorizing microbiomes by enterotype, these keystone species further 

refine the definition of a healthy gut microbiome. Repeated analyses not only confirm their 

validity, but also their stability(27, 28). 

Within this characterization of the healthy gut microbiome as a stable unit of ecology 

there is a considerable amount of temporal flux, as the gut microbiome is constantly adjusting to 

external input or stimuli(23). Unlike a closed environment(29), the gut microbiome is exposed to 

repeated pulses of nutrients and chemicals via digestion of host-consumed food. Compositional 

difference in the microbiome has been observed due to age(30, 31), time(23, 32) and diet(28). 
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While the effect of this is quantifiable and can significantly alter the metabolic output of the 

system, the healthy gut microbiome exhibits resilience and is able to minimize the effect of small 

perturbations to its composition (33). These alterations pale in comparison to the effects of more 

harmful stimulus such as antimicrobial induced dysbiosis(28, 34, 35). 

1.1.4 The gut as a reservoir of AR 

Gut commensal organisms have been previously thought to be innocuous. Breakthroughs 

in sequencing technology and techniques for determining function and transfer capability are 

revealing a more nuanced picture of the role of commensals in the gut resistome(36). Even more 

concerning is the fact that mobile elements such as plasmids can be readily shared between 

commensal and pathogenic species(37). Here we will discuss β-lactam and plasmid-mediated 

quinolone resistance, because of their propensity to be located on MGEs facilitating their spread, 

the ubiquity of β-lactam use around the world, and the importance of β-lactam’s as essential 

treatment options for many different types of bacterial infections.  

Β-Lactam Resistance in the gut microbiome 

β-Lactams are the most commonly prescribed antibiotic class worldwide(38). 

Microbiomes from 30,000 year old permafrost revealed enzymes within the TEM family, which 

confer resistance to β-lactams(39). Many of the commensal organisms of the human gut 

microbiome are carriers of β-lactam resistance genes(40): In one study, 11 strains of Bacteriodes 

distasonis and Bacteroides vulgatus carried the β-lactamase cfxA. Sequence similarity to cfxA 

genes from other members of the Bacteriodes genus suggests widespread dissemination of the 

gene(41). TEM β-lactamases are a family of enzymes which are often located on plasmids and 

confer resistance to early cephalosporins and penicillins (42). β-lactamases are thus easily 

spread; there is evidence of β-lactamase transmission through human vector transmission 
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networks. In one study 12/18 Swedish students tested negative for ESBL-producing bacterial 

isolates in the gut microbiome before travel, but later tested positive for ESBLs after travel to 

India(43).  

Widespread range and transmission of ESBLs via plasmids has been identified, with 

community-associated ESBL infections in the US accounting for over 1/3 of total ESBL 

infections (44). Faecalibacterium prausnitzii and Prevotella copri isolated from fecal samples of 

healthy adults was found to be resistant to the cephalosporins ceftriaxone and cefotaxime(45). 

Metagenomic analysis of the sequenced isolates found that many of their AR genes were located 

near mobilization elements such as integrases or on plasmids, indicating evidence of gene 

transfer.  

The gut as a reservoir of plasmid mediated quinolone resistance (PMQR) 

The primary method of resistance to quinolones arises in the form of single nucleotide 

polymorphisms (SNPs) located in areas termed quinolone resistance-determining region, but the 

last few decades have revealed a new method of quinolone resistance: PMQR(46). Travel to an 

area of high endemic resistance can act as a vector for transmitting PMQRs. Travelers from The 

Netherlands had significant acquisition of PMQRs after returning from Southeast Asia and 

India(47). Phylogenetic studies of this family of enzymes confirmed that PMQRs can be found in 

soil microbiomes and the gut microbiomes of chickens and humans, suggesting an ecological 

niche to which it is endogenous(48).  

It should be noted that there is an important distinction between species which have 

intrinsic versus acquired resistance(49). Many important Gram-positive gut commensals are 

intrinsically resistant to quinolones, and acquisition of quinolone resistance can occur in 
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commensal E. coli after antimicrobial exposures (50). Recent work has elucidated more about 

the origins of quinolone resistance in the gut microbiome. The chromosomal ancestral source of 

qnrB is theorized to be Citrobacter; 37 Citrobacter freundii isolates from a Massachusetts 

hospital contained only qnrB, with only two showing the ability to transmit this resistance 

through conjugation(51). There are several Citrobacter commensals in the gut, suggesting that it 

may be an endogenous reservoir for low level quinolone resistance. There remains much to learn 

about the range of the AR reservoir in the microbiome, and its origins. 

1.1.4 Gut microbiome dysbiosis after antimicrobials 

When a healthy gut microbiome is perturbed so greatly that it cannot return to a similar 

baseline state, it can enter a new, dysbiotic state(14). The dysbiotic state is defined by 

characteristics pre-disposing the host to poor health outcomes(34, 35). Antimicrobials, though 

necessary for resolving infection, are some of the most effective contributors to microbiome 

dysbiosis(35, 52, 53). This state is generally characterized by lowered diversity, altered 

functional output (often implements as increased antimicrobial resistance), and increased 

susceptibility to infection with pathogens or disease. Hindering a coherent understanding of the 

true effects of antimicrobials on the gut microbiome are frequent comorbidities in observed 

patients. Research on the effects of antimicrobials on the heathy gut microbiome has been 

conducted but is hampered by low n and the use of dated techniques(52, 53). 

Colonization resistance prevents invasion by pathogenic bacteria 

It is thought that “colonization resistance” occurs either through direct competitive 

interactions between bacteria, or indirectly through commensal bacteria triggering a host 

response against pathogens (54). Antimicrobials have been shown to cause disruptions to the gut 

microbiome by lowering the bacterial diversity of the gut microbiome and thereby allowing 
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pathogens to invade(15). Once this diversity has been compromised it can be difficult to 

ameliorate(15).  

C. difficile colonization can lead to symptomatic C. difficile infection (CDI)  

C. difficile is an organism that can cause asymptomatic gut colonization, but can also 

proliferate in the presence of antimicrobials, leading to CDI. Asymptomatic carriage of C. 

difficile without evidence of any clinical infection occurs in 4-15% of adults(55, 56). These 

asymptomatic carriers may be at higher risk for CDI, and those with an initial episode of CDI are 

at high risk for recurrent CDI (55).  

As confirmed by large observational studies and mouse models, antimicrobial-induced 

dysbiosis of the gut microbiome is the greatest risk factor for C. difficile colonization and 

CDI(57). In a mouse model, a single dose of clindamycin reduced the diversity of the gut 

microbiome for 28 days, enabling susceptibility to CDI for up to 10 days(15). It is thought that 

the structural changes caused by CDI impact the metabolic output of the microbiome(58), and 

loss of nutrient competitors may decrease colonization resistance(59). These results are 

concordant with metagenomic research in human cohorts, which have described the human CDI 

microbiome as lower in diversity, reduction in Bacteroides abundance, and increases in 

Proteobacteria(60).  

Gut colonization by MDRE can lead to clinically significant infections  

The Enterobacteriaceae consist of a large family of Gram-negative organisms which can 

colonize the gut microbiome and cause infections(61). Multidrug resistance in these organisms 

have been well-described, including extended-spectrum β-lactamases (ESBL) (62). In a Finnish 

study, 18% of E. coli isolated from the stool of asymptomatic, healthy people were found to be 
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multidrug resistant(63). There is evidence that MDRE risk can be influenced by environment 

factors: In another study of a healthy immigrant population, it was noted that 20.4% were 

positive for MDRE upon arrival, and 9.4% were positive after a median of 35 months post-

immigration to a country which had significantly less prevalence of endemic resistance(64, 65).  

MDREs can colonize the gut and translocate to other body sites and cause clinically 

significant infections(66). In a prospective study of patients with urinary tract infections (UTI) 

longitudinal stool and urine samples were collected from patients and cultured for MDREs(67). 

Clonal analysis of isolates demonstrated there were multiple transmissions of E. coli, Proteus 

mirabilis, and K. pneumoniae between the gut microbiome and the urinary tract, and that prior to 

a clinically significant UTI, there was an increased concentration of a clonal organism in the gut.  

1.1.1  Techniques for studying the development of AR within the 

healthy human gut microbiome 

Metagenomic analysis of the gut microbiome is rapidly expanding our knowledge of AR, 

uncovering an incredible diversity of AR genes and plasmids which can be transferred to other 

organisms within the gut(68). Rapidly expanding efforts to develop microbiome directed 

diagnostics and therapeutics are creating a need to characterize and quantify the role of the gut as 

a reservoir for ARG carriage and exchange. Functional metagenomics is a culture-independent 

approach to uniquely characterize both known and uncharacterized ARGs(69). Functional 

metagenomics and can serve as both a discovery engine for cryptic and emerging AR, as well as 

to model the risk of horizontal gene transfer of AR(70). The recent expansion of long-read 

sequencing (LRS) technologies offers a powerful complement to functional metagenomics, as it 

can associate ARGs with their host bacteria and mobilization elements, enabling accurate 
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estimations of how ARs are exchanged between bacteria (71). In concert with microbiologic 

culture, these culture-independent technologies hold the potential to improve our understanding 

of AR.  

The gut is host to many bacterial species which are difficult to culture via traditional 

microbiologic methods, making it difficult to investigate their contribution to the AR 

reservoir(36). Functional metagenomics is a high throughput culture independent approach to 

assay the functional activities of microbial communities, enabling the functional genetic 

surveillance of difficult to culture organisms(36, 72). In functional metagenomics, the total 

microbial community DNA is transformed into a culturable indicator strain (e.g., E. coli) which 

is then phenotypically screened for acquired resistance to different classes of AR. Through this 

method, functional metagenomics can model mobilizable AR risk by estimating the resistance 

elements that can be functionally utilized by an organism such as E. coli. For each organism of 

interest, large amounts of genetic material can be simultaneously assayed, and acquired 

phenotypic resistance profiles generated. Importantly, this technique does not rely on novel AR 

genes sharing sequence identity to known AR determinants.  

Functional metagenomic analysis suggests that AR genes in pathogens are more 

frequently co-localized with mobility elements than AR genes in environmental 

microbiomes(73). A research group functionally validated over 1000 AR genes from fecal and 

environmental microbiomes using this technique, over 10% of which were novel(74). A recent 

report interrogating the resistome in wild and captive gorillas, chimpanzees, and co-localized 

humans found AR genes near MGEs with high sequence similarity from all three sources(75). 

These data suggest that the microbiomes of wild and captive animals may be important 

reservoirs of AR. Functionally validating AR genes unlocks a better understanding of the AR 
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reservoir but does not identify the original bacterial host. Thus, a complementary method is 

needed to characterize the broader genomic context of AR in the microbiome and identify the 

greatest clinical threats. 

Surveys of ARs in the gut microbiome have primarily been accomplished with “short-

read” sequencing (SGS) after shearing total DNA into small fragments. These short reads (<500 

base pairs) are generally insufficient to assemble circular contigs which can distinguish between 

chromosomal and plasmid DNA, though recently developed technologies can identify integration 

of other types of MGE(76, 77). In contrast, long read sequencing (LRS) can generate reads of 

10s of kb in length, which can resolve repetitive regions and generate high quality reference 

assemblies (78). In one study, Bertrand et al. applied a hybrid sequencing approach using SGS 

and LRS to gut microbiome samples, enabling assembly of species genomes from the 

metagenomes of patients who underwent antibiotic therapy(71). They discovered multiple 

plasmids unknown to the medical community, and new regions of multi-drug resistance within 

bacterial species; among these were multiple combinations of carbapenemases co-occuring with 

ESBLs(79). One new region conferred resistance to carbapenems, aminoglycosides, 

trimethoprim, and sulfonamides. Previously, this region was not able to be assembled by SGS 

due to repeat regions, highlighting the opportunity LRS provides to investigate the AR reservoir 

of the gut microbiome.  

LRS is creating new opportunities to investigate understudied vectors of AR. A recent 

work identified two new megaplasmids (>420kb) carried by Pseudomonas aeruginosa clinical 

isolates harboring a shared core genome and varying AR gene carriage. GenBank homology 

searches revealed 72 more bacteria harboring similar megaplasmids, isolated from all over the 

world, and as far back as 1970. New methods are currently being generated for determining the 
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genomic context of AR in the gut using LRS, and it is even being integrated into established 

metagenomic pipelines, increasing the ease-of-use and potential incorporation into clinical 

practice(80, 81).  

Utilizing both functional metagenomics and LTS can reveal nuanced and even more 

interpretable relationships between AR and the microbiome. In a remarkable study, Kintses et al. 

used functional metagenomics to describe the reservoir of antimicrobial peptide and AR genes, 

then used LGS to contextualize genes to mobile elements(82). Their investigation revealed that 

phenotypic resistance in E. coli via AR is much more likely to be successfully transferred, 

located on mobilizable genetic elements, and has fewer phylogenetic barriers to transfer. This is 

an interesting finding given that the gut microbiota is a known reservoir of antimicrobial peptide 

genes, and their prevalence was similar to AR genes after selection(83). Both LGS and 

functional metagenomics, and especially a synergy of the two techniques, enable unparalleled 

insight into context and function of the AR reservoir. They are an invaluable resource as we 

move towards a future of microbiome-directed methods of identifying and preventing the spread 

of AR and infection. 

1.1.9 Conclusion and Future Directions 

The pace of AR is quickly overtaking the discovery of new antimicrobials, thus continued 

research into the gut microbiome as an AR reservoir is also of utmost importance. Key areas for 

future investigations include clinical and translational studies delineating the features in the gut 

microbiome that are permissive to, or protective against, gut colonization with AR organisms. To 

achieve this, long-term follow up of asymptomatically colonized people is needed to assess the 

risk for increased AR after treatment with antimicrobials. Identifying risk factors for increased 
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AR carriage after certain antimicrobials and could lead to direct improvements in patient care via 

personalized medicine. 
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1.2 Escherichia coli as a chassis for bioproduction of fatty 

acids 

1.2.2 Abstract 

Escherichia coli is a model organism widely used as a vector for cloning and expression, 

basic research, as well as for bioproduction. Due in part to its early discovery and ease of growth, 
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E. coli has cemented itself as the bacteria of choice for many of the scientists who went on to 

author paradigm-shifting research. The discovery and sequencing of the genome has 

supercharged the use of E. coli as a chassis for bioproduction. One area of bioproduction in 

which E. coli holds enormous promise is in the bioproduction of fatty acids and other value 

added products. In this section, I describe the history behind E. coli’s adoption within the 

scientific community. Focusing on recombinant protein production and bioproduction of 

phospholipids, I detail the advances made by the scientific community using the bacterium to 

provide society with medicines and commodity chemicals. Finally, I conclude this section of my 

dissertation with the current challenges we face adapting E. coli for increased bioproduction of 

phospholipids.  

1.2.1 Introduction 

Ask anyone who has spent time working in an experimental biomedical laboratory, and 

you would be hard-pressed to find someone who has never grown, cloned, or sequenced E. coli. 

No matter the department or area of research, E. coli reaches beyond the concept of a model 

organism to a tool for basic biological science.  

Scientists have been isolating and studying this enteric bacterium as far back as the 

1880’s(85), and some of the most fundamental breakthroughs in molecular biology(86), 

biochemistry(87), and genetics(88) were elucidated through the lens of this hardy, fast-growing, 

and easy to study organism. It is because of E. coli’s genetic tractability and fast growth that it is 

considered a promising chassis for the bioproduction of phospholipids, recombinant proteins, 

and biofuel precursors(89-91). Looking forward, E. coli as a cell factory holds much promise as 

we move into the upcoming decades with a focus on sustainable and cost-effective biofuel 

production(92). In this section, I give a brief overview of the history of E. coli as a model 
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organism, its place in scientific history, and the attributes that make it so desirable as a vector for 

research. Then I describe the current efforts in the field to modify the E. coli chassis for 

bioproduction. Finally, I focus specifically on E. coli for bioproduction of lipids and fuel 

precursors, and on the challenges which still need to be addressed. 

1.2.3 History of laboratory use of E. coli 

The love story between biological research and E. coli begins in 1884, when the German 

microbiologist Theodore Escherich began characterizing a bacteria isolated from the intestines of 

neonates(85). Research using the then-named Bacterium coli eventually moved from descriptive 

ecological studies(93, 94) into the laboratory of 20th century microbiologists(95). Bacterium coli 

demonstrated fast growth and ease of cultivation, enabling breakthrough research on 

vitamins(87), and bacteriophage(96). Eventually renamed Escherichia coli, it was used by 

Francis Crick to demonstrate the three letter “code” of the genome(88, 97), and elucidate the 

nature of RNA(86) and restriction enzymes(98). Moving forward into the era of modern 

genetics, the creation of the first functional bacterial plasmids occurred in E. coli(99) and in 1997 

the first genome of E. coli was sequenced, leading to an explosion of genetic analysis using the 

bacteria(100-102). The RefSeq(103) database currently lists over 31,000 assembled E. coli 

genomes and 6500 plasmids, with a median genome length of 5.11174 Mb. On paper, E. coli is 

about as close to ideal a model organism as one can get. It has a doubling time of 15-20 minutes 

at 37C, and the complete metabolic pathway databases(104) for E. coli are compiled for anyone 

in the world to use. The E. coli K12 proteome(105), metabolome(106), and regulome(107) are 

also well described. All of this results in a staggering amount of data: a pubmed search for 

“Escherichia coli” gathers nearly half a million related publications and positions the bacteria 

well for use in commercial bioproduction applications.  
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1.2.4 E. coli as a chassis for bioproduction 

Bioproduction of recombinant protein therapies in E. coli 

Even before a full genome sequence of E. coli was published scientists were using 

recombinant DNA to add novel genetic information. This eventually culminated in the 

production of human insulin from recombinant DNA(108). Inevitably federal guidelines for the 

responsible use and development of products involving recombinant DNA in E. coli K12 were 

established (and are periodically updated)(29). This has allowed for production of a slew of in 

vivo synthesized therapeutic proteins to be brought to market treating gout, Crohn’s disease, and 

multiple sclerosis(109). These are only a sampling: As of 2012, a third of all recombinant 

therapies are produced in E. coli(109). 

There have been further modifications to the E. coli chassis beyond what is required for 

target production to reduce off-target consequences of large-scale protein production and 

improve efficiency. The toxic anion acetate forms as a byproduct of aerobic respiration and 

reduces protein production when present. Deletions of the phosphotransferase system (PTS) 

genes reduce the uptake of glucose, resulting in a elimination of acetate formation and a 

significant reduction of growth rate, but was successful in increasing overall recombinant protein 

production(110). This is indicative of a fundamental trade off in bioproduction: To some degree 

the negative consequences of genetic modifications can be considered tolerable if offset by 

production gains. Another method of acetate reduction is the introduction of biosynthetic 

pathways which divert glycolysis products such as pyruvate away to acetoin, resulting in a 60% 

increase in recombinant protein activity(111). Introduction of pyruvate carboxylase from 

Rhizobium etli, an oxaloacetate synthesis protein, successfully decreased acetate in the media by 

43%. More research is needed to fine tune genetic modulation of acetate production. One method 
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of interest is using bulk expression profiling techniques to observe the resulting changes to all 

metabolic pathways of the cell(112, 113). Secondary modifications can then be attempted from 

using insight from the RNA expression data. 

Bioproduction of fatty acids and biofuel precursor molecules in E. coli   

Phospholipids are essential components of the bacterial cell, comprising the 

semipermeable membrane which encloses the cellular compartment(114). The bacterial cell 

membrane plays important roles in nutrient transport as well as energy production though the 

generation of a proton motive force, and thus phospholipid content can modulate many aspects 

of microbial cell health(115, 116). Apart from their roles in biology, phospholipids are highly 

prized by humanity as well: they are the precursor molecules for detergents, commodity 

chemicals, and biofuels. Phospholipids are composed of a hydrophilic head group containing 

phosphoglycerol and a hydrophobic fatty acid acyl chain (see (117) for a review of the synthesis 

of phospholipids). 

The phospholipid content of Gram-negative bacteria is high in saturated fatty acids, with 

smaller contingents of unsaturated fatty acids and cyclopropane fatty acids(118). Fatty acids vary 

in structure, which in turn imparts different cell membrane characteristics, and the cell is 

constantly modulating FA membrane composition. E. coli modulates the specific quantities of 

each of the three fatty acids (FAs) in response to stress and other environmental variables, such 

as by increasing the proportion of cyclopropane fatty acids during acid or cold stress(119, 120). 

Purpose-driven microbial adaption and engineering to change characteristics of bacterial cells is 

a concept called “membrane engineering” and is being used to modify E. coli for bioproduction 

of fatty acids(120-122). The E. coli type II fatty acid biosynthesis genes have been extensively 

characterized(92), and fatty acid biosynthesis begins with the production of malonyl-CoA by the 



18 
 

accABCD acetyl-CoA carboxylase complex. From there the malonyl moiety is transferred to 

ACP via fabD, is then condensed into acetoacetyl-ACP by fabH, and finally enters the fatty acid 

elongation cycle. Both fabH and fabD are essential to fatty acid biosynthesis, and the latter to E. 

coli growth(123, 124). fabA and fabB are then responsible for producing unsaturated fatty acids 

and are regulated by the fatty acid regulators fadR and fabR(125, 126). Further rounds of double 

bond and methyl groups modifications to produce other forms of fatty acids such as occur after 

phospholipid synthesis and translocation to the membrane(127, 128). 

 

Figure 3. 1Representative fatty acids from bacteria. a. Mono-unsaturated fatty acid (UFA), b. 

branched-chain fatty acid (BCFA), c. cyclopropane fatty acid (CFA), d. double unsaturated 

fatty acid (DUFA). 
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Bioproduction of PUFAs in E. coli 

 Poly-unsaturated FAs (PUFAs) are highly prized due to possessing commercially 

desirable characteristics over mono-unsaturated FAs(129). PUFAs scavenge radical oxygen 

species and are marketed as health supplements, but commercial supply primarily relies on 

phytoplankton-fed fisheries which are increasingly unable to meet world demand(130). Recent 

work introduced the pfa genes from the marine bacteria Moritella Marina into E. coli treated 

with the antibiotic cerulenin resulted in production of docosahexaenoic acid (DHA), a long-chain 

PUFA(131). Additional modification by deletion of fabH increased DHA production 6.5-fold 

compared to WT without antibiotic treatment, which was hypothesized to be due uncoupling the 

canonical fatty acid synthesis pathway and shunting resources to pfa. Unfortunately, eliminating 

the fab pathway also resulted in decreased growth, highlighting the need for further design cycles 

hopefully resulting in acceptable levels of DHA and growth. DHA is known to be toxic to 

bacteria, resulting in increased lag time, and thus it is unclear where the true origin of production 

inefficiency is located(132). Eicosapentaenoic acid biosynthesis genes from the marine bacteria 

Shewanella putrefaciens has also been recombinantly produced in E. coli(133), as well as the 

Δ5-desaturase from Bacillus subtilis, resulting in production of double unsaturated fatty 

acids(134). The rarity of PUFAs biosynthesis in nature has limited bioproduction efforts. 

Bioproduction of BCFAs in E. coli 

Branched chain FAs (BCFAs) are also value-added compounds, primarily in the fuel 

sector. BCFAs exhibit lower freezing and cloud points, and better flow control(135), indicating 

potential for their use in higher tolerance applications such as jet engine fuel(136). BCFA 

biosynthesis pathways are very rare in bacteria, and thus the bioproduction of BCFAs is still in 

its infancy(137). Machida et al. conduct a phylogenetic analysis of related protein structures and 
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were able to identify 15 genomes which contained similar genes, several from Rhodococcus 

species, which warrant future observation(137). Another study using Micrococcus luteus, a 

species from phylum Actinobacteria(138) identified the BCKD complex of genes responsible for 

BCFA synthesis, and experimentally confirmed culture conditions leading to increased 

production of the FA. It remains to be seen whether production can be increased by recombinant 

expression in E. coli. Even more critically, the effects of novel phospholipid compositions on the 

metabolism of the cell are not well understood and will need to be characterized. 

1.2.5 Conclusion and Future Directions 

It is exciting to work outside of model organisms in biology. Bioprospecting for genetic 

information carrying enhanced traits can, and often does, result in real treasure. However, when 

the time comes for commercial application, or even basic biomolecular characterization of a 

novel protein product, we often use E. coli. It should come as no surprise that during the most 

recent push for the creation of microbial factories we continually turn to E. coli(109). Using a 

well understood model organism makes the most sense for recombinant protein production, 

especially with an end goal of human consumption or administration(139). Even after decades of 

continually refining the process in E. coli, successful, high yield of a target protein is often still 

entails a “trial and error” methodology(140). This is precisely where the utility of large-scale 

expression profiling can yield results. Properly designed differential expression analysis, in 

tandem with other -omics techniques, has been shown to be crucial for identifying key metabolic 

processes linking recombinant protein expression and environmental conditions(141).  

Using E. coli as a chassis for bioproduction of fatty acids at first makes less sense. E. coli 

only produces a subset of the fatty acid compositions. Given the recent advances for genome 

editing Mycobacterium spp. which produces a more diverse set of FAs, why not use 
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Mycobacterium smegmatis? The answer lies hidden in the monumental amount of work that goes 

into producing high expression of recombinant protein. The design-build-test-learn cycle is often 

conducted as an iterative trial-and-error process with single changes at each step, covering genes 

of interest and chassis modifications(142). This can take an extremely long time: It took Dupont 

15 years and 575 person-years to develop and refine the production process for 1,3-propanediol 

for commercial viability(143). When there is such a wide space of possible alterations, and the 

stakes for a company’s continued success are so high, it makes sense to reduce as many 

unnecessary complications as possible. 

Moving forward, fatty acid production in E. coli will require a systems-biology approach 

to reduce time to product. This entails integrating top-down retrospective analysis to help 

identify putative targets overexpression with standard molecular interrogation of phenotype. 

Using bulk RNAseq analysis alongside overexpression of target proteins, for instance, generates 

expression data linking individual genetic changes with their effects on larger units of 

metabolism, such as KEGG modules or pathways(144). This is especially important when 

developing the E. coli chassis for bioproduction of novel phospholipid compositions, which will 

likely perturb metabolism to a great degree. This methodology has recently been implemented to 

identify off-target effects of dCas9 overexpression(145). Using RNAseq and ChIP-seq identified 

hundreds of differentially expressed off-target genes, and upstream binding to 37 genes without 

single-guide RNA. Studies such as this one provide a framework for implementation in the 

development of E. coli as an efficient chassis for bioproduction of native and novel fatty acids. 
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1.3 Development of Rhodococcus opacus as a chassis for 

lignin valorization and bioproduction of high-value 

compounds 

1.3.1 Abstract 

The current extraction and use of fossil fuels has been linked to extensive negative health 

and environmental outcomes. Lignocellulosic biomass-derived biofuels and bio-products are being 

actively considered as renewable alternatives to the fuels, chemicals, and materials produced from 

fossil fuels. A major challenge limiting large-scale, economic deployment of second-generation 

biorefineries is the insufficient product yield, diversity, and value that current conversion 

technologies can extract from lignocellulose, in particular from the under-utilized lignin fraction. 

Rhodococcus opacus PD630 is an oleaginous gram-positive bacterium with innate catabolic 

pathways and tolerance mechanisms for the inhibitory aromatic compounds found in 

depolymerized lignin, as well as native or engineered pathways for hexose and pentose sugars 

found in the carbohydrate fractions of biomass. As a result, R. opacus holds potential as a 

biological chassis for the conversion of lignocellulosic biomass into biodiesel precursors and other 

value-added products. This review begins by examining the important role that lignin utilization 

will play in the future of biorefineries and by providing a concise survey of the current lignin 

conversion technologies. The genetic machinery and capabilities of R. opacus that allow the 

bacterium to tolerate and metabolize aromatic compounds and depolymerized lignin are also 

discussed, along with a synopsis of the genetic toolbox and synthetic biology methods now 

available for engineering this organism. Finally, we summarize the different feedstocks that R. 

opacus has been demonstrated to consume, and the high-value products that it has been shown to 
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produce. Engineered R. opacus will enable lignin valorization over the coming years, leading to 

cost-effective conversion of lignocellulose into fuels, chemicals, and materials. 

1.3.2 Introduction 

In comparison to estimated pre-industrial levels (circa 1700 CE), the current global 

atmospheric CO2 concentration has increased over 100 parts per million (ppm) and is now stably 

maintained over 400 ppm, with three-quarters of that change occurring after 1960 due to fossil fuel 

emissions (146). This increase in the CO2 concentration has already contributed to a small, but 

significant, rise in global average temperatures, and will lead to even greater increases in the future. 

Climate change can lead to decreasing crop yields and seed quality (146), facilitate sea level rise, 

promote destructive extreme weather events, and cause spikes in energy usage as increasingly 

frequent severe weather can cause unscheduled shutdown/startup cycles (147). Addressing 

greenhouse gas-driven climate change will require a complex, multi-tiered approach towards a 

more carbon-neutral world, including a greater usage of biofuels in the transportation industry and 

more sustainable chemical and material synthesis.  

Biofuels or bio-products, derived from biological sources (i.e., biomass) rather than 

petroleum, are not a new concept. The inventor of the diesel engine advocated for farmers 

generating their own vegetable-oil fuel in areas lacking a consistent source of petroleum  (148). 

First-generation biofuels and bio-products are derived from food crops like corn, soy, palm, and 

sugarcane (148-151). While these biofuels and bio-products have the potential to mitigate CO2 

emissions associated with fossil fuels (148, 150, 151), they are economically and environmentally 

problematic: energy uses related to irrigation, fertilizer production, cultivation, and transportation 

are significant, and global demand for food outweighs the supply of arable land (149, 151). Other 
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sources of biomass, like lignocellulose, are readily available as by-products of the agriculture and 

forestry industries. Moreover, the dedicated cultivation of properly selected and/or engineered 

species as sources of lignocellulose can be achieved in a wider distribution of climate and soil 

conditions with reduced water and fertilizer requirements compared to first-generation sources 

(152). However, lignocellulose does require more complex processing to produce a second-

generation biofuel or bio-product.  The structural component of lignocellulose, lignin, provides a 

particular challenge as it is a complex aromatic macromolecule that evolved to resist degradation 

(153). Complete utilization and upgrading of lignin is critical for economic viability of second-

generation biorefineries.  

The processing of lignocellulosic biomass can be split up into two steps: (1) 

depolymerization in which the polymers within lignocellulose (e.g., cellulose, hemicellulose, and 

lignin) undergo cleavage reaction producing their respective subunits; and (2) upgrading in which 

these subunits are converted into a value-added product. Both steps of biomass processing can be 

achieved through diverse biological, thermochemical, and catalytic processes. However, the 

generation of a single value-added product requires upgrading followed by extensive chemical 

separations, or the use of biological catalysts (i.e., a microbe) that can funnel and convert many 

different lignocellulose-derived substrates into a single product. Rhodococcus opacus PD630 

(hereafter R. opacus) has been identified as a potential biological chassis for the funneling and 

conversion of lignocellulose-derived substrates to lipids, a biofuel precursor. R. opacus has a 

natural tolerance to toxic aromatic compounds found in the lignin fraction of lignocellulose, an 

ability to increase this tolerance through adaption, and numerous catabolic pathways for 

consumption of both carbohydrates and aromatics, making it an ideal candidate to address the 

challenges of biomass conversion (154). R. opacus has also shown the ability to accumulate up to 
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~80% of its cell dry weight in lipids, such as triacylglycerols (TAGs), under certain growth 

conditions. These lipids can then be converted to biodiesel via a transesterification reaction (155, 

156). In this review, we focus on discussing the important role of lignin valorization in regard to 

the viability of second-generation biorefineries, summarize different lignocellulose 

depolymerization methods, and examine R. opacus’ potential for the conversion of biomass 

breakdown products into diverse fuels and chemicals. 

1.3.4 Why bio-products? 

Industrial oil drilling began in the mid-19th century, and in 2015 there was an assessed 

35.2 billion barrels of proven oil reserves in the United States, with an estimated 3.4 billion barrels 

produced domestically that year (157). While predictions of “peak oil” made over the past two 

decades have been overly pessimistic, it is not unreasonable to predict that recovery of global oil 

reserves will, at some point, become economically unfeasible (158). Thus, an alternative 

renewable source of energy and substitutes for products derived from petroleum will be required 

in the future. Lignocellulosic biomass represents one of the few sources of renewable carbon, while 

renewable energy (e.g., electricity) can be generated from other renewable energy sources such as 

wind and solar energy. Biorefineries can convert biomass into a range of products by employing 

integrated catalytic, thermochemical, and biological conversion processes that efficiently utilize 

the carbon and energy stored in that biomass (159, 160). A future that does not rely on fossil 

resources will involve renewable electrical production paired with the generation of biomass-

derived products.  

The last two decades of research in carbohydrate conversion techniques have witnessed 

successful biofuel and biochemical production, but the conversion of the lignin fraction of biomass 
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has been less explored (161). Federal regulation and clean energy initiatives are targeting 

production rates of 79 billion liters per year of second-generation biofuels by 2022, and the 

quantity of lignin remaining after the sugar fraction is fermented to reach that target could be as 

high as 62 million dry tons annually (162-164). Increasing lignin utilization would not only help 

offset the environmental impact of biomass refinement, but also drastically increase the economic 

feasibility of the biorefinery. Second generation biofuels and value-added bio-products derived 

from biomass represent versatile end products, but the future commercial viability of biorefinery 

products depends on efficient use of both the carbohydrate and lignin substrates (165).  

1.3.5 What is lignin? 

Lignin is a complex and heterogeneous macromolecule composed of cross-linked aromatic 

monomers and imparts a rigid or “woody” characteristic of plants that helps provide structural 

support and limit degradation of polysaccharides. The molecular structure of lignin polymers is 

primarily derived from p-coumaryl, coniferyl, and sinapyl alcohols and corresponds to p-

hydroxyphenyl, guaiacyl, and syringyl monolignol units, respectively; however, there are a variety 

of other units which occur less frequently (153, 166). The composition and relative abundance of 

each type of monolignol varies species-to-species, genotype-to-genotype, across tissue types, 

between cell wall layers, across different development stages, and as a function of environmental 

factors (167). The monolignols form several inter-monomer linkages, most commonly aryl ether 

bonds (e.g., β-O-4, α-O-4, and 4-O-5) (168). The extremely diverse and variable molecular 

structure of lignin makes commercial degradation difficult and widespread utilization of lignin 

challenging; however, effective utilization of lignin is necessary for lignocellulose conversion 

profitability (169).  



27 
 

1.3.6 Thermochemical and catalytic conversion of lignin 

Research has been conducted to develop conversion technologies that deconstruct lignin, 

in particular lignin generated as a by-product of papermaking and biomass-derived carbohydrate 

fermentation, for the production of renewable fuels, chemicals, and materials (170). Lignin’s 

inherent recalcitrance toward deconstruction makes it difficult to depolymerize for industrial 

purposes (164, 171). Transforming lignin into higher value products is further complicated by its 

structural diversity and the high propensity of its intermediates to engage in secondary reactions. 

An identical lignin conversion process can generate different distributions of compounds 

depending on the chemical and molecular structure of the lignin feedstock. Additionally, each type 

of conversion technology has numerous processing conditions that determine the product phase 

(i.e., solid, liquid, or gas), composition, and application, as well as other conversion performance 

metrics (e.g. product yield, productivity, selectivity, and composition). For example, a liquid fuel 

product can easily be derived from lignin using pyrolysis, which exposes the lignin to high 

temperatures in the absence of oxygen (172). However, the chemical composition of this lignin-

derived pyrolysis oil has such a wide distribution of compounds that it has little to no utility for 

chemical production (173). 

Thermochemical and catalytic conversion technologies for lignin valorization primarily 

include pyrolysis, hydrothermal liquefaction (HTL), gasification, oxidative cracking, 

hydrogenolysis, and solvolysis (Table 1) (170, 174, 175). These lignin conversion technologies 

generate gas, liquid, and/or solid breakdown products through numerous complex reactions. Due 

to differing process conditions defining these conversion technologies, certain reaction pathways 

are favored, which alters the yield and composition of the breakdown products. Catalytic 

technologies (i.e., oxidative cracking, hydrogenolysis, and solvolysis), which have been reviewed 
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in detail by Zakzeski et al, provide a promising avenue to convert lignin selectively into its 

constituent monomers or monomer derivatives (175). Aromatic carbon-oxygen bonds in aryl ether 

inter-monomer linkages, which comprise 50-60% of the inter-monomer linkages of lignin (176), 

represent a potential macromolecular “weak” point that could prove an effective target for selective 

depolymerization. In this case, a catalyst not only facilitates cleavage of specific bonds along the 

lignin chains but also allows the cleavage to occur with a lower energy input, reducing the 

occurrence of secondary reactions with higher activation energies. The resulting product mixture 

would therefore have a much narrower distribution of aromatic compounds, which may be more 

amenable to cost-effective chemical separation and/or downstream upgrading. 

Table 1.1. Summary of thermochemical and catalytic technologies for lignin conversion 

(170). 

Technology Main Product Product Application Process Notes 

Gasification Syngas (gas) 

Production of energy, hydrogen & 
methanol (methanol synthesis); alkanes 

(Fischer-Tropsch); isobutane (isosynthesis); 
ethanol (fermentation & catalysts); 

aldehydes & alcohols (oxosynthesis) 

Performed under high 
temperatures (>700°C); can 
involve the addition of water 

& catalyst 

Fast pyrolysis / 
Hydrothermal 
liquefaction 

(HTL) 

Bio-oil (liquid) 
Production of energy and various liquid 

fuels (e.g., bio-gasoline) by catalytic 
upgrading 

Performed at 250 to 700°C; 
can involve the addition of 

water (HTL), hydrogen 
(hydropyrolsis) & catalyst 

(catalytic pyrolysis) 
Torrefaction / 

Slow Pyrolysis 
Bio-char 
(solid) 

Used as a more-optimized solid fuel for 
combustion 

Performed at 200 to 350°C 

Solvolysis 
Soluble lignin 

fragments 
(liquid) 

Phenolics & alkyl-phenolics 

Two main categories: 
(A) acid- & base-catalyzed 

depolymerization  
(B) supercritical solvent 

depolymerization 

Hydrogenolysis 
Soluble lignin 

fragments 
(liquid) 

Phenolics & alkyl-phenolics 

Hydrogen donor (e.g., 
hydrogen gas, alcohol, or 

acid) & a catalyst can be used 
to cleave linkages 

Oxidative 
cracking 

Soluble lignin 
fragments 
(liquid) 

Aromatic aldehyde, ketones & carboxylic 
acids 

Linkages in lignin can be 
cleaved by an oxidant (e.g., 
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air & hydrogen peroxide) & a 
catalyst 

 

1.3.7 Biological and hybrid conversion of lignin  

Although catalysts can provide a route toward selective lignin depolymerization chemistry,  

thermo-catalytic processing of lignin often results in a product mixture that still requires extensive 

chemical separations. Additionally, lignin depolymerization products are generally limited to 

aromatic- and phenolic-derivatives. There has been significant research studying the application 

of enzymes and various microorganisms as a more selective and facile method of lignin 

depolymerization, as discussed in a recent report (177). In general, biological systems require mild 

conditions that avoid costs associated with the use of high temperatures and high pressures. 

However, only a few bacteria (e.g., Streptomyces spp., Rhodococcus spp., and Nocardia spp.) and 

brown/white-rot fungi (178, 179) have an ability to depolymerize lignin, and their lignin 

depolymerization rate is too low to be useful on an industrial scale (171, 180).  

To overcome these challenges, researchers have adopted a hybrid conversion approach 

which combines the best attributes of thermo-catalytic and biological conversion technologies 

(181). In a hybrid conversion approach, a thermo-catalytic conversion process with advantageous 

reaction kinetics and conversion is applied for the initial lignin depolymerization. Downstream, 

microbial conversion and funneling of the depolymerized lignin breakdown products (LBPs) to a 

value-added product then occurs with advantageous selectivity (182). There are numerous 

aromatic catabolic pathways in various microbes which can be harnessed into a “biological funnel” 

by converting the heterogeneous substrates generated during depolymerization into common 

metabolic intermediates (e.g., protocatechuate and catechol) (183). These intermediates undergo 
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further conversion to central metabolites (e.g., acetyl-CoA) that can be utilized to produce target 

compounds at a high selectivity. 

Hybrid conversion technologies have been implemented, but they have almost exclusively 

focused on sugar utilization (184, 185). For example, cellulosic technologies can consist of 

thermochemical polysaccharide depolymerization (e.g., acid hydrolysis (186) or production of 

pyrolytic sugars (187)) and biological conversion of the resulting monosaccharides into ethanol or 

other products (184). Recent work has begun to shift the focus from sugar fermentation to lignin 

utilization, with most research concentrating on using lignin model compounds to characterize 

aromatic degradation pathways (188-190) and bioconversion abilities (191, 192). Demonstrations 

of an integrated thermochemical process with an aromatic-metabolizing microbial catalyst using 

pretreatment liquors have been performed, but these feedstocks frequently contain only a portion 

of the original lignin content, as the pretreatment process has been optimized for sugar release via 

enzymatic hydrolysis rather than maximizing lignin conversion (183, 193, 194). For an effective 

lignin hybrid conversion process, the upstream thermochemical or catalytic depolymerization 

process must meet the following requirements: (1) production of aqueous soluble LBPs; (2) 

optimization of lignin conversion for yield and selectivity toward the preferred substrates for 

microbial growth and utilization; (3) minimal generation of inhibitor compounds; and (4) a process 

configuration and condition that is compatible with an economical, sustainable, and large-scale 

design. To this end, multiple lignocellulosic biomass pretreatment techniques have been tested, 

demonstrating the potential of hybrid conversion processes (193-197).  
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1.3.8 Why Rhodococcus opacus PD630 for hybrid conversion of lignin? 

Rhodococcus opacus PD630 has been identified as a candidate biological catalyst for the 

conversion of both the carbohydrate and lignin fractions of lignocellulose into valuable products. 

R. opacus was originally isolated from soil collected near a gas works plant by enrichment on 

phenyldecane as a sole carbon source (156). R. opacus possesses extensive catabolic pathways for 

both sugars and aromatics and can tolerate inhibitory compounds found in depolymerized biomass 

(e.g., phenolics and furfural) (198). The ability to metabolize aromatic compounds is shared by a 

number of microorganisms and is likely a common evolutionary trait due to the prevalence of 

lignin in natural environments. Many of the aromatic compounds that R. opacus is known to 

metabolize can be found in LBPs (154, 199-203). In addition to lignin model compounds (e.g., 4-

hydroxybenzoate, benzoate, phenol, vanillate, guaiacol, and trans-p-coumaric acid), R. opacus has 

been shown to degrade depolymerized kraft lignin (204), alkali-treated corn stover (205, 206), 

alkali-treated poplar wood (179), and switchgrass pyrolysis oil (197). Through adaptive evolution, 

R. opacus has been further evolved to more efficiently degrade phenol, syringaldehyde, and 

aromatic mixtures (154, 198, 199). R. opacus has also been engineered using exogenous genes 

expressed on plasmids to degrade cellulose, arabinose, and xylose (207-209). It is therefore, 

through native or engineered means, able to tolerate and utilize a variety of typically toxic lignin-

derived compounds, in addition to sugars. 

Unlike most bacteria that store carbon as polyhydroxyalkanoic acids (PHAs), R. opacus 

stores carbon as energy-rich triacylglycerols (TAGs) (203, 210). Acetyl-CoA is the product of 

diverse catabolic pathways in R. opacus, including glycolysis, the Entner–Doudoroff pathway, and 

aromatic degradation pathways (e.g., β-ketoadipate pathway), and it is a key precursor in TAG 

biosynthesis. Under nitrogen limitation, the non-limiting essential nutrient (i.e., carbon) is stored 
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as TAGs in R. opacus, accumulating up to ~80% of its cellular dry weight when cultured on 

gluconate (156, 211). On aromatic compounds, lipid production is reduced, but it can still reach 

up to 44% of cellular dry weight in TAGs under nitrogen-limiting conditions (154). R. opacus can 

also synthesize branched-chain and odd-numbered fatty acids that are necessary for next 

generation biofuels. Shifting lipid storage in R. opacus to these compounds would make it an even 

more valuable production strain (212).   

Other organisms have been proposed for lignin conversion, but R. opacus has demonstrated 

higher or equal rates of aromatic degradation and tolerance compared to other species. For 

example, a phenol-adapted Pseudomonas putida strain had a maximum phenol degradation rate of 

~12 mg phenol/L/hr when grown at its maximum tolerated phenol concentration of 1 g/L (213). 

Bacillus brevis previously claimed the highest phenol tolerance and utilization when cultures grew 

at concentrations up to 1.75 g/L phenol, and demonstrated a maximum degradation rate of ~20 

mg/L/hr (214). Adapted R. opacus strains were able to grow at 2 g/L phenol, and demonstrated a 

maximum degradation rates of ~21-22 mg/L/hr (199). 

In summary, R. opacus is an ideal candidate for the hybrid approach of lignocellulose 

utilization because of its high tolerance to aromatic compounds, its capacity to utilize a wide 

variety of substrates (both carbohydrates and lignin), and its ability to accumulate lipids. These 

traits are uniquely-suited to handling the aromatic mixtures produced by lignin depolymerization 

processes and metabolizing them into valuable compounds. Additionally, R. opacus is amenable 

to adaptive evolution to improve the tolerance and growth rate on aromatic and lignin substrates 

(154, 198, 199). These natural characteristics, along with a growing toolbox of genetic tools, make 

R. opacus an ideal organism for lignin valorization (215). 
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1.3.9 Genetic and metabolic characteristics of R. opacus 

Aromatic degradation in R. opacus is facilitated by a high-flux β-ketoadipate pathway that 

produces acetyl-CoA (Error! Reference source not found.) (216).  

  

Figure 3. 2. Aromatic degradation and carbon metabolism in R. opacus. R. opacus genes involved in 
reactions are listed. Dashed arrows represent multiple intermediate steps not shown. Xylose and arabinose 
consumptions occur via engineered pathways.  

 

As acetyl-CoA is the precursor molecule for many biochemicals, R. opacus is thus well suited for 

chemical production based on an aromatic feedstock. Additionally, glucose metabolism in R. 

opacus exclusively utilizes the Entner-Doudoroff pathway, enabling simultaneous utilization of 

phenol and glucose. This lack of catabolite repression means that R. opacus can effectively use 
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both the carbohydrate and lignin fractions of lignocellulosic biomass with reduced fermentation 

times and increased productivities. While sugar and phenol metabolisms are independent, R. 

opacus degrades aromatic compounds in a preferential order (154, 217). It is unclear what is 

driving this preferential consumption, but it may result from variations in enzyme and transporter 

activities, or transcriptional-level regulation.  

Aromatic compounds entering the cell generally first undergo preliminary degradation to 

either protocatechuate or catechol before being metabolized through the β-ketoadipate pathway. 

Mechanistically, this import into the cell and pre-processing occurs via specialized aromatic 

transporters and funneling enzymes, which have been identified using transcriptomics and 

proteomics (154, 179, 199). Henson et al. identified three aromatic-associated transporters: one 

specific to phenol, one associated with both phenol and vanillate, and a promiscuous transporter 

associated with phenol, vanillate, benzoate, and guaiacol (154). Several funneling enzymes have 

also been identified, including those which convert vanillate and 4-hydroxybenzoate to 

protocatechuate, as well as those which convert phenol, guaiacol, and benzoate to catechol (154).  

Advantageous mutations and transcriptional changes have been identified in R. opacus that 

could be future targets for additional growth optimization through forward engineering. Genes for 

enzymes involved in oxidation-reduction reactions underwent changes in multiple strains adapted 

for improved growth on one or more phenolic compounds, including cytochrome ubiquinol 

oxidase subunit I and superoxide dismutase (154, 199). The fact that functionally equivalent 

mutations occurred in multiple aromatic-adapted strains suggests their link to improved aromatic 

tolerance and utilization. For example, decreasing the activity of superoxide dismutase, as 

demonstrated in these mutated strains, may allow the cells to increase oxidizing equivalents, which 
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are necessary to degrade highly-reduced aromatic rings. Transcriptomic analysis of adapted strains 

also identified increased expression of aromatic transporters, which correlated with increased 

phenolic tolerance and utilization. These and other changes identified in the genome and 

transcriptome of adaptively-evolved strains could be replicated in a rationally-engineered strain to 

fine-tune its growth on and tolerance to aromatic-rich substrates.  

Additional potential targets for strain optimization in R. opacus are its nine endogenous 

plasmids (2 circular and 7 linear plasmids; a combined total of 0.79 Mbp). These plasmids have 

been posited to act as a hyper-recombinational gene storage strategy in which infrequently-used 

catabolic genes are stored on plasmids as a failsafe against rarely-encountered compounds (e.g., 

nitrophenolates and polycyclic and/or halogenated aromatics) which may be present in the 

environment (218-223). If genes located on a plasmid are found to be regularly useful, they can 

undergo recombination with the 8.38 Mbp circular chromosome and become permanent 

components of the genome. This strategy has been observed in strains of related Actinomycetales, 

where stored genes provide the catabolic versatility to degrade a larger array of organic compounds 

(224, 225). Additionally, genes located on plasmids, particularly if they are duplicates not subject 

to evolutionary conservation, can collect mutations more rapidly than those genes in the 

chromosome, allowing for improved adaptive capacity. For potential industrial use with a 

relatively well-defined and consistent feedstock, tailored strains of R. opacus may benefit from the 

selective removal of some of these plasmids, as previously adapted strains that exhibited improved 

growth profiles on phenolic compounds underwent large deletions or complete loss of plasmids 

(154). Plasmid removal under selective pressure may be driven by a reduced metabolic burden. 

Strategically, intentional plasmid curing would best be employed when cells are cultured on a 
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defined range of carbon sources, where trading catabolic potential for improved growth rate is an 

acceptable risk. 

1.3.10  Tool and technique development for R. opacus engineering 

As R. opacus is a non-model bacterium, the available genetic tools and techniques for 

engineering this organism were relatively sparse until recently. The genetic toolbox available for 

R. opacus has expanded to include a reference genome (203, 210), plasmid backbones for gene 

overexpression, and promoters for tunable gene expression (Table 2). Furthermore, methods for 

performing gene knock-outs and knock-ins, modulating and quantifying gene expression, and 

extracting intracellular products via viral lysis have all been demonstrated. We summarize the most 

prominent genetic tools and techniques developed for several R. opacus strains.  

A common element used for gene overexpression is the replicating plasmid backbone. 

There are a number of heterologous plasmids isolated from other Actinomyces spp. that have been 

demonstrated to replicate stably in R. opacus (Table 2). While they have several names, these 

plasmid backbones can be grouped into five primary categories. The pAL5000-based plasmid 

group, consisting of short and long variants, is derived from Mycobacteria spp. and has been 

demonstrated to have 3 to 11 copies per chromosome, dependent on the variant (218, 226, 227). 

The pNG2, pGA1, and pSR1 plasmid groups are all ancestrally related and derived from cryptic 

Corynebacterium spp. plasmids that replicate through rolling-circle amplification (228-232). A 

BioBrick-compatible version of pSR1 (pSRKBB) has recently been developed for easy cloning 

(233). The pAL5000 and pNG2 backbones have been demonstrated to be compatible, allowing co-

maintenance of two heterologous plasmids (218).  Finally, pB264, which is derived from an 

endogenous Rhodococcus sp. B264 plasmid, has ~8 copies per chromosome and is easily curable 
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from the cell once antibiotic selection pressure is removed (218, 234). To ensure that heterologous 

plasmids are stably maintained within a cell, selection is required, most frequently in the form of 

an antibiotic resistance marker. Several of these markers have been demonstrated and optimized 

for selection in R. opacus (Table 2), though there may be room for refinement with regards to 

stable maintenance concentrations (233). A recent study employed single-cell fluorescence to 

demonstrate that the concentration of kanamycin sufficient for selection was not the ideal 

concentration for plasmid function maintenance. The commonly-used concentration of 50 µg/mL 

led to a bimodal population of cell fluorescence, with fewer than half of the cells demonstrating 

fluorescent reporter expression when analyzed via flow cytometry (233). Increasing the 

concentration of kanamycin to 250 µg/mL led to a majority of cells expressing the fluorescent 

reporter.  

Table 1.2. List of genetic parts demonstrated in R. opacus, including plasmid backbones, 

selection markers, promoters, and recombination-related parts.  

Part Type Name Properties/Notes Source 

Plasmid 
backbones 

pAL5000 (short) 
Other names: pXYLA and pNV18; ~11 copies 

per chromosome 
(207, 218, 235-

239) 

pAL5000 (long) 
Other names: pJAM2 and pJEM; ~ 3 copies per 

chromosome 
(208, 218, 235, 

238) 

pNG2 
Derived from Corynebeacterium spp.; ~10 copies 

per chromosome 
(227, 229) 

pGA1 Derived from Corynebeacterium spp. 
(208, 232, 240, 

241) 

pSR1 Derived from Corynebeacterium spp. (230, 231, 233) 

pB264 
Derived from Rhodococcus sp. B264; curable; ~8 

copies per chromosome 
(218) 
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Selection 
markers 

Kanamycin 
50 μg/mL (selection) 

250 μg/mL (plasmid function maintenance) 
(230, 233, 242) 

Gentamicin 10 μg/mL (227) 

Spectinomycin 100 μg/mL (227) 

Thiostrepton 1 μg/mL (242) 

Chloramphenicol 34 μg/mL (243, 244) 

Hygromycin B 50 μg/mL (218) 

SacB Negative selection; sensitizes cell to sucrose (245, 246) 

Promoters 

pTipA Inducible with thiostrepton (242, 247, 248) 

pAcet 5x inducible with acetamide (243, 249) 

pBAD 59x inducible with arabinose (249) 

pTet 67x inducible with anhydrotetracycline (aTc) (249) 

pLPD06740 247x inducible with phenol (249) 

pLPD06575 Inducible with phenol (249) 

pLPD06699 
39x inducible with phenol, protocatechuic acid, 
sodium benzoate, 4-hydroxybenzoate, vanillate, 

and guaiacol 
(249) 

pLPD06568 
80x inducible with phenol, sodium benzoate, and 

guaiacol 
(249) 

pLPD03031 18x repressible with ammonium (249) 

IGRI’ & IGRIV’ Inducible with 2,4-dinitrophenol (DNP) (245) 

Recombinases Che9c60 GC-rich homologue of RecE (218, 224, 250) 
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Che9c61 GC-rich homologue of RecT (218, 224, 250) 

Neutral sites 

ROCI-2 R. opacus chromosomal locus (218) 

ROCI-3 R. opacus chromosomal locus (218) 

ROP8I-1 R. opacus endogenous plasmid 8 locus (218) 

For promoters inducible with multiple chemicals, the highest published fold-change for a single 
compound is reported.  

The ability to readily transform a bacterium with heterologous DNA is critical if it is to be 

a platform organism. R. opacus is transformable through multiple methods, including conjugation 

and electroporation. Conjugation requires a plasmid containing an origin of transfer (OriT) and a 

bacterial strain capable of conjugating with the strain of interest to horizontally transfer the plasmid 

(251). Both E. coli DH5α-pKOS111-47 and E. coli S17.1 have been used as conjugative helper 

strains with R. opacus (243, 245). Electroporation, wherein a pulse of electricity creates pores in 

the cellular membrane, can facilitate uptake of plasmid DNA in R. opacus at a reported efficiency 

of ~105 CFUs/μg DNA (242, 252).  

Successful cellular engineering requires the use of well-characterized genetic parts for 

predictable gene expression, and in non-model organisms, parts are often borrowed from related 

organisms (253). One core component needed for reliable gene expression is the promoter, which 

drives gene transcription. A number of studies have utilized constitutive promoters from related 

gram-positive Actinomycetales (e.g. Mycobacterium spp. and Streptomyces spp.) or from 

genetically-distant bacteria, such as gram-negative E. coli, for heterologous gene expression (207, 

208, 227, 233, 241). When performing metabolic engineering, however, a number of different 

promoters of varying strengths are required to balance the expression of multiple genes in an 

enzymatic pathway for optimal product titers (253, 254). An alternative to using borrowed 
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promoters is the creation of a de novo constitutive promoter library, where many promoters of 

varying strengths are developed and characterized. Using a fluorescent reporter, a constitutive 

promoter library spanning a 45-fold change in fluorescent output from weakest to strongest 

promoter was generated for R. opacus (218). Performing initial optimization of an enzymatic 

pathway combinatorically with a range of constitutive promoters, however, can be time-consuming 

and costly in non-model organisms.  

An alternative to constitutive promoters is tunable promoters whose expression is induced 

or repressed relative to the concentration of a specific compound. Table 2 summarizes the 

inducible and repressible promoters that have been demonstrated in R. opacus. Of particular 

interest to the goal of using R. opacus for the conversion of lignin to lipids are the aromatic- and 

ammonium-responsive promoters. The aromatic promoters (pLPD06740, pLPD06575, 

pLPD06699, pLPD06568) are differentially induced in the presence of a variety of aromatic 

compounds, including some found in depolymerized lignin, and could be employed in metabolic 

engineering related to aromatic catabolism (249).  pLPD03031 is a promoter that is repressed in 

the presence of ammonium, which can be used as a sole nitrogen source in R. opacus, and turns 

on when ammonium is depleted (249). As nitrogen starvation triggers lipid accumulation in R. 

opacus, this promoter could be used to modulate lipid pathways under lipid accumulating 

conditions (155, 199).  Combining the aromatic- and ammonium-responsive promoters into 

genetic circuits could lead to dynamic regulation, which has been shown to increase final product 

titers through reductions in metabolic burden (174). Furthermore, pLPD03031 has been employed 

to create a cellular timer designed to activate at specific points in the cellular growth cycle, 

dependent on the initial ammonium concentration in the culture (249). 
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In addition to expressing a gene construct on a plasmid, heterologous expression can be 

achieved by integrating the DNA into the genome of the organism, where it can be stably 

maintained. To date, genome modification in R. opacus has been performed through both single- 

and double-crossover homologous recombination (218, 243, 245, 250). Two methods utilizing 

single-crossover recombination, combined with the conjugative transfer of a donor plasmid via an 

E. coli helper strain, have been described for R. opacus (243, 245). One difficulty with genomic 

recombination in R. opacus, however, is that it often results in illegitimate integration, wherein the 

integration cassette is inserted at an incorrect location or the entire plasmid is integrated. This is a 

common issue in other actinobacteria, such as Mycobacterium tuberculosis and Rhodococcus 

fascians, and can be overcome through the heterologous expression of helper recombinases (224, 

255). In R. opacus, a pair of bacteriophage recombinases, Che9c60 and Che9c61, have been 

demonstrated to facilitate double-crossover homologous recombination when donor template is 

provided via electroporation (218, 224, 250). Ideally, the integration of foreign DNA into the 

genome would have no adverse effects on cell health, but in practice care must be taken in choosing 

an integration site. Three neutral sites, or locations that have been demonstrated not to cause a 

decrease in growth rate when a gene cassette is integrated into them, have been identified in the 

chromosome and a native endogenous plasmid of R. opacus (218). 

In addition to the tools that facilitate gene overexpression in R. opacus, it may also be 

desirable to eliminate certain genes. Genetic knockouts through homologous recombination have 

also been performed to disrupt gene expression. Both single- and double-crossover recombination 

have been used to knockout and confirm the functional roles of transcriptional regulators, catabolic 

enzymes, and transporters in R. opacus (154, 245). Furthermore, the sacB negative selection 
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marker, which sensitizes the cell to sucrose, has been used for genome engineering in R. opacus 

(245, 246). 

Gene knockouts can be informative when investigating gene function, but as permanent 

modifications, they may be lethal to the cell. As an alternative, a gene’s expression can be 

selectively and temporarily reduced through CRISPR interference (CRISPRi). CRISPRi utilizes a 

complex comprising a deactivated Cas9 (dCas9) and an engineered small guide RNA (sgRNA) to 

bind to DNA in a sequence-dependent manner and interfere with the transcriptional machinery, 

leading to targeted gene repression (256). The most commonly used CRISPRi system is derived 

from Streptococcus pyogenes (dCas9Spy), but this system was found to be ineffective in 

Mycobacterium tuberculosis, an Actinomycetales species closely-related to R. opacus (257). A 

version of dCas9 sourced from Streptococcus thermophilus (dCas9Sth1), which was found to be 

effective in M. tuberculosis, has been developed as a repression system for use in R. opacus (218).  

Experimentally, up to 58% repression of a chromosomally-integrated fluorescent protein was 

observed using this optimized dCas9Sth1(218). Tunable gene repression using dCas9Sth1 can be used 

in the future to remodel native metabolic pathways in R. opacus.  

To quantify changes in gene expression between different growth conditions, stably-

expressed reference (or “housekeeping”) genes in R. opacus have been identified for use with 

reverse transcription quantitative PCR (RT-qPCR) (258). When ribosomal RNAs (rRNAs) are 

present in the samples, it was found that the combined use of genes for the ATP-binding subunit, 

ClpX, of the ATP-dependent Clp protease (PD630_RS25530) and 16S rRNA (PD630_RS01395) 

provided the best normalization results. If rRNAs are depleted, as is the case in samples prepared 

for RNA-Seq, the best pair of genes was found to be the same ATP-binding subunit ClpX and the 
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rRNA small subunit methyltransferase G (PD630_RS37755). Using an appropriate set of reference 

genes is essential to generate meaningful expression-change data, and these pairs provide this 

baseline to an array of analyses. 

A final technique that has been implemented to improve bioproduction in R. opacus is the 

development of a method for controlled cellular lysis to release intracellular compounds (259). A 

bottleneck in microbial manufacturing is separating the target product from the cells, and 

implementing a controlled release strategy could reduce processing costs. A domesticated version 

of R. opacus created through serial culturing was found to be sensitive to a lytic tectivirus (Phage 

Toil) (259), which can be used to trigger cell lysis at a desired timepoint and can thus serve as a 

cheap and effective method for releasing products (e.g. TAGs) from R. opacus (259).  

1.3.11  R. opacus as a production host 

The production of TAGs and fatty acids in R. opacus has been demonstrated on an array 

of carbon feedstocks (Table 3). When fed kraft lignin (a toxic byproduct of the paper and pulping 

industry) in combination with laccase (a class of enzymes which oxidize phenolics), R. opacus 

was able to generate 0.145 g/L of lipid (204). A strain of R. opacus adaptively-evolved to tolerate 

higher levels of aromatic compounds, PVHG6, was able to generate 0.13 g/L lipids when provided 

with five lignin model compounds as sole carbon sources in equal quantities (154). Growth of R. 

opacus on pre-treated corn stover produced 1.3 g/L of lipid (measured as fatty acid methyl esters 

(FAME)) (205). A xylose-fermenting strain (MITXM-61) was developed by heterologous gene 

expression, and when it was grown in corn stover hydrolysates (containing 118 g/L initial total 

sugars), it converted xylose and glucose into 15.9 g/L TAGs (54% of dry cell weight (DCW)) 

(260). When R. opacus was cultured in glucose and glycerol, Suwaleerat et al. observed a 
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maximum of 2.4 g/L lipids in 10.2 g/L biomass (261). While R. opacus grows poorly on glycerol 

alone (261, 262), this demonstrates that it can be used to enhance lipid production compared to 

just glucose as a sole carbon source. As glycerol is a byproduct of TAG transesterification, feeding 

it back to the production strain could reduce overall costs (263). Using adaptive evolution, Sinskey 

and colleagues generated an MITXM-61 derivative strain, MITGM-173, which was able to grow 

on up to 160 g/L glycerol (264). Optimized TAG production in this adapted strain occurred with a 

1:2:2 mixture of glycerol:glucose:xylose, reaching 13.6 g/L TAGs (51.2% of DCW).  

Table 3. Bioproduction by R. opacus wild-type and engineered strains on various feedstocks. 

Strain Substrate Product Production Value Reference 

R. opacus PD630 glucose:glycerol (7:3) 
Carotenoids 

& lipids 
0.99 mg/L & 2.4 g/L, 

respectively 
(261) 

R. opacus PD630 Pre-treated Corn Stover FAME 1.3 g/L (205) 

R. opacus PD630 Glycerol TAGs 1.4 g/L, 38.4% DCW (262) 

R. opacus PD630 
(engineered) 

Glucose Fatty acids 46% DCW (265) 

R. opacus MITXM-61 

(engineered) 

Corn stover 
hydrolysates 

TAGs 15.9 g/L, 54% DCW (260) 

R. opacus MITGM-173 

(evolved) 

glycerol: 
glucose:xylose (1:2:2) 

TAGs 13.6 g/L, 51.2% DCW (264) 

R. opacus PD630 Crude Whey Fatty Acids 45.1% DCW (266) 

R. opacus PD630 
Switch Grass (pyrolysis 

oil) 
Lipid 

pH 7: 0.078 g/L, 21.9% DCW 

pH 4: 0.066 g/L, 25.8% DCW 
(197) 
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R. opacus PD630 Kraft lignin (+ laccase) Lipid 0.145 g/L (204) 

R. opacus PD630 Olive Mill Waste Lipid ~1.9 g/L, 80% DCW (267) 

R. opacus PD630 
PVHG6 

phenol:vanillate:4-
hydroxybenzoate: 
guaiacol:benzoate 

(1:1:1:1:1) 

Lipid 0.13 g/L, 44% DCW (154) 

R. opacus PD630 
(engineered) 

Gluconate, whey Wax esters 

Gluconate: 46% total neutral 
lipids 

Whey: NR 

(244) 

R. opacus PD630 
Poplar lignin hydrolysis 

slurry 
Lipid NR (179) 

FAME: fatty acid methyl ester; DCW: dry cell weight; NR: not reported. 

 

R. opacus can also be used as a platform to produce high value compounds other than 

lipids. For example, R. opacus naturally produces carotenoids, which are prized for their 

pigmentation and antioxidant properties (261). In a 7:3 ratio of glucose and glycerol, R. opacus 

was able to produce 0.99 mg/L of carotenoids (261). Though R. opacus has, at present, a limited 

pool of demonstrated products (i.e., lipids and carotenoids), there is potential to expand the range, 

particularly as its genetic toolbox has recently been developed. With rational metabolic 

engineering, it may be possible to shunt more carbon flux into carotenoid production to improve 

yields and titers. Similarly, manipulation of enzymes in the β-ketoadipate pathway (Error! 

eference source not found.) could result in the accumulation of high-value intermediates, 

including cis, cis-muconic acid (bioplastic precursor) and succinic acid (food additive). 

Furthermore, the downstream product of aromatic degradation, acetyl-CoA, can be diverted to 

produce diverse compounds. Production of these high-value compounds from lignocellulose or 
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lignocellulose-derived sources has been demonstrated in other bacterial hosts, which provides a 

guide for engineering R. opacus (Table 4). 

 

Table 4. Compounds produced from lignin or lignin-derived sources in selected non-R. 

opacus bacterial hosts.  

 

1.3.112 Conclusion 

Biofuels and bioproducts can be produced from lignocellulose to replace or supplement 

petroleum-based fuels, chemicals, and materials. To improve the economic competitiveness and 

reduce the environmental footprint of biorefineries, both the carbohydrate and lignin fractions 

should be utilized. However, due to its recalcitrance, lignin has been an untapped carbon source 

which is either discarded or burned for process heat. Additionally, aromatic compounds found in 

depolymerized lignin are toxic to most microbes, presenting a challenge to developing an 

Strain Substrate Product 
Production 

Value 
Reference 

R. jostii RHA1 
(engineered) 

Wheat straw Vanillin 96 mg/L (268) 

P. putida KT2440 
(engineered) 

Depolymerized corn stover 
lignin 

Cis, cis-muconic acid 3.7 g/L (269) 

Corynebacterium 

glutamicum 

(engineered) 

Depolymerized softwood 
lignin 

Cis, cis-muconic acid 1.8 g/L (270) 

Cupriavidus 

basilensis B-8 
Kraft lignin 

Polyhydroxyalkanoate 
(PHA) 

319.4 mg/L (271) 

Actinobacillus 

succinogenes 130Z 
Xylose-enriched corn stover  

hydrolysate 
Succinic acid 39.6 g/L (272) 



47 
 

economically viable process. To overcome these challenges, we propose a hybrid conversion 

approach that combines thermochemical/catalytic and biological conversion processes as 

discussed in this review. 

R. opacus is an ideal organism for such a hybrid conversion process due to its ability to 

tolerate and utilize a wide variety of aromatic compounds found in lignin breakdown products. 

Additionally, R. opacus is oleaginous and can produce high levels of lipids. While R. opacus 

engineering has been limited, recent identification of aromatic degradation pathways and substrate 

transporters has provided several targets that can be modified for strain optimization. In addition, 

the toolbox for genetic engineering is under active development, providing methods for gene 

modification and transcription control. Further engineering will be necessary to increase the 

tolerance, growth rate, and lipid production of R. opacus on depolymerized lignin substrates. 

Furthermore, R. opacus can be engineered to synthesize more valuable chemicals, such as 

branched-chain fatty acid esters, carotenoids, and cis, cis-muconic acid. With advances in both 

lignin depolymerization processes and rational engineering tool development for R. opacus, the 

coming years will witness rapid progress toward cost-effective conversion of lignocellulose into 

bio-products. 
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Chapter 2:  

Acute and persistent effects of commonly-

used antibiotics on the gut microbiome and 

resistome in healthy adults 

2.1 Introduction 

2.1.1  Abstract 

Antibiotics are deployed against bacterial pathogens, but their targeting of conserved microbial 

processes means they also collaterally perturb the commensal microbiome. To understand acute 

and persistent impacts of antibiotics on the gut microbiota of healthy adult volunteers, we 

quantify microbiome dynamics before, during, and 6 months after exposure to 4 commonly used 

antibiotic regimens. We observe an acute decrease in species richness and culturable bacteria 

after antibiotics, with most healthy adult microbiomes returning to pre-treatment species richness 

after 2 months, but with an altered taxonomy, resistome, and metabolic output, as well as an 

increased antibiotic resistance burden. Azithromycin delays recovery of species richness, 

resulting in greater compositional distance. A subset of volunteers experience a persistent 

reduction in microbiome diversity after antibiotics and share compositional similarities with 

patients hospitalized in intensive care units. These results improve our quantitative understanding 

of the impact of antibiotics on commensal microbiome dynamics, resilience, and recovery. 
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2.1.2  Introduction 

Antibiotics are critical, life-saving medications that have served as the primary treatment 

for bacterial infections since their clinical introduction in the 1940s (1, 2). However, antibiotic 

exposure can also result in significant unintended consequences, including acute and persistent 

changes in the commensal host microbiome (3-7), as well as selection for antibiotic resistance 

(AR) genes in commensals and pathogens (8, 9). Immediately after antibiotic usage, changes in 

the microbiome can leave patients more susceptible to re-infection or infection from 

opportunistic pathogens, such as Clostridioides difficile (10, 11). Further, taxonomic alterations 

to the microbiome due to antibiotics can lead to long-term consequences such as slower 

development of a diverse microbiome in pre-term infants (8, 9, 12). Such gut microbiome 

dysbioses, commonly observed with broad-spectrum antibiotic treatment in patients hospitalized 

in intensive care units (ICU) (13, 14), have been linked to hospital acquired infections (15) and 

multiple organ dysfunction syndrome (16). Resistome selection and enrichment can also persist 

over long periods, as shown in studies where pre-term infants (8, 9, 12), nursing home residents 

(17), and the elderly (18, 19) have increased AR organism and AR gene carriage, which has been 

theorized to be caused in part by repeated exposure to antibiotic treatment.  

Existing literature explaining the effects of clinically relevant antibiotic exposure on the 

taxonomic and functional architecture of the healthy human microbiome is limited, as healthy 

individuals do not routinely need antibiotics. Two foundational studies assessed the effect of a 

short course of ciprofloxacin on the taxonomic structure of the microbiomes of 3 healthy 

individuals, using pyrosequencing of the 16S rRNA gene hypervariable region (4, 20). The 

authors observed an almost universal acute decrease in taxonomic diversity after treatment and 

an incomplete recovery in some cases, but they were unable to assess changes in AR genes or 
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other functional components of the microbiome because of the methodologies employed. Similar 

findings have been reported for amoxicillin (21) and the amoxicillin-clavulanic acid combination 

(22), indicative of an interplay between more universal signatures of bacterial selection and 

person-to-person variability of outcomes after antibiotic treatment. A few recent studies have 

applied shotgun metagenomics to this question, which can assess not only variation in taxonomic 

diversity but also resistome abundance and composition. These studies demonstrated an effect of 

moxifloxacin on bacterial gene richness within the first 5 weeks (7), a significant increase in tet 

resistance genes after 1 week in healthy volunteers given amoxicillin (23), and a partial recovery 

of species richness after a 4-day course of a 3-drug cocktail in a cohort of 18 healthy young men 

(6). While these studies have increased our understanding of taxonomic and resistance 

composition changes beyond what 16S rRNA sequencing can describe, they are still limited by 

the number of treatments and timepoints studied, and thus a cohesive understanding of both the 

acute and chronic effects for commonly prescribed antibiotics is still missing. The concept of 

ecological opportunity is used to describe environments with niche availability and discordance 

that drive persistence and adaption in community members (24, 25). Gut microbiomes have been 

theorized to be environments with great ecological opportunity (26, 27), especially during low 

diversity events such as infant development (28, 29), and perturbation due to antibiotics or 

disease (26). There are open questions concerning the effect of time-induced drift during 

microbiome recovery: as the community begins the process of reassembly in the presence of 

external factors (antibiotics), do treatments vary in the time-to-recovery and net compositional 

differences? What genetic components and commensal bacteria define the ecological succession?  

A complementary approach to prospectively investigate antibiotic perturbation of the 

microbiome is to employ laboratory murine models, where many of the confounders from a 
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retrospective human cohort can be controlled for. Murine models have shown antibiotic 

perturbation alongside diet can modulate compositional differences in the microbiome (30, 31) 

and host susceptibility to infection by Salmonella enterica (32) and C. difficile (33, 34). While 

these murine studies have served important roles in hypothesis testing and mechanistic 

exploration (35, 36), it is often difficult to translate these findings to human health and treatment 

because of the substantial differences in ‘natural’ human and mouse microbiomes and host 

biology (37), and the idealized nature of experimental work in mice (inbred mouse lines often 

fed restricted, highly regulated diets) (38).  

We hypothesized that antibiotic regimens which are routinely used for treatment of 

bacterial infections would cause acute perturbation to the microbiomes of healthy human 

volunteers by increasing the relative abundance of pathobionts and select for AR genes. We 

further hypothesized that while the taxonomic diversity of these microbiomes would largely 

recover to pre-perturbation states within weeks to a few months, the ‘scars’ of perturbed 

taxonomic composition, AR gene enrichment, and compositional drift, would persist over the 

same time scales. Thus, in this study we designed and executed a prospective, longitudinal 

investigation of the impact of four different antibiotic regimens recommended for outpatient 

community associated pneumonia on the taxonomy, resistome, and functional output of healthy 

volunteer microbiomes. This represents a patient population who would receive antibiotics for 

respiratory infections which are frequently not bacterial in etiology. Thus, many antibiotics are 

frequently misused for that indication, and we were accordingly motivated to understand the 

effect of these common unwarranted treatments on a healthy human microbiome. In our study 

design, we collected multiple control samples per individual before antibiotic exposure to 

establish pre-perturbation baseline microbiome states. Using both quantitative microbiologic 
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culture and metagenomic sequencing, we analyzed both the acute effect of antibiotic perturbation 

(AP) on healthy volunteer gut microbiomes and the putative persistent “antibiotic scarring” 

(defined as a statistically significant increase in AR compared to the pre-antibiotic state) 

observed up to 6 months after antibiotic exposure, and we compared the trajectories of these 

perturbations to the microbiomes of hospitalized, critically-ill patients.  

We found a remarkable similarity in the effect of each antibiotic treatment on species 

richness and viable colony forming units (CFU) concentrations with antibiotic specific 

enrichment in taxonomy and resistance. Recovery after treatments containing azithromycin was 

slower, resulting in niche discordance and greater net compositional distance. Three volunteers 

already at low microbiome diversity seemed primed to large taxonomic perturbations after 

antibiotic treatment, increasing their taxonomic similarity to microbiomes from critically-ill ICU 

patients. Even though most volunteers returned to a similar level of taxonomic diversity after 

treatment, significant increases in AR genes, changes to the functional output of the microbiome, 

and an altered taxonomic state imply significant long-term consequences. These data 

quantitatively illuminate how the healthy microbiome buffers antibiotic specific changes to the 

relative abundance of specific taxa during perturbation, and identifies key areas of further 

research, such as identifying individuals at greater risk of perturbation. 

The bulk of this research on the impact of antibiotics on the human microbiome and 

resistome has been understandably performed with retrospective cohorts of severely-ill and 

hospitalized individuals, who are at high risk for infections and who accordingly receive many 

courses of prophylactic and empiric antibiotic therapy (13, 14, 39). Antibiotic exposure in these 

populations occurs in the context of diverse confounding factors, such as infection (13, 14), drug 

exposure (12), hospital environment (8, 14), and potential immunocompromise (12). Statistical 
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modeling, which allows for some control of these confounders, demonstrates that the state of the 

microbiome pre-antibiotic exposure has some predictive power on the impact and severity of 

antibiotic exposure perturbation on the microbiome, but these models are still limited by the 

immense variation observed between individuals studied retrospectively (8, 40). To separate the 

acute and persistent impacts on microbiome composition and function from antibiotic exposure 

versus from the effects of illness and hospitalization, we must look to prospective studies that 

characterize the impact of antibiotics on healthy, un-hospitalized adults (4, 6, 7, 20). Further, the 

healthy, adult microbiome is relatively stable in an individual and has been theorized to be robust 

and resilient to perturbation (41). Yet adult microbiomes can vary considerably across 

individuals (42, 43), and this variability may result in different levels of vulnerability to and 

severity of AR perturbation. Understanding these differences and defining the effects of specific 

antibiotics on healthy human microbiomes can help identify predictive factors that distinguish 

healthy and dysbiotic states, informing development of future anti-infective treatments which 

minimize collateral microbiome damage (40). 

2.2 Results 

To quantify the effect of antibiotics on the gut microbiota of healthy individuals over 

time, we recruited a study group of 20 volunteers from the St. Louis, MO, metropolitan area 

(Table S1). The cohort was then randomized into one of four antibiotic treatment groups: 1. 

azithromycin (AZM) dispensed as a standard oral dose pack with a 500mg first dose on day 1 

and 250mg daily thereafter, 2. levofloxacin (LVX) dispensed as 750mg, 3. cefpodoxime (CPD), 

dispensed as 250mg twice a day, and 4. a combination of the azithromycin and cefpodoxime 

(CPD+AZM) treatments at the aforementioned individual doses. All treatments were 

administered orally for 5 days, consistent with Infectious Diseases Society of America/American 
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Thoracic Society guidelines for community acquired pneumonia in adults (44). Fecal samples 

from volunteers were collected longitudinally at 15 timepoints encompassing periods before, 

during, and after antibiotic treatment (Table S2). The first 4 sampling points were taken before 

antibiotic administration, to establish a robust baseline for each patient’s unperturbed 

microbiome over a timespan similar to the period of acute perturbation after treatment (2 weeks). 

Antibiotic treatments started on day 0, and samples were taken on days 3, 6, 9, 12, and 19 post 

start of antibiotics. After the first 30 days post-treatment, sampling intervals were increased to a 

month (days 35, 65, 95, 125), and finally 2 months (day 185) for the last interval. The participant 

retention rate was 100%, with a 96.3% sample submission rate, for a total of 289 fecal samples 

for analysis. A subset of 10 sampling points per individual underwent semi-quantitative 

microbiologic culture. The microbiomes of this healthy volunteer cohort were then compared to 

fecal samples from 26 ICU patients in the St. Louis, MO, area who were being screened for C. 

difficile colonization. ICU patients are a patient population with a well-documented high AR 

burden (45, 46).  

2.2.1  Antibiotics decrease microbiome bacterial load and richness and perturb 

microbial community structure 

We analyzed gut microbiomes using complementary culture-based and culture-

independent methods. To assess the effect of antibiotics on the bacterial load of the gut 

microbiome, we used semi-quantitative microbiologic culture of viable bacteria in a subset of 

fecal samples. We found a significant mean reduction of 4.78 log-transformed CFU (CI 

[2.89−6.36], p = 0.0074 [paired Wilcoxon rank sum]) and 2.90 (CI [1.90−3.91], p = 0.0047) in 

aerobic and anaerobic bacterial titers, respectively, between day 6 and day -14 (Figure 2.1A-B, 

Table 2.3S-2.4S).  



76 
 

 

Figure 2. 1 Healthy microbiomes are perturbed by antibiotic treatment. A. Longitudinal tracking of changes 

in semi-quantitative culturing of aerobic bacteria. All confidence intervals are bootstrapped 95% CI of 

the mean. Asterisks represent significantly different timepoints (See Tables 2.3S–2.5S for p values). B. 

Longitudinal tracking of changes in semi-quantitative culturing of anaerobic bacteria. All confidence 

intervals are bootstrapped 95% CI of the mean. Asterisks represent significantly different timepoints (See 
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Tables 2.3S–2.5S for p values). C. Longitudinal tracking of metagenomic species richness. All confidence 

intervals are bootstrapped 95% CI of the mean. Asterisks represent significantly different timepoints (See 

Tables 2.3S–2.5S for p values.) D. The trajectory of the stool samples through the PCA space before and 

at the end of antibiotic administration. The PCA was generated using all of the sample points, with 

arrows illustrating volunteer microbiome movement through the PCA space starting at day −14 to day 6. 

Samples are color-coded by antibiotic—blue for CPD or CPD + AZM and green for AZM or LVX. (E) A 

cladogram overlaying colors representing significant effect sizes found at each taxonomic level (blue for 

CPD/CPD + AZM and green for AZM/LVX). See Table S7 for the biomarker legend. Each node denotes a 

taxonomic unit within the bacterial hierarchy, and when colored, were found to be significantly enriched 

in the treatment group represented by that color. White nodes represent taxonomic units that were 

present, but not significantly enriched in either group. See also Figures 2.8S and 2.9S. 

No significant differences were found between culture results from samples taken on days -14 

and -1. The day after the end of treatment, bacterial species richness also decreased significantly 

when compared to day -14 (11.50 CI [7.99−16.00], p = 0.0052) (Figure 2.1C, Table 2.5S). 

Again, there were no significant differences in species richness between any of the other three 

pre-antibiotic timepoints and the timepoint at day -14. 

In addition to these broad trends, we also observed antibiotic-specific effects on the microbiome. 

Principal component analysis (PCA) using the Bray-Curtis dissimilarity of species abundance for 

the full dataset (all volunteer timepoints and ICU group, Figure 2.1S) was used to visualize the 

effect of antibiotic administration on volunteer microbiomes. We observed that volunteer 

microbiomes given specific treatments shared similar trajectories through PCA space after 

treatment, with the CPD and CPD+AZM treatment groups separating significantly from the LVX 

and AZM groups (p = 0.01 [PERMANOVA]) (Figure 2.1D, Figure 2.9S). Linear discriminant 

analysis (LDA) between the two groups at day 6 revealed an enrichment of the Bacteroidetes 

phylum (log average: 5.82 LDA effect size = 5.02, p < 0.01) and the Clostridium genus (marked 

as B on figure) (log average: 4.43, LDA effect size = 3.99, p < 0.05) in the healthy volunteers 

given CPD or CPD+AZM. Volunteers given LVX or AZM were enriched for genera in the 

Firmicutes phylum (log average: 5.73, LDA effect size = 5.03, p < 0.01) such as Eubacterium 

(log average: 5.28, LDA effect size = 4.82, p < 0.01), Ruminococcus (log average: 4.73, LDA 
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effect size = 4.34, p < 0.01), and Anaerostipes (log average: 3.22, LDA effect size = 3.91, p < 

0.05) (Figure 2.1E). Notably, significant compositional differences between the groups were 

abrogated by day 185 (p = 0.98 [PERMANOVA], Figure 2.9S).  

2.2.2  Azithromycin delays recovery of species richness and is associated with 

the relative abundance of 9 gut commensals and metabolic pathways 

After treatment with antibiotics, viable aerobic and anaerobic bacteria cultured from volunteer 

fecal samples significantly decreased in concentration. We observed lower aerobic CFU/mL 

counts from fecal samples from days 6 (4.78 log-transformed CFU CI [2.89−6.36], p = 0.0074 

[adjusted Wilcoxon rank sum]) and 12 (4.56 log-transformed CFU CI [2.47−6.86], p = 0.0074 

[adjusted Wilcoxon rank sum]) than those recorded on day -14 (Table S3). Anaerobic CFU/mL 

counts exhibited a similar perturbation after treatment with reduced CFU counts on day 6 (2.90 

CI [1.91−3.91], p = 0.0047 [Wilcoxon rank sum]) and 12 (2.83 CI [1.70−4.31], p = 0.0047 

[Wilcoxon rank sum], Table S4). Recovery to baseline was reestablished by day 19 after 

treatment for both aerobic and anaerobic culture. Species number for all volunteers recovered by 

day 19 (table S5). Microbiome diversity recovered in a treatment specific manner, with 

volunteers given LVX or CPD recovering 12 days after antibiotic administration (3.00 CI [-

9.99−10.00], p = 0.4 [Wilcoxon rank sum]) (Figure 2.2A-B).  
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Figure 2. 2 The microbiome recovers but is delayed by AZM. A. Longitudinal recovery of relative species 

richness after AP. Black confidence intervals in metagenomic data represent bootstrapped 95% 

confidence intervals for the average of CPD and LVX volunteers at each time point, and blue confidence 

intervals represent 95% bootstrapped confidence intervals for AZM and XPD + AZM volunteers at each 

timepoint. The dashed line represents the pre-treatment average species richness. B. p value significance 

tests over imputed intervals between LVX and CDP and the AZM and CPD + AZM groups after antibiotic 

administration. The dashed line represents 0.05 p value significance threshold. See also Figures 2.10S 

and 2.11S. 

In contrast, volunteers given AZM or CPD+AZM appeared to deviate from the recovery shown 

by LVX or CPD volunteers.  

We discovered that AZM and CPD+AZM volunteer microbiomes, hereafter referred to as the 

slow recovery group (SRG), exhibited a significant delay in recovery between day 24 to 30 when 

compared to the microbiomes of volunteers given LVX or CPD, referred to as the fast recovery 

group (FRG) (p < 0.05) (Figure 2.2B). The average species richness of the AZM and CPD+AZM 

groups continued to be lower than pre-antibiotic levels until day 65 (5.00 CI [2.20e-05−1.49e01], 

p < 0.051 [Wilcoxon rank sum], Figure 2.2A-B). Eight commensal bacteria were identified to 
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have recovered significantly slower in volunteer microbiomes given AZM or CPD+AZM than in 

microbiomes given LVX and CPD: Alistepes putridensis, Bifidobacterium longum, Collinsella 

aerofaciens, Eubacterium eligens, Dorea longicatena, and Barnseilla intestinihominis (p < 0.05 

[ZIBR]). The average abundance of Methanobrevibacter smithii exhibited two short blooms on 

days 12 and 35 in AZM and CPD+AZM. Bacteroides massiliensis was the only species 

identified as being enriched in AZM and CPD+AZM after treatment (p < 0.05 [ZIBR]).  

Functional analysis confirmed that the slow recovery of Bifidobacterium longum was associated 

with the decreased abundance of the alternative, non-mevalonate 2-C-methyl-d-erythritol 4-

phosphate/1-deoxy-d-xylulose 5-phosphate pathway (MEP/DOXP pathway), a metabolic 

pathway belonging to the Bifidobacterium genera.  

Similar to the recovery over time in species number, the cumulative distance through the first 10 

dimensions of the PCA did not differ for both the FRG and SRG. However, the SRG had a 

significantly higher distance through 10-dimensional Euclidean distance during recovery (p = 

0.022, t-test on log-transformed distances, Supplemental Figure 2.10S). 

2.2.3  The resistance reservoir increases in healthy volunteer microbiomes 

over time after antibiotic perturbation 

After AP, AR gene burden increased significantly for the volunteers receiving CPD, AZM, and 

CPD + AZM treatments when compared to the average of their pre-antibiotic sampling points 

(Figure 2.3A-B, Table 2.6S).  
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Figure 2. 3 Resistance gene burden increases up to 2 months after antibiotic perturbation. A. Resistance 

gene burden measured as total reads per kilobase of transcript, per million mapped reads (RPKM) of all 

resistance markers increases significantly immediately after antibiotic perturbation and then again at day 
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65. All confidence intervals are bootstrapped 95% CI of the mean. B. p value compared to first sample 

point at all time points. Long-term increases in tetracycline resistance after all of the treatments. The 

dashed line represents the 0.05 p value threshold (see Table S6 for p values). The black line represents 

the p value over time for AZM-, AZM+CPD-, and CPD-treated volunteers. The purple line represents the 

p value over time for LVX-treated volunteers. C–E. Average RPKM with bootstrapped 95% confidence 

intervals of the genes found to be significantly increased over time. The y axis represents average RPKM. 

Conversely, volunteers receiving LVX exhibited no significant changes over time (adjusted p < 

0.05, [paired Wilcoxon ranked sum]). Only 3 resistance elements were identified as changing 

significantly over time in the CPD, AZM, and CPD + AZM treatments. Three resistance genes, 

cfxA, tetO, and tet40, increased significantly (adjusted p < 0.05 [Splinectomer], Figure 2.3C-E). 

tetO and tet40 are often found in Firmicutes (47, 48), and we observed a concomitant increase in 

the average relative abundance of Firmicutes for all volunteers beginning at day 65 

(Supplemental Figure 2.11S).  

2.2.4  The healthy volunteer resistome after perturbation is distinct from the 

resistome of ICU patients  

We next identified significant differences in AR gene content between the healthy 

volunteer microbiomes the day after the end of antibiotic treatment (day 6) and microbiomes 

from 26 ICU patient fecal samples (Figure 2.4A).  
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Figure 2. 4 The healthy volunteer resistome after AP is distinct from the ICU patient resistome. A. 

Cladogram of the antibiotic resistance genes found to be discriminatory between healthy volunteers at 

day 6 and ICU remnant microbiomes. The ICU microbiomes were highly enriched for multi-drug 

resistance and efflux pump complexes. The healthy microbiomes were enriched for cfxA resistance and 

the 23S ribosomal RNA methyltransferase mechanism of macrolide resistance (Au). See Table S8 for the 

biomarker legend. B. Heatmap of the 70 most highly variable resistance markers for the same sample set. 

The healthy volunteer samples cluster together and are largely depleted of the markers representative of 

the ICU microbiomes. The ICU microbiomes have 4 distinct clusters, which were dominated by distinct 

sets of variable markers. The scale represents log-transformed RPKM values. 

The microbiomes of the ICU patients were characterized by enrichment of AR genes 

encoding multi-drug resistance (log average: 5.07, effect size = 4.75, p < 6.46e-07 [LDA]), 

specifically efflux pump classes such as ABC class efflux (log average: 3.30, effect size = 3.13, p 

< 0.009 [LDA]) and SMR class efflux (log average: 3.26, effect size = 3.14, p < 0.009 [LDA]). 

Healthy volunteer microbiomes were enriched for the beta-lactam resistance gene cfxA (log 

average: 5.57, effect size = 5.12, p < 0.001 [LDA]) and macrolide resistance genes acting on the 
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23S ribosomal RNA methyltransferase  (log average: 5.42, effect size = 4.59, p < 0.02 [LDA]), 

both targeting antibiotic treatments just administered.  

We identified the 70 most highly variable and abundant AR genes in an averaged acute 

post-antibiotic healthy volunteers and the ICU dataset. Hierarchical clustering identified 5 

clusters, with the healthy volunteers forming one distinct cluster (Figure 2.4B). The ICU cohort 

was split into 4 distinct groups: cluster 3 was largely depleted of the set of highly variable genes; 

cluster 2 shared multiple genes overlapping with the averaged acute post-antibiotic healthy 

volunteer profile; cluster 4 contained glycopeptide resistance genes which confer vancomycin 

resistance commonly found in vancomycin-resistant Enterococcus (VRE); and finally, cluster 5 

contained genes encoding mostly beta-lactam efflux pumps 

2.2.5  Most healthy volunteers remain inside healthy PCA space; some enter 

ICU PCA space after antibiotics 

To compare the effect of AP on healthy volunteer microbiomes with the presumed 

dysbiotic microbiome state of the ICU patients, healthy volunteer metagenomes were mapped 

through the first two dimensions of the PCA ordination space of Bray-Curtis dissimilarities at 

days -14, 6, and 185 (Figure 2.5A).  
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Figure 2. 5 A subset of ill-like individuals were heavily perturbed during the study. A. A 6-month 

longitudinal analysis of healthy volunteer microbiomes through the PCA space. The red dots are the ICU 

remnant microbiomes, while the blue dots represent the starting locations of all of the volunteer 

microbiomes. The arrows represent passage over time of the microbiomes, with the starting point samples 

at day −14, the inflection point is their location at day 6, and the arrowhead is their location at day 185. 

All of the volunteer trajectories are present, but the 3 that ended in ICU space are bold. The blue density 

contour was estimated using the starting coordinates of the volunteer microbiomes and overlaid onto the 

PCA space, and the magenta contour represents the density of the ICU microbiomes. B. Longitudinal 

analysis of overall resistance burden for the ICU-like subset of 3 healthy volunteers (represented in 

purple) and the rest of the volunteers. The error bar confidence intervals represent 95% bootstrapped 

confidence intervals of the mean, and a linear model estimate was fit to both groups starting after the end 

of antibiotic administration. Shaded regions represent 95% confidence interval for the linear fit for each 

group. C. The changes over time in species diversity for the ICU-like volunteers and the rest of the 

volunteers, with a linear model fit to both starting after the end of antibiotic administration. The error bar 

confidence intervals represent 95% bootstrapped confidence intervals of the mean. Shaded regions 

represent 95% confidence interval for the linear fit for each group. 

Pre-antibiotic samples were used to estimate a density contour within the first two axes of 

the PCA, which we defined as the area of the pre-antibiotic “healthy state”. Another density 

contour was estimated from ICU microbiomes to characterize the dysbiotic state of critically-ill 

patients. After perturbation, healthy volunteer microbiomes experienced a shift in their 

taxonomic composition towards a diversity minimum, where the majority of ICU patients were 

clustered (Figure 2.5A). Most volunteers (17 of 20) then showed a reversal of this trajectory, 

returning to an area near where they began; most never leaving the “healthy state” area. 
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However, three volunteer microbiomes experienced large decreases in diversity and richness, 

traversed long paths through PCA space over time, and entered the density contour demarcated 

by critically-ill ICU microbiomes. The PCA distance had no positive enrichment of any 

functional pathways. However, of the top 20 most significant negatively enriched pathways, 18 

were from the genus Eubacterium. While the other volunteers lost on average 10.28 species on 

day 6 after antibiotic exposure, the 3 “ill-like” volunteers lost an average of 23.67. For these 3 

individuals, the recovery of Shannon’s diversity index, was incomplete and was significantly 

different from the rest of the volunteers (linear regression, p  < 4.66e-06). By the end of the 

study, they had only 63.4% of the species they started with, as opposed to 99.1% recovery in the 

rest (Figure 2.5B). These individuals contained significantly lower abundance of 9 metabolic 

pathways originating from the Eubacterium genera and were instead enriched for lysine 

biosynthesis pathways from the genera Clostridiodes and Erysipelotrichaceae. Interestingly, their 

resistance gene burden did not differ from the rest of the volunteers (Figure 2.5C). This analysis 

indicates that a subset of the healthy volunteers was at greater risk of AP of their microbiome 

taxonomic diversity, and their return to a healthy state was incomplete.  

2.2.6  The taxonomy and resistance composition of the healthy volunteer 

microbiome is altered after recovery 

We next wanted to ascertain whether post-antibiotic selection resulted in effects large 

enough to significantly alter the composition of the microbiome, similar to what was observed 

with diversity. The compositional difference of the first (pre-perturbation) healthy volunteer 

microbiome sample was compared via Bray-Curtis dissimilarity to all the other time points from 

the same volunteer. Bray-Curtis dissimilarity between all pre-antibiotic timepoints was low, and 

no timepoints were significantly different from the starting composition (Figure 2.6A-B).  
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Figure 2. 6 Antibiotic perturbation in the healthy volunteer microbiome. A and C. Bray-Curtis dissimilarity 

of each time point to the median of the pre-antibiotic composition. Within-patient Bray-Curtis 

dissimilarity for all healthy volunteers was compared to the first time point. All time points for the pre-

antibiotic period exhibit low dissimilarity, but this increases immediately starting with antibiotic 

administration and remains high until the end of the study (day 185). This analysis was conducted for 

species composition (A) and for resistance gene composition (C). B and D. Bootstrapped 95% confidence 

intervals generated for data at each time point. 

However, after the start of antibiotic treatment, the Bray-Curtis dissimilarity between a 

volunteer’s microbiome samples to their first sample increased dramatically and remained 

elevated for both taxonomy and AR genes (Figure 2.6C-D). This contrasts with microbial 

richness, which by day 40 was no longer significantly lower than pre-treatment levels (Figure 

2.2B). 
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2.3 Materials and Methods 

2.3.1 Resource Availability 

Lead Contact 

Further information and requests for resources should be directed to and will be fulfilled by the 

lead contact, Dr. Jennie H. Kwon (j.kwon@wustl.edu). 

Materials Availability 

This study did not generate new unique reagents. 

Data and Code Availability 

• Sequence data is stored as short-read metagenomic sequences in the Sequence Read 

Archive (SRA) and are publicly available as of the date of publication. Accession 

numbers are listed in the key resources table.  

• This paper does not report original code.  

• Any additional information required to reanalyze the data reported in this paper is 

available from the lead contact upon request. 

2.3.2 Experimental Model and Subject Details 

Institutional Review of Sample Collection 

Stool specimen collection was reviewed and approved by the Human Research Protection Office 

of Washington University in St. Louis under IRB ID #: 201610071. ICU fecal specimens was 

reviewed and received a non-human subjects determination by the Institutional Review Board of 

Washington University in St. Louis IRB ID #: 201509022. 

Subject recruitment and microbiome sampling 

Twenty healthy adults from the St. Louis, MO metropolitan area were recruited for the study. 

Subjects were eligible for the study if they were between the ages of 21 and 60 and provided 
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written, informed consent (Table S1). Subjects were not eligible if they met any of the following 

exclusion criteria: history of allergic reaction or contraindication to any of the study antibiotics; 

not able to provide regular fecal samples; any systemic antibiotic exposure in the previous 6 

months; tube feeds in the previous 6 months; pregnant, risk of becoming pregnant, or 

breastfeeding during the study period; gastroenteritis in previous 3 months; non-elective 

hospitalization in previous 12 months; incontinent of stool; known colonization with a MDRO; 

anticipated change in diet or medications during the study period; elective surgery planned 

during the study period; history of an intestinal disorder; or inability to provide written, informed 

consent. Care was taken to recruit a volunteer cohort with equal sex parity (see Table S1). 

After enrollment, subjects were interviewed about their medical history and underwent a 

physical exam. Subjects were randomly assigned to receive a 5-day course of one of the 

following antibiotics: AZM, LVX, CPD, or CPD+AZM. They were directed to begin the 

antibiotic on the appropriate day. Subjects sent back their empty pill bottles to confirm that all 

doses were taken. Study personnel involved in patient recruitment, specimen collection and 

processing were blinded to treatment group. 

Study personnel provided subjects with supplies for collecting clinical specimens. Subjects 

submitted fecal specimens to study personnel at 15 time points throughout the study period 

(Table S2). Fecal samples from pre-specified time points underwent microbiologic culture upon 

receipt of the specimen (Table S2). All other specimens and remnant fecal specimens were 

frozen on the same day they were provided. At each specimen submission point, subjects also 

completed questionnaires on bowel movement consistency and frequency, diet, medications, and 

changes in medical history. This study received approval from the Washington University 

Human Research Protection Office. The ICU fecal specimens were convenience samples of 
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remnant stool from the Clinical Microbiology Laboratory collected from 26 ICU inpatients who 

had diagnostic testing for Clostridioides difficile at Barnes-Jewish Hospital, thus no clinical 

metadata was collected.  

2.3.3 Semi-quantitative culturing 

To provide an overall assessment of the aerobic and anaerobic microbial burden in the samples 

serial dilutions were plated to general purpose aerobic and anaerobic culture media. For aerobic 

culture, ~1g or 1ml of fecal waste was placed in a 2ml Nunc tube. An equal amount of 1X PBS 

(1:1 dilution) was added and vortexed well to homogenize the sample. 10, 10-fold dilutions into 

PBS with sample were then made. BAP plates (Hardy Diagnostics) were inoculated with 10µl 

and 100µl of each dilution respectively; a cross streak pattern was used for the 10µl plate and a 

quadrant streak was used for the 100µl plate, and the plates were incubated in air overnight at 

35°C. After incubation, colonies on the 10µl plate were counted, and anything over 50 was 

recorded as “>50 colonies”. For the 100µl plate a semi-quantitative amount of growth was 

recorded (0,+1,+2,+3,+4) and a general physical description of the colonies was recorded (e.g. 

mixed enteric flora, mixed gram positive flora, etc.). Sweeps of the plate were frozen in 

molecular grade water and in TSB-glycerol. Samples were then stored at -80°C. 

For anaerobic culture, a dilution series was created from fecal samples as just described. Similar 

aliquots of dilutions were inoculated onto 2 pre-reduced BBA (Hardy Diagnostics) plates and 

incubated at 35°C in an anaerobic chamber or anaerobic bag overnight. Streaking methods were 

the same as just described. 

2.3.4 DNA extraction and sequencing 

Fecal samples were kept on dry ice while samples were chipped off and weighed to standardize 

the amount of fecal matter to be extracted. Total gDNA was extracted from samples using a 
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PowerSoil DNA isolation kit (MoBio). Lysis was conducted using a Minibeadbeater (Biospec 

Products). gDNA was stored at -20°C until sequencing library creation. Shotgun metagenomic 

sequencing libraries were created using gDNA diluted to 0.5 ng/µl and the modifications to the 

Nextera library prep lot (Illumina) detailed in Baym et al. (49). This generated ~450 bp DNA 

fragments which were purified using the Agencourt AMPure XP system (Beckman Coulter) and 

quantified using the Quant-it PicoGreen dsDNA assay (Invitrogen). Samples were pooled onto 

lanes to ensure ~3M (2x150bp) reads per sample, and three technical replicates of this pooling 

process were quantified using the Qubit dsDNA BR assay and then combined in equimolar 

concentrations to reduce stochastic error in read distribution during the sequencing process. 

Samples were sequenced in Illumina NextSeq High-output sequencing machines at the Edison 

Family Center for Genome Sciences and System Biology at Washington University School of 

Medicine in St. Louis. 

2.3.5 Processing of Illumina sequence data 

Total reads were demultiplexed by barcode into individual sample sequence bins. The adapters 

and barcodes were removed by Trimmomatic and simultaneously filtered for quality. Human 

reads were filtered using DeconSeq by mapping reads to the human genome (GrCh38) (50, 51). 

A minimum sample read depth of 2.5M was determined using species and community resistance 

rarefaction curves generated with MetaPhlAn2 and ShortBRED (52, 53).  

2.3.6 Quantification and statistical analysis 

Community taxonomy and resistome quantification and downstream analysis 

Species composition was predicted using MetaPhlAn2 (54). Resistome composition in RPKM 

(reads per kilobase of reference sequence per million sample reads) was estimated using 

ShortBRED based off a custom-built marker database including the CARD database (52). 
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Functional output of the microbiome was estimated using HUMAnN 2 (55) and significant 

pathway enrichment was conducted using MaAsLin2 (56). Species richness and diversity were 

calculated using the R package vegan (version 2.5-6). Abundance and prevalence thresholding 

was conducted to exclude low abundance, and thus low confidence, species. We used an 

abundance threshold of .01 % and a prevalence threshold of 20% (of all healthy volunteer 

samples) and 19% (of all ICU samples) to result in a median loss of less than 10% overall 

relative species abundance abundance in all taxonomic samples. Lefse analysis was conducted 

on the full, unthresholded metaphlan taxonomic abundance tables. 

For the resistance analysis, we used an abundance threshold of .5 % and a prevalence threshold 

of 20% (of all healthy volunteer samples) and 5% (of all ICU samples) resulting in 70 highly 

variable genes across both datasets. Significance for longitudinal data analysis of semi-

quantitative culture, taxonomy, and resistome analysis was conducted using the paired Wilcoxon 

rank sum test in R. Loess fitting of species richness recovery for antibiotic treatments was 

estimated using the base r loess function, and 100 intervals were then imputed along the fit. The 

area under the curve was compared to a null distribution made from 999 random permutations of 

the data using the SplinctomeR package (57). Increases in specific resistance genes was tested 

similarly using the SplinectomeR package, comparing the loess regression of a specific gene to a 

null distribution computed from regressions of all other genes over time. Significance tests begin 

after first 5% of the regression to account for flying tails.  Patient samples were normalized to an 

average of their pre-antibiotic samples for each metric studied. 2D kernel density estimation of 

ill and healthy density contours in PCA space were estimated using the MASS (version 7.3.51.6) 

R package and visualized in ggplot2 (version 3.3.1). Principle component analysis was 

conducted without Patient 2, as they did not submit most of their samples. LDA effect size 
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analysis was conducted in LEfSe (58) using standard parameters, antibiotic as a class, per sample 

normalization, and one-against-all multiclass analysis. Results visualized using using LEfSe 

(Galaxy module) and GraPhlAn v0.9, respectively (58, 59). Commensals significantly associated 

with AZM delayed microbiome restoration were identified using a zero-inflated two part mixed 

effects model using the zibr (version 0.1) R package (60). Zibr requires a complete dataset (no 

missing datapoints) so missing datapoints (5 of 209 datapoints) were imputed using the average 

abundance of each species for the entire dataset. Patient 2, which did not submit most of the fecal 

samples, was not included. Heatmap of differences in ICU vs. healthy volunteer resistome was 

created using the pheatmap (version 1.0.12) package in R using the 71 most highly variable, log-

transformed AR gene abundances in an averaged acute post-antibiotic healthy volunteer profile 

(three time points immediately after cessation of antibiotics) and the ICU dataset, after filtering 

to remove efflux pumps, low abundance markers, or genes not targeting one of the major 

antibiotic categories. Patient 2 was also removed from this analysis due to lack of samples. 

Cluster analysis of samples used the ward.D2 clustering algorithm (61) on the Euclidean distance 

computed from log transformed RPKM abundances of each resistance gene for all samples and 

then sorted using the dendsort (version 0.3.3) R package. The longitudinal species diversity of 

the microbiomes of the three patients who transitioned to an ill-like microbiome state was fit to a 

linear model and compared to the rest of the healthy patients; visualization was created using 

ggplot2 (version 3.3.1). Longitudinal analysis of taxonomic and community resistance 

composition of within-patient bray-curtis (computed using R package vegan version 2.5-6) 

sample dissimilarity was conducted by first normalized to an average of their pre-antibiotic 

microbial compositions. Then the paired mean difference of bootstrapped confidence intervals 

between all timepoints was compared to the first using the dabestr (version 0.2.5) R package 
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(62). Sequence data is stored as short-read metagenomic sequences in the Sequence Read 

Archive (SRA); Healthy volunteer data is stored in bioproject PRJNA664754 while the ICU 

metagenomes are stored in bioproject PRJNA703034. 

2.4 Discussion 

Antibiotic exposure may result in acute and persistent changes in the commensal host 

microbiome (3-5, 10) . We found significant reduction of viable bacterial titers in aerobic and 

anaerobic microbiologic culture, and a reduction in metagenomic species richness. These results 

are consistent with previous studies involving antibiotics in healthy individuals and support our 

initial hypothesis that antibiotics can cause acute perturbations in the gut microbiome of healthy 

volunteers (6, 63). This reduction was first observed on day 6, the first day after the 5-day 

treatment. This was likely due to our study design, which collected timepoints the first day of 

treatment, before the antibiotic perturbation had time to reach the stool. The small number of 

volunteers and 4 different antibiotic treatment groups may have included too much variation to 

detect the beginning of decreased species richness and colony forming units at the next sampling 

point, which was day 3 of the 5-day treatment. Palleja et al. found a significant decrease in 

metagenomic operational taxonomic units 1 day after the end of a four-day treatment with a 3-

drug cocktail, which correlates well with our observation of a significant decrease one day after 

the end of the 5 day treatment in our study (6). Given the information from this previous study, it 

seems reasonable that had we collected samples on day 4 of the 5-day treatment, we may have 

seen a significant difference in species richness or culture CFUs.  

Furthermore, we observed a direct relationship between species relative abundance and 

resistance elements. Immediately after treatments containing CPD, there was a relative 
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enrichment of Bacteroidetes. Bacteriodes spp. have well documented resistance to beta-lactams, 

and the cfxA gene produced phenotypic resistance to cefoxitin in Bacteriodes species (64-66). 

cfxA increased in relative abundance only after CPD or CPD+AZM treatment, suggesting this is 

a primary form of resistance for enteric Bacteriodes spp. as well. Previous studies had found that 

Cefprozil, a second-generation cephalosporin, induced increases in Enterobacter cloacae in 

healthy volunteers with low diversity, Bacteroides dominated microbiomes (67). Our results 

indicate that Bacteroides species survive CPD treatment, likely via cfxA, resulting in a low 

diversity, high Bacteroides environment, generating opportunity for expansion of pathogens such 

as Enterobacter spp. In comparison, the AZM and LVX groups were enriched for multiple gram-

positive genera within the Firmicutes phylum. The increases correlates well with observed 

increases in the Bacteriodes/Firmicutes ratio in mice (68). These taxonomic changes were 

implicated in increased adipogenesis, altered microbiome short-chain fatty acid production, and 

other risk factors for obesity. 

Recovery of species richness after exposure varied by treatment, similar to previous studies (6, 

69). The SRG, which consisted of volunteers given AZM or AZM+CPD experienced a 6-day 

period of extended lower diversity, approximately the duration of the terminal half-life for this 

drug of 5 days (70). This is in sharp contrast to the much shorter half-life of CPD and LVX, 

which are reported to be 2-3 and 6-8 hours respectively; this could partly explain the slower 

recovery of species richness in the SRG (71, 72). Previous analyses using 16S rRNA gene 

amplicon data reported a reduction in species richness 1 year after children were treated with the 

macrolides clarithromycin and erythromycin, as well as a reduction in the abundance of 

Bifidobacterium and Collinsella genera (69). Our time series data in adults identified both B. 

longum and C. aerofaciens as well as E. eligens and D. longicatena recovered slower after AZM. 
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B. longum has been shown to be reduced in abundance in both the elderly (18, 73) and the 

critically ill (14, 74). A recent study found a negative correlation between increased abundance 

of the Bacteriodes and Methanobrevibacter genera and healthy microbiome (75), and the change 

over time of the two species significantly associated with slow recovery hail from these genera. 

The two recovery groups had similar cumulative distances through PCA space, but the SRG also 

had a significantly higher distance between their first and last samples. The stability of the post-

antibiotic microbiome is well documented (76, 77), but the effect of time-induced drift 

associated with one antibiotic versus another is not well understood. Our results confirm that 

antibiotic treatment produces ecological opportunity in healthy individuals, reshaping even 

robust fecal microbiomes through increased resistance gene content and altered taxonomic 

composition.  The increased net compositional distance exhibited by the SRG is likely due to the 

longer bioavailability of AZM driving prolonged niche discordance and ecological opportunity. 

Increased intra-patient temporal variation in stool and skin microbiomes has been significantly 

associated with adverse infectious outcomes after patients with acute myeloid leukemia 

undergoing induction chemotherapy (78). Cooption of the community instability inherent in 

ecological opportunity by pathogenic organisms has been theorized to drive pathogen virulence 

and adaptation (26). The SRG was also associated with lower counts of the Bacteriodes pentose 

phosphate pathway, as well as the alternative, non-mevalonate 2-C-methyl-d-erythritol 4-

phosphate/1-deoxy-d-xylulose 5-phosphate pathway (MEP/DOXP pathway) from the genus 

Bifidobacterium (of which B. longum, one of the species identified as recovering slower in this 

group, is a part) (79). This pathway is also present in many pathogens (80), and is currently being 

investigated as a target for antibiotic development due to its absence in humans and the known 

ability of fosmidomycin to inhibit DCP reductoisomerase, a key enzyme in the pathway (81). It 



97 
 

is hypothesized to be a method to modulate host response and lower the chance of an 

immunogenic reaction to commensal bacteria (82).  

When we compared antibiotic resistance composition, we found that immediately after a 5-day 

course of antibiotics AR gene burden in healthy microbiomes increased and remained elevated 

for the length of the study in volunteers receiving CPD, AZM, and CPD + AZM. This initial 

increase in AR gene burden was not unexpected, and similar increases have been described (6). 

The length of elevated AR burden varied from previous studies; Palleja et al. reported no 

significant increases in total AR burden by 45 days in adults (6), however D’Souza et al. reported 

significant increases in AR prevalence by 6 months in HIV-exposed, uninfected infants receiving 

weekly clotrimoxazole prophylaxis (12). The reason for these differences in severity and 

duration of AR elevation is likely to be governed by the maturity, stability, and health of the 

microbiomes under study, and the effects of each specific antibiotic treatment, as LVX did not 

increase resistance gene burden.  

While AR gene burden was in general higher in ICU patient microbiomes, certain classes of AR 

genes in healthy volunteers were enriched compared to ICU patient microbiomes including AR 

genes classes specific to the antibiotics given during the study, such as the beta-lactam resistance 

gene cfxA (CPD) and 23S ribosomal RNA methyltransferase resistance (AZM). ICU patients 

were instead enriched for multi-drug resistance. In the generalist-specialist game theory model of 

ecological succession, generalists initially dominate environments with high ecological 

opportunity during population expansion (29). Remodeling of the healthy individual resistome 

after antibiotic exposure resulted in increases in three genes, tetO, cfxA, and tet40, two of which 

do not convey resistance to any of the antibiotics given in the study, confirming that antibiotic 

perturbation creates opportunities for species with generally broad antibiotic resistance to 
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dominate transiently. While some AR genes can reliably be used as signatures of specific 

bacteria, such as ampC for Enterobacteriaceae (83, 84), tetO may instead be an indicator of 

previous antibiotic exposure and subsequent microbiome-wide increase in AR gene burden and 

selection (85). Short courses of antibiotics could trigger the acquisition or entrenchment of 

diverse resistance genes, leading to increased AR seen in some ICU patients and the elderly (74, 

86). The persistent increases in overall AR burden, in tandem with reduced microbiome diversity 

and similarity to ICU microbiomes of a subset of volunteers, could be used as biomarkers for 

future adverse reactions to antibiotic treatment, or for higher risk of hospital acquired infection 

as has been proposed for other diseases (87).  

Though antibiotics caused an average decrease in species richness, volunteer microbiomes 

returned to a pre-antibiotic level within 2 months. This resilience is similar to previous studies 

which reported antibiotic exposure yielded only a short-term effect on species richness (4, 20). 

Despite this general trend of resilience, the microbiome of 3 individuals recovered slower than 

the rest of the volunteers. Instead they exhibited substantial movement over time through PCA 

space, ending the observation window within the PCA space dominated by ICU patient 

microbiomes, and had significant changes to their metabolic output, with reduced pathway 

abundance from the Eubacterium genera, an important gut commensal, but increased abundance 

of pathways from the genus Erysipelotrichaceae. Erysipelotrichaceae species are known to be 

highly immunogenic (88), linked to inflammatory bowel disease (IBD) and increase in relative 

abundance post-antibiotics (89). The PCA distance between the first and last sample of a 

volunteer was negatively correlated with 18 Eubacterium metabolic pathways, which suggests 

that functional pathways originating from that genus could be important to reducing the large 

changes over PCA space that the 3 ill-like volunteers underwent. The concept of “antibiotic 
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scarring” has been used in previous work (8) to describe long term AR gene accumulation in 

pediatric microbiomes; we propose a modified definition wherein scarring is characterized as a 

significantly altered, perturbed taxonomic composition with increased AR burden (a generalized 

response containing on- and off- target resistance elements) after antibiotic exposure. We further 

identify that antibiotic scarring pushes some low diversity microbiomes towards an ill-like 

phenotype, demonstrating that long-term microbial community perturbation can occur from a 

single dose of antibiotics in healthy individuals. This definition has potential to be integrated into 

patient-care models optimized for selecting antibiotic treatment personalized to an individual’s 

unique microbiome composition, an important goal of antibiotic stewardship. 

2.4.1 Limitations of the study 

Though this is a pilot-study and is limited in scope, we believe that it creates a usable framework 

for studying the universal effects of antibiotics on the healthy human microbiome, as well as for 

identifying microbiome compositions which may be more prone to potential antibiotic-induced 

dysbiosis. One limitation of short-read shotgun metagenomic DNA sequencing lies in its 

inability to determine what microbiota functions are actively being expressed. While our data 

suggest that relatively few AR genes increase in abundance long-term after AP, future studies 

leveraging metagenomic RNA (cDNA) sequencing or long-read sequencing could determine if 

this correlates with increased gene expression or horizontal transmission within the microbial 

community, respectively (90, 91). This study’s small treatment group size and 6-month study 

window also limit the ability to discern whether the observed alterations to the taxonomy and 

resistome persist to longer intervals, though other studies have recorded similar trends years after 

antibiotic exposure (8, 20). Regardless, our results illustrate a dynamic but somewhat incomplete 

recovery process that is dependent on the specific antibiotic regiment and highlight the potential 
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intrinsic resilience of particular gut microbial community architectures. Strain-level dynamics 

during antibiotic perturbation provide an extra layer of complexity and may help explain the 

remarkable change in the composition of the resistome (92). The ICU comparator group were 

collected during routine C. difficile surveillance testing, and thus no clinical metadata were 

collected that could help identify patient covariates or further explain the variation in antibiotic 

perturbation in healthy volunteers. Though any observation of differential resistance elements 

between ICU patients and healthy volunteers is impossible to correlate to previous ICU antibiotic 

exposure without extensive knowledge of their past clinical history, this comparator group serves 

as an example of the low diversity, high MDR taxonomic state found in ill patients, and thus of a 

general dysbiosis phenotype (13). 

In conclusion, our findings indicate that short courses of antibiotics commonly used for treatment 

of bacterial infections can cause both short- and longer-term perturbations and scarring of the 

microbiome in healthy human volunteers, resulting in the prolonged increase of AR in healthy 

microbiomes. We further refine the definition of antibiotic scarring, identifying resistance genes 

which could be used to detect previous perturbation through the expansion of broadly AR 

resistant organisms. Finally, we observed that AZM administration results in delayed recovery 

and greater compositional distance by the end of the study (figure 2.7). 
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Figure 2. 7 Overview of the results of the study. Antibiotics are deployed against bacterial pathogens, but 

their targeting of conserved microbial processes means they also collaterally perturb the commensal 

microbiome. To understand acute and persistent effects of antibiotics on the gut microbiota of healthy 

adult volunteers, we quantified microbiome dynamics before, during, and 6 months after exposure to 4 

commonly used antibiotic regimens. We observed an acute decrease in species richness and culturable 

bacteria after antibiotics, with most healthy adult microbiomes returning to pre-treatment species 

richness after 2 months, but with an altered taxonomy, resistome, and metabolic output, as well as an 

increased antibiotic resistance burden. Azithromycin delays the recovery of species richness, resulting in 

greater compositional distance. A subset of volunteers experience a persistent reduction in microbiome 

diversity after antibiotics and share compositional similarities with patients hospitalized in intensive care 

units. These results improve our quantitative understanding of the impact of antibiotics on commensal 

microbiome dynamics, resilience, and recovery. 

Further study and interventions are necessary to mitigate the development of AR and better 

identify individuals at risk of developing long term negative effects after treatment. The 

approaches described in this work may be applicable for measuring the impact of existing and 

newly developed antibiotics on the gut microbiome and resistome, with such perturbation 

measures incorporated into antibiotic lead compound selection and development (93, 94). The 
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long-term increase in resistance burden observed in this study is an example of events which can 

push a low AR resistome towards higher AR. With the continued development of AR, novel 

methods to understand and prevent AR are necessary, and these data form a resource for 

studying both the short- and long-term effects of antibiotic perturbation on the healthy 

microbiome and resistome.  
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2.7  Appendix (Supplemental Material) 

2.7.1  Figures 
Figure 2. 8S PCA of the metagenomic samples from healthy volunteers and ICU cohort 

(Supplementary Figure S1) 

 

Supplementary Figure S1. PCA of the metagenomic samples from healthy volunteers and ICU cohort. 
Related to figures 1 and 5. Samples are colored by which antibiotic treatment group they were a part of, 
or whether they were samples from the ICU. Percentages on axes labels represent the amount of variation 
in the dataset explained by that axis. 

 

Figure 2. 9S PCA of the antibiotic perturbance in metagenomic samples from healthy 

volunteers (Supplementary Figure S2) 
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PCA of the antibiotic perturbance in metagenomic samples from healthy volunteers. Related to 
figure 1. Samples are colored green to denote they were from either the CPD or CPD+AZM volunteers, 
and blue to denote they were from the LVX and AZM conditions. P values are from PERMANOVA tests 
between groups, and grey circles represent 95% CI ellipses. 

 

Figure 2. 10S Distance between first and last sample versus cumulative traveled distance in 

PCA (Supplementary Figure S3) 



113 
 

 

Distance between first and last sample versus cumulative traveled distance in PCA. Related to figure 
2. A. The difference in the cumulative distance traveled between slow and fast recovery groups after 
antibiotic treatment. NS means non-significant difference. B. The distance between first and last points of 
a volunteer’s microbiome samples in the FRG and SRG. * refers to a difference with a p value < 0.05 
between the two groups. Tests were conducted via Student’s T-test on square root transformed distances.  
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Figure 2. 11S Delay in the increase in relative abundance of firmicutes after antibiotic 

treatment. (Supplementary Figure S4) 

 

Delay in the increase in relative abundance of Firmicutes after antibiotic treatment. Related to figures 2 and 3.  
Dots represent mean relative abundance of Firmicutes (red) versus Bacteriodetes (black) with bootstrapped 
confidence intervals. A loess regression was fit to these data (blue and red lines). Firmicutes mean relative 
abundance begins to increase at day 65, while Bacteriodetes decreases. 

2.7.2 Tables 

Table 2. 1S Demographics Table (Table S1). Related to STAR methods. 

Characteristics N (%) 

Female 10 (50) 

Race  

 White 17 (85) 

 African-American 2 (10) 

 Asian / Pacific Islander 1 (5) 

Hispanic 1 (5) 

Age (median [range]) 37 (24 – 59) 
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Healthcare worker 6 (30) 

BMI (median [range]) 24 (18.5 – 51) 

 Normal  13 (65) 

 Overweight 4 (20) 

 Obese 3 (15) 

Special diet* 5 (25) 

 Vegetarian 2 (10) 

 Shrimp allergy 1 (5) 

 Gluten free 1 (5) 

 Not specified 1 (5) 

Pre-existing medical comorbidity 3 (15) 

 Hyperlipidemia 1 (5) 

 Glomerular thin basement membrane disease 1 (5) 

 Benign prostate hyperplasia and allergies 1 (5) 

*Vegetarian (2), shrimp allergy (1), gluten free (1), not specified (1) 

**Hyperlipidemia (1), Glomerular thin basement membrane disease (1), benign prostate hyperplasia and 

allergies (1) 

 

Table 2. 2S Sampling Times (Table S2). Related to STAR methods. 

Specimen Date Samples (n) Cultured 

Day 14 pre-ABX 20 yes 

Day 10 pre-ABX 20 no 
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Day 7 pre-ABX 20 no 

Day 1 pre-ABX 19 yes 

Day 3  19 yes 

Day 6  19 yes 

Day 8 19 yes 

Day 12 20 yes 

Day 15 19 no 

Day 19 19 yes 

Day 35 19 yes 

Day 65 20 yes 

Day 95 17 no 

Day 125 19 no 

Day 185  20 yes 

 

Table 2. 3S Aerobic CFU change over time in healthy volunteer microbiomes after 

antibiotic perturbation (Table S3). Related to STAR methods. 

 

.y. group1 group2 p.adj 

(BY) 

p.signif method 
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logCFU -14 -1 1 ns Paired 

Wilxocon 

logCFU -14 3 0.57 ns Paired 

Wilxocon 

logCFU -14 6 0.0074 ** Paired 

Wilxocon 

logCFU -14 8 0.26 ns Paired 

Wilxocon 

logCFU -14 12 0.0074 ** Paired 

Wilxocon 

logCFU -14 19 1 ns Paired 

Wilxocon 

logCFU -14 35 1 ns Paired 

Wilxocon 

logCFU -14 65 1 ns Paired 

Wilxocon 

logCFU -14 185 0.26 ns Paired 

Wilxocon 

 

Table 2. 4S Anaerobic CFU change over time in healthy volunteer microbiomes after 

antibiotic perturbation (Table S4). Related to STAR methods. 

.y. group1 group2 p.adj 

(BY) 

p.signif method 

logCFU -14 -1 1 ns Paired 

Wilxocon 

logCFU -14 3 1 ns Paired 

Wilxocon 

logCFU -14 6 0.0047 ** Paired 

Wilxocon 

logCFU -14 8 1 ns Paired 

Wilxocon 
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logCFU -14 12 0.0047 ** Paired 

Wilxocon 

logCFU -14 19 1 ns Paired 

Wilxocon 

logCFU -14 35 1 ns Paired 

Wilxocon 

logCFU -14 65 1 ns Paired 

Wilxocon 

logCFU -14 185 0.095 ns Paired 

Wilxocon 

 

Table 2. 5S Metagenomic species change over time in healthy volunteer microbiomes 

after antibiotic perturbation (Table S5). Related to STAR methods. 

 

.y. group1 group2 p.adj 

(BY) 

p.signif method 

Specnum -14 -10 1 ns Paired 

Wilxocon 

Specnum -14 -7 1 ns Paired 

Wilxocon 

Specnum -14 -1 0.076 ns Paired 

Wilxocon 

Specnum -14 3 0.29 ns Paired 

Wilxocon 

Specnum -14 6 0.0052 ** Paired 

Wilxocon 

Specnum -14 8 0.0052 ** Paired 

Wilxocon 

Specnum -14 12 0.0144 * Paired 

Wilxocon 
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Specnum -14 15 0.032 * Paired 

Wilxocon 

Specnum -14 19 0.21 ns Paired 

Wilxocon 

Specnum -14 35 0.19 ns Paired 

Wilxocon 

Specnum -14 65 0.76 ns Paired 

Wilxocon 

Specnum -14 95 1 ns Paired 

Wilxocon 

Specnum -14 125 0.51 ns Paired 

Wilxocon 

Specnum -14 185 0.76 ns Paired 

Wilxocon 

 

Table 2. 6S Resistance change over time in CPD, CPD+AZM, and AZM treated healthy 

volunteer microbiomes after antibiotic perturbation (Table S6). Related to STAR methods. 

.y. group1 group2 p.adj (BY) p.signif method 

ResNormBurden Pre-

average 

3 1 ns Paired 

Wilxocon 

ResNormBurden Pre-

average  

6 0.003 ** Paired 

Wilxocon 

ResNormBurden Pre-

average 

8 0.028 * Paired 

Wilxocon 

ResNormBurden Pre-

average  

12 0.003 ** Paired 

Wilxocon 

ResNormBurden Pre-

average  

15 0.003 ** Paired 

Wilxocon 

ResNormBurden Pre-

average  

19 0.002 ** Paired 

Wilxocon 
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ResNormBurden Pre-

average  

35 0.002 ** Paired 

Wilxocon 

ResNormBurden Pre-

average  

65 0.019 * Paired 

Wilxocon 

ResNormBurden Pre-

average  

95 0.005 ** Paired 

Wilxocon 

ResNormBurden Pre-

average 

125 0.01 * Paired 

Wilxocon 

ResNormBurdens -14 185 0.003 ** Paired 

Wilxocon 

 

Table 2. 7S Biomarker identification table from metaphlan lefse results (Table S7). 

Related to STAR methods. 

 

Table 2. 8S Biomarker identification table from shortbred lefse results (Table S8). 

Related to STAR methods. 
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Chapter 3:  

Engineering Diverse Fatty Acid 

Compositions of Phospholipids in 

Escherichia coli 

3.1 Introduction 

3.1.1  Abstract 

Bacterial fatty acids (FAs) are an essential component of the cellular membrane and are an 

important source of renewable chemicals as they can be converted to fatty alcohols, esters, ketones, 

and alkanes, and used as biofuels, detergents, lubricants, and commodity chemicals. Most prior FA 

bioconversions have been performed on the carboxylic acid group. Modification of the FA 

hydrocarbon chain could substantially expand the structural and functional diversity of FA-derived 

products. Additionally, the effects of such modified FAs on the growth and metabolic state of their 

producing cells are not well understood. Here we engineer novel Escherichia coli phospholipid 

biosynthetic pathways, creating strains with distinct FA profiles enriched in ω7-unsaturated FAs 

(ω7-UFAs, 75%), Δ5-unsaturated FAs (Δ5-UFAs, 60%), cyclopropane FAs (CFAs, 55%), 

internally-branched FAs (IBFAs, 40%), and Δ5,ω7-double unsaturated FAs (DUFAs, 46%). 

Although bearing drastically different FA profiles in phospholipids, UFA, CFA, and IBFA enriched 

strains display wild-type-like phenotypic profiling and growth. Transcriptomic analysis reveals 

DUFA production drives increased differential expression and the induction of the fur iron 

starvation transcriptional cascade, but higher TCA cycle activation compared to the UFA 

producing strain. This likely reflects a slight cost imparted for DUFA production, which resulted 



123 
 

in lower maximum growth in some, but not all, environmental conditions. The IBFA-enriched 

strain was further engineered to produce free IBFAs, releasing 96 mg/L free IBFAs from 154 mg/L 

of the total cellular IBFA pool. This work has resulted in significantly altered FA profiles of 

membrane lipids in E. coli, greatly increasing our understanding of the effects of FA structure 

diversity on the transcriptome, growth, and ability to react to stress. 

3.1.2  Introduction 

A bacterial cell is a tightly controlled, semi-closed system which is constantly reacting to the 

effects of an ever-changing environment. The cellular membrane  is the first line of cellular 

defense, compartmentalizing the biochemical processes necessary for cell survival(1, 2). 

Phospholipids are a major component of cell membranes and play key roles in cell growth, 

transport, metabolism, survival, and stress tolerance(1, 3, 4). In Gram-negative bacteria, the fatty 

acid (FA) profile of lipid membranes mostly consists of straight-chain saturated FAs, with some 

unsaturated and cyclopropane FAs, while in Gram-positive bacteria, varying amount of terminally 

branched FAs are observed(5, 6).  

Due to their efficient biosynthesis, microbial FAs have been recognized as important 

intermediates for the renewable production of biofuels, commodity chemicals, detergents, 

lubricants, and polymer precursors(7-14). Unfortunately, natural microbial FAs exhibit high 

melting temperatures, making their derived products suffer from undesirable properties, such as 

for bacterial FA-derived biofuels(11, 15, 16). Bacteria exhibit the ability to adapt to different 

environments and growth stages by altering the composition of their phospholipid FAs(17, 18). 

Escherichia coli ML30, for example, increases the proportion of unsaturated FAs from 47% to 

62% when the temperature drops from 37°C to 10°C (3). Modulating membrane composition is 

an established bioengineering concept called membrane engineering and has even been used to 
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increase E. coli tolerance to bioproducts such as carboxylic acids, alcohols, and aromatic 

compounds, as well as adverse conditions, such as low temperature(19, 20). Expanding the 

diversity of bacterial produced FA-derived products would increase their applicability and value 

but necessitates methods to predictably modify the chemical structure of FA species.  

Previous work on engineering free FA (FFA) pathways focused on modifying the 

carboxylic acid group(12, 21-23) and the ω-terminal carbon to other functional groups(24-26), or 

modulating the chain-length of FFAs(27). In comparison, altering the internal FA hydrocarbon 

chain can provide a new class of renewable compounds for various applications, but this has been 

seldom explored. This is potentially because enzymes responsible for modifying internal 

hydrocarbon chains only use phospholipid FAs as substrates(1, 28), and modifying the membrane 

phospholipid can have significant detrimental effects to cell growth and viability under stressful 

conditions(29). For example, lipid incorporation of medium-chain FAs that are shorter than native 

FAs can lead to membrane damage and drastically reduce cell viability(30, 31). Similarly, 

incorporation of exogenously-fed, non-native polyunsaturated FAs into membrane phospholipids 

can change expression of genes related to cellular respiration, membrane integrity, and oxidative 

stress(32). Increasing unsaturated FAs (UFAs) in E. coli has been attempted before, however the 

limited structural diversity of naturally produced UFAs has relegated these efforts to 

monounsaturated FAs and cyclopropane FAs (CFAs)(4, 33, 34).  

In this study, we introduce engineered phospholipid biosynthetic pathways into the E. coli 

chassis to produce bacterial strains with greatly diversified, yet highly controllable FA profiles, 

resulting in FA compositions substantially different from that of the native cell. These strains are 

enriched in ω7-unsaturated fatty acids (ω7-UFAs; C16:1,Δ9 and C18:1, Δ11), cyclopropane fatty 

acids (CFAs; C17:0, cyclo9 and C19:0, cyclo11), ∆5-monounsaturated fatty acids (∆5-MUFAs; 
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C16:1, Δ5), doubly unsaturated fatty acids (DUFAs; C16:2, Δ5Δ9 and C18:2, Δ5Δ11), or 

internally-branched fatty acids (IBFAs; C17:0 Me10 and C19:0 Me12), with later three types of 

FAs non-native to  E. coli  (Figure 3.1).  

 

Figure 3. 3 Engineered pathways for the biosynthesis of different FAs in membrane phospholipids in E. coli. 

Each type of FAs is boxed in the same colored as their biosynthetic pathways. FabA or FabZ: 

βLhydroxyacyl-ACP dehydrase; FabB: β-ketoacyl-acyl ACP synthase L; FabF: β-ketoacyl-acyl ACP 

synthase L; FabG: βLketoreductase; FabH: β-ketoacyl-acyl carrier protein (ACP) synthase L; FabI or 

FabK: enoyl-ACP reductase; PlsB: glycerol-3-phosphate acyltransferase; PlsC: 

1LacylLsnLglycerolL3-phosphate acyltransferase; Fd: ferredoxin; SAM: S-adenosyl-L-methionine; 

SAH: S-adenosyl-L-homocysteine; BfaA: NADPH dependent oxidoreductase; BfaB: SAM-dependent 

methyltransferase; Cfa: cyclopropane fatty acid synthase.  

 

The produced DUFAs and IBFAs (structurally different from tuberclostearic acid, C19:0 Me10) 

are extremely rare in nature and have only been identified in trace amounts from the seed of the 

Ephedra plant and from sulfide-forming bacteria, respectively(35). We further investigate the 

effect of modifying cell FA composition on bacterial growth, viability in stressful conditions, and 
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on the metabolic networks of the cell. CFA- and IBFA-enriched strains exhibited similar growth 

rates, cell densities, and responses to environmental stress as wild-type E. coli under a wide range 

of conditions. DUFA enrichment resulted in reduced viability across multiple environmental 

conditions, a markedly different transcriptomic profile, as well as lowered cell densities in glycerol 

and glucose supplemented with high salt. These designed strains substantially diversify 

phospholipid FA composition within E. coli, and through the demonstrated production of free 

IBFAs (FIBFAs) create new opportunities in biotechnology as microbial hosts for chemical 

production(19).  

3.2 Results 

3.2.1  Engineering E. coli to modulate phospholipid profile 

 Wild-type E. coli K-12 strains contain 30-60% UFAs with a cis double bond located 

precisely at the ω7 position (ω7-UFAs)(6, 36, 37). ω7-UFAs can be used as intermediates for 

synthesizing other FA structures such as CFA and internally branch-chain fatty acids (IBFAs)(6, 

38, 39). Accordingly, we started by engineering E. coli to enrich ω7-UFAs in phospholipids. The 

FA degradation pathway was first deactivated by deleting fadE, whose enzyme product catalyzes 

the first step in β-oxidation(13). To create a strain that produced only ω7-UFAs in addition to 

saturated straight-chain FAs, the CFA synthase (encoded by cfa) that converts ω7-UFA to CFA was 

deleted from the E. coli genome. The resulting strain, named ω7-UFA-1, significantly increased 

ω7-UFA composition to 50.0±0.4%, in comparison to 31.5±1.2% (student’s t-test, adjusted p value 

= 0.002) in wild-type E. coli (Figure 3.2a). Next, the FA transcriptional regulator FadR, which 

activates the expression of two ω7-UFA biosynthesis genes fabA and fabB, was overexpressed, 

significantly increasing ω7-UFA composition to 55.8±0.0% (Strain ω7-UFA-2) versus WT 
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(student’s t-test, adjusted p value = 0.002). To further enrich ω7-UFA, three strategies were 

explored in parallel to optimize fabA and fabB expression. In the first strategy, an additional copy 

of fabB or fabAB was overexpressed from a plasmid, which increased ω7-UFA compositions to 

75.0±5.2% (student’s t-test, adjusted p value = 0.007 versus WT) and 72.0±2.0% (student’s t-test, 

p value = 0.002 versus WT), respectively (Figure 3.2a and Figure 3.8Sa). The third strategy 

involved the deletion of FabR, another FA transcriptional regulator that represses the expression 

of fabA and fabB. Deletion of FabR increased ω7-UFA composition to 69.4±1.0% (student’s t test, 

adjusted p value = 0.002). Of these engineered variants, strain ω7-UFA-5 produced the highest ω7-

UFA titer, reaching 197.7±16.3 (adjusted p value < 0.05 versus all strains) mg/L (Figure 3.8Sa). 

The titer achieved in this work is 5.7-fold higher than previous efforts solely relying on 

overexpression of fabAB alone, which do not prevent cfa formation(33).  
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Figure 3. 4 Engineering E. coli to produce ω7-unsaturated fatty acids. (ω7-UFAs, a). cyclopropane fatty 

acids (CFAs, b). Internally branched fatty acids (IBFAs, c). doubly unsaturated fatty acids (DUFAs, d). 

and ∆5-unsaturated fatty acids (∆5-MUFAs, e). in phospholipids. The engineered biosynthetic pathways 

are shown on the top of each figure. Pie-charts indicate the FA composition in the phospholipid of each 

strain. Genetic changes for each strain are shown under each Pie-chart. - indicates gene deletion from E. 

coli’s genome; + indicates the native gene is not deleted; ++ indicates gene overexpression from plasmid 

DNA.  

 

The enhanced titers presented here may also be attributed to the overexpression of fadR, which has 

been shown to enhance overall titers of FAs through a more global tuning of FA pathway genes(40).
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CFAs are naturally synthesized in E. coli (Figure 3.1) and are important for bacterial resistance 

to environmental stresses, such as acid and high osmotic pressure(2, 41). However, WT E. coli 

only accumulates between 2-20% of CFAs during logarithmic growth(42, 43), and our wild-type 

E. coli only accumulated 12.5±2.3% of CFA in phospholipid when tested. To enhance CFA 

composition in phospholipid, we overexpressed CFA synthase in the fadE-deleted E. coli strain 

and observed an increase in the proportion of CFAs to 39.7±2.2% (p value = 0.006, Student’s t-

test versus WT), consisting of 29.2±2.4% C17:0 CFA and 10.5±0.6% C19:0 CFA (strain CFA-1, 

Figure 3.2b) as identified by Gas Chromatography-Mass Spectrometry (GC-MS) ( Figure 3.10Sa-

b). CFA is biosynthesized by methylation of ω7-UFA(6). To enhance the cellular pool of ω7-UFA, 

FabR was deleted and FadR was overexpressed. The resulting strain (CFA-2) produces 53.7±4.5% 

CFAs and 19.8±4.5% ω7-UFA. E. coli Cfa methylates ω7-UFA preferably at the sn-2 position in 

phospholipids. To convert the remaining ω7-UFA to CFA, the Clostridium butyricum Cfa, which 

prefers the sn-1 position(5), was overexpressed. While overexpression C. butyricum Cfa alone 

produced 19.2±3.9% CFA (strain CFA-3), coexpression of both E. coli Cfa and C. butyricum Cfa 

(strain CFA-4) increased CFA composition to 55.3±0.3% (p value = 0.004 Student’s t-test versus 

WT), with a titer of 84.7±4.7 (p value = 0.003 Student’s t-test versus WT) mg/L (Figure 3.8Sb).  

 Internally branched fatty acids (IBFAs) have substantially lower melting temperatures 

compared to straight-chain FAs of the same length, and are thus attractive precursors for jet-fuels, 

which demand low freezing points. However, IBFAs are mostly found in Mycobacterium 

tuberculosis and a few other Mycobacterium and Rhodococcus species(6, 44). To produce IBFAs 

in E. coli, we overexpressed the R. opacus PD630 IBFA biosynthetic pathway, which contains a 
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S-adenosyl-l-methionine-dependent methyltransferase (BfaB) and a FAD-binding oxidoreductase 

(BfaA)(6, 44). The resulting E. coli strain converts palmitoleic acid (C16:1Δ9) and vaccenic acid 

(C18:1Δ11) to 10-methylhexadecanoic acid (C17:0Me10) and 12-methyl octadecanoic acid 

(C19:0Me12), respectively, with a total IBFA composition of 11.7% (Strain IBFA-1, average of 

two replicates, Figure 3.2c, Figure 3.8Sc, 3.9S and 3.8Sc-d). To further increase IBFA composition, 

Cfa was deleted to avoid competition with the ω7-UFA precursor, and ω7-UFA biosynthesis was 

enhanced by FabR deletion and FadR overexpression. These engineering strategies led to a gradual 

increase of IBFA composition up to 30.9±1.2% (p value = 2.0E-04, Students t-test versus IBFA-

1). Additionally, BfaAB enzymes from different microorganisms were screened. The 

Mycobacterium smegmatis enzymes (strain IBFA-5) produced the highest IBFA composition, up 

to an average of 39.2±1.2% with an IBFA titer of 91.3±4.6 mg/L (p value = 7.1E-05, Student’s t 

test versus IBFA-1).  

 Double unsaturated FAs (DUFAs) are intermediates in the biosynthesis of polyunsaturated 

FAs that have various health benefits due to their abilities in scavenging radical species(45). To 

produce DUFAs in E. coli, we overexpressed the ∆5-desaturase (encoded by ∆5-des) from Bacillus 

subtilis in the fadE-deleted E. coli strain. The resulting strain DUFA-1 consists of 16.0±0.2% of 

∆5,ω7 DUFA (mostly C18:2, Δ5Δ11, Figure 3.10Se-f), 26.3±1.2% ω7-UFA, and 40.9±0.7% ∆5 

C16:1 UFA (Figure 3.2d)  Increasing the precursor pool of ω7-UFAs by Cfa deletion, FabR 

knockout, and FadR overexpression increased ∆5,ω7 DUFA to 21.3±1.0% (p value = 0.007, 

Student’s t test versus DUFA-1) (strain DUFA-2), but at the same time resulting in a high ω7-UFA 

composition (52.6±0.8%), suggesting that the pathway is limited by the ∆5-desaturase. ∆5-

desaturase uses a ferredoxin as an electron donor to reduce C-C single bonds at the ∆5 position(46). 

To optimize ∆5-desaturase activity, the ferredoxin gene from E. coli, B. subtilis, and Anabaena sp. 
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7120 was individually overexpressed. Ferredoxin from either B. subtilis (strain DUFA-4) or 

Anabaena sp. 7120 (strain DUFA-5) increased ∆5,ω7 DUFA composition to 45.4±0.6% (p value 

= 1.58E-05, Student’s t test versus DUFA-1) and 44.8±3.8% (p value = 0.002, Student’s t test 

versus DUFA-1) in phospholipid with a titer of 151.3±3.0 mg/L and 153.9±16.2 mg/L, respectively 

(Figure 3.2d, Figure 3.8Sd).  

While most monounsaturated FAs (MUFAs) contain the double bond at ω7 position, double 

bonds at alternative positions, such as ∆5, are rare in nature and have only been found in small 

amounts (< 9%) in B. subtilis(35) and in the seeds of Brassica species. The unique double bond 

position may enable region-selective labeling and other chemical modifications on FAs for various 

applications(47). To produce ∆5-MUFA, the B. subtilis ∆5-desaturase (encoded by ∆5-des) was 

overexpressed in the ∆fadE-deleted E. coli strain. The resulting strain (∆5-MUFA-1) contains only 

7.8±1.7% of ∆5-MUFAs (Figure 3.10Sg), with 10.4±1.1% of ω7-UFAs and 18.6±1.7% CFAs 

(Figure 3.3c). Deletion of Cfa to eliminate CFAs enhanced ∆5-MUFAs to 39.5±7.4% (p value = 

0.0001, Student’s t test versus MUFA-1). To further increase the proportion of ∆5-MUFAs, we 

aimed to decrease ω7-UFA biosynthesis by repressing the expression of fabA and fabB. As low 

levels of ω7-UFAs are required for cell growth, we reduced fabA and fabB expression using 

CRISPR interference (CRISPRi)(37, 48). 
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Figure 3. 5. Engineering E. coli to produce ∆5-MUFA in E. coli. a. sgRNAs bind to different regions of non-

template strand of fabA or fabB gene. b. CRISPRi with different sgRNA showed different inhibition 

efficiency for the production of ω7-UFAs. Targeting of sgRNA to the middle region of fabB gene obviously 

inhibit the production of ω7-UFAs. Error bars represent standard deviation measured from biological 

triplicates. c. The production of ∆5-MUFA in different engineered strains. 

Small guide RNAs (sgRNAs) targeting four different regions of both the fabA and fabB 

operons were designed to search for the most optimal level of repression (Figure 3.3a). 

Constitutively expressed sgRNAs were introduced on a plasmid to ω7-UFA strains harboring a 

dCas9 gene. Fermentation of the resulting strains showed that a sgRNA targeting nucleotides 484-

504 (approximately the middle) of the fabB coding region was the most effective in decreasing 

ω7-UFA composition (Figure 3.3b). This sgRNA was then expressed in the ∆5-MUFA strain. The 

resulting strain (∆5-MUFA-3) has 60.0±0.1% of ∆5-MUFA in phospholipid FAs, with only 

26.4±0.4% native ω7-UFA. Additional overexpression of ferredoxin from either E. coli, B. subtilis, 

and Anabaena sp. 7120 reduced ∆5-MUFA composition (Figure 3.3c, Figure 3.9S), suggesting an 

imbalanced redox potential.  

3.2.2  Phospholipid profile analysis of the IBFA-producing strain 

After obtaining diverse FA profiles in phospholipids, it is interesting to know how these 
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uncommon FAs are distributed between different phospholipid species, as that can illuminate the 

substrate specificity of FA-modifying enzymes. In wild-type E. coli, phospholipid biosynthesis 

starts from acylation of glycerol-3-phosphate at both sn-1 and sn-2 positions to form phosphatidic 

acid (PA). PA is then converted to CDP-diacylglycerol (CDP-DAG) followed by exchanging the 

head group to phosphatidylethanolamine (PE, ~70%), phosphatidylglycerol (PG, ~25%), 

cardiolipin (CL, ~4%), and phosphatidylserine (PS, 0.1% of phospholipid)(49) (Figure 3.4a)(29, 

50). While the phospholipid substrates for CFA and ∆5-desaturase have been elucidated in previous 

studies(5, 51, 52), phospholipid substrates for the IBFA pathway remain unknown. To identify the 

profiles of IBFA on different phospholipids and their sn-positions, we performed lipid analysis of 

the IBFA-rich strain (IBFA-5) using liquid chromatography-mass spectrometry (LC-MS/MS). The 

results showed that there was no detectable IBFA in PA, CDP-DAG, and CL. The percentage of 

IBFA in PG, was significantly higher than PE, or PS: 57.0%±0.17, 41.0%±1.01, and 39.1%±2.63 

(adjusted p values < 0.05) respectively (Figure 3.4b).  

 Further analyses of the sn-positions of IBFAs identified a higher methylation activity at the 

sn-1 position than that of the sn-2 position for each phospholipid (Figure 3.4c). At the sn-1 position, 

95.4%±0.2 of ω7-UFAs were converted to IBFAs in PG, and 85.0%±2.8 and 79.0%±0.7 of 

conversion were obtained for PE and PS, respectively. 
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Figure 3. 6.Lipid profile analysis of the IBFA-enriched strain IBFA-5. a. The biosynthesis pathway of major 

phospholipid species in E. coli. b. The distribution of IBFA in different phospholipid species in engineered 

strain. c. The methylation efficiency of BfaB as calculated from the ratio of IBFAs to UFA equivalent in 

different phospholipid species. d. The content of IBFAs in different position of different phospholipids. PS: 

Phosphatidylserine; PE: Phosphatidylethanolamine; Phosphatidylglycerol: Phosphatidylglycerol; Cds: 

phosphatidate cytidylyltransferase; Pss: phosphatidylserine synthase; Psd: phosphatidylserine 

decarboxylase; PgsA: phosphatidylglycerolphosphate synthase; PgpA/B/C: 

phosphatidylglycerolphosphate phosphatase; Cls: cardiolipin synthase; CDP-DAG: cytosine 

diphosphate-diacylglycerol. 

 

At the sn-2 position, the ω7-UFA to IBFA conversion ranged from 45.7%±1.1, 50.4%±1.65, 

66.5%±0.5 for PE, PG, and PS respectively (Figure 3.4c), suggesting the IBFA pathway prefers 

ω7-UFAs at the sn-1 position of phospholipids. However, the total contents of IBFAs at the sn-1 

position (PE = 31.6%±0.5, PG = 44.5%±1.5, and PS = 35.4%±0.9) are lower than that at the sn-2 

position (PE = 50.4%±1.6, PG = 68.1%±4.1, and PS = 45.0%±0.7) for each phospholipid (adjusted 
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p values < 0.05) (Figure 3.4d).  

3.2.3  Phenotypic profiling of engineered strains with diverse FA profiles 

Engineered bioproduction strains often suffer from reduced cell growth and altered 

metabolism in comparison to their wild-type counterparts(53-55). Here we have created several 

strains with drastically different FA profiles in phospholipids compared to that of wild-type E. coli. 

We next examined whether these modified FA profiles would affect metabolic activity and cell 

growth. To test this, we performed phenotype microarrays by cultivating the engineered strains 

which produced the highest titers of ω7-UFA (ω7-UFA-5), CFA (CFA-4), IBFA (IBFA-5), and 

DUFA (DUFA-5) in 96 different growth media and conditions such as different carbon sources, 

organic acids, salts, pH, reducing power, and antibiotics (Figure 3.11S). Screening of these strains 

revealed that the IBFA- and CFA-enriched strains have similar growth and metabolic 

characteristics compared to the control E. coli strain without phospholipid FA modification (Figure 

3.5a, Table 3.5S, Table 3.6S).  
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Figure 3. 7 Phenotypic profiling of engineered strains with diverse FA profiles. a. Metabolic activity (top) 

and Cellular Growth (bottom) across 96 metabolic conditions. Measured Activity is compared against WT 

strain measured under same conditions. b&c. Average growth curves of biological triplicates in select 

challenge conditions of engineered strains (WT, black; ω7-UFA-5, blue; CFA-4, yellow, IBFA-5, purple; 

DUFA-5, green).  

 

Out of the 96 tested growth media and conditions, the IBFA- and CFA-enriched strains 

have more than 2-fold difference in cell densities in only 5 (reduced growth in 8% NaCl, fusidic 

acid, vancomycin, lithium chloride, and sodium butyrate) and 1 (sodium bromate) conditions, 

respectively (Table 3.6S). Metabolic activities under these conditions were measured using a 

tetrazolium redox dye to track oxidative phosphorylation activity. Both IBFA- and CFA-enriched 
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strains exhibited similar metabolic activity to those of the control E. coli strain, with only 6.3% 

and 10.4% of conditions displaying more than 2-fold difference. Interestingly, only the CFA-

enriched strain exhibited any increased metabolic activity, under 10 conditions: Dextrin, N-acetyl-

β-D-Mannosamine, 3-Methyl Glucose, 1% sodium lactate, L-arginine, L-Glutamic acid, L-

Pyroglutamic Acid, Glucuronamide, Quinic acid, D-Lactic acid Methyl Ester (see Table 3.5S for 

all conditions). Of the 10 conditions with enhanced respiratory activity for CFA, 6 are carbon 

source conditions which can also be used as a nitrogen source (N-acetyl-B-D-Mannosamine, L-

arginine, L-glutamic acid, l-pyroglutamic acid, Glucuronamide), or are amino acid precursors 

(Quinic acid). This did not correlate with any increased growth in those conditions. The ω7-UFA- 

and DUFA-enriched strains had reduced metabolic activities and lower cell density for 59.4% 

(57/96) and 74.0% (71/96) of the tested conditions, respectively.  

Additionally, these strains were cultivated in parallel under different stress conditions 

(Figure 3.5b, Figure 3.12S) and in different commonly used carbon sources (Figure 3.5c, Figure 

3.12S). Mutant strains reached an estimated maximal growth rate lower than WT when grown in 

glucose, glucose supplemented with amino acids, and high salt. Mutant strains reached similar 

maximal growth rates compared to the control strain when grown in glucose supplemented with 

sodium lactate, sodium L-lactate, or in low pH, or grown in glycerol (Figure 3.13S, Figure 3.14S), 

confirming that these modifications in phospholipid FAs are tolerated by the E. coli chassis under 

controlled laboratory conditions. There were no significant differences between the maximal cell 

density reached by WT and any of the mutant strains (Figure 3.15S, Table 3.7S). 

3.2.4  Transcriptomic profiling of engineered strains with diverse FA profiles 

Given the aforementioned difference in metabolic burden imposed on the E. coli chassis 

between the IBFA-, CFA-, and DUFA-enriched strains, we next investigated genome-wide 
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expression changes in all strains compared to the UFA-enriched strain (control). To identify the 

effect of altering FA composition on the transcriptome at different growth phases, we sampled 

liquid cultures of each strain at 3 time points: 4, 8, and 24 hours. A biplot of the principle 

component analysis of the 500 most variable genes shows that ellipses generated from control, 

IBFA, and CFA conditions vary along principle component PC2 (Figure 3.16S). This confirms that 

the transcriptional state of the UFA, CFA, and DUFA expressing strains were very similar across 

time (adjusted p value > 0.05 [PERMANOVA]). The DUFA samples did not follow this 

relationship, instead varying along PC1, with the DUFA-enriched samples at 4- and 8- hours 

clustering together away from samples of other strain at similar time points. PERMANOVA 

comparison of all DUFA samples compared to samples of other strains confirmed a significant 

difference in variance over time (adjusted p value < 0.05 versus all other strains). Additionally, 

examining the 40 most variable genes across time identified marked upregulation of the valU, 

valX, valY, lysZ, lysQ, and lysY genes, all members of the aminoacyl-tRNA synthesis pathway, 

(Figure 3.17S) in the DUFA-enriched strain. 

 

Strain 1 Strain 2 R2 pval pvalBon pvalFDR 
32 34 0.100251 0.154 0.924 0.185 
32 35 0.076084 0.23 1.38 0.23 
32 36 0.240502 0.007 0.042 0.014 
34 35 0.11853 0.106 0.636 0.159 
34 36 0.314532 0.001 0.006 0.006 
35 36 0.238559 0.004 0.024 0.012 

Table 3. 1 Permanova tests of biplot PCA Permuted anova of transcriptomic samples from each FA 

producing strain. Analysis of variance for all strains was conducted, and then either Bonferroni 

or FDR hypothesis testing correction was implemented on each p value to correct for false 

positives. A corrected p value under 0.05 indicates the sampled transcriptomes of the two tested 

strains are significantly different. 

 

In order to understand the effects of these alterations on the E. coli chassis, we compared 
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the most highly significant and differentially abundant transcripts within the E. coli genome (here 

defined as < 0.01 adjusted p [Deseq2] and > 3 log fold-change) for the CFA, IBFA, and DUFA 

strains versus UFA, and compared the shared and unique genes within these sets at 4 hours, during 

mid-log growth phase (Figure 3.6A).  
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Figure 3. 8.Transcriptomic profiling of engineered strains with diverse FA profiles. a. A Euler diagram 

showing the intersect and union of the highly DE genes in CFA, IBFA, and DUFA producing strains 

compared to UFA at 4 hours. b. Barplot showing the log fold change for every transcriptional regulator 
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within the set of highly DE genes unique to one strain from 6. Color represents the strain they were found 

to be highly DE in. c. Map of the fatty acid biosynthesis, TCA cycle, and glycolysis pathways. The shapes 

next to each gene of the pathway represent the three strains, while the color represents the magnitude and 

direction of differential expression. 

Over 78% (393) of the high differentially expressed (DE) genes were unique to the DUFA, 

while there were only 3 genes shared amongst all strains: ybdL, metF, and metA. Comparing the 

genes unique to each comparison, we found that CFA and IBFA each had less than 30 unique DE 

transcripts compared to UFA, among which were only two transcriptional regulators: ygeV (CFA) 

and araC (IBFA) (Figure 3.6B). Comparatively, DUFA overexpression resulted in 26 DE 

transcriptional regulators. There was significant upregulation of genes known to produce stress-

related transcriptional cascades such as soxR/S, marA/R, betL, and zraR. We also observed DE in 

several transcriptional regulators known to affect metal homeostasis, such as overexpression of 

fur, the ferric uptake regulator, and metJ, which drives repression of the sulfurous amino acid 

methionine. Further investigation revealed that the iron acquisition/uptake genes regulated by fur 

were differentially expressed (Figure 3.18S).   Finally, we examined the DE in genes from the 

central metabolic pathways of glycolysis, citrate (TCA) cycle, and fatty acid biosynthesis for 

differences between the UFA and the other strains at 4 hours (Figure 3.6C). As was seen with the 

differential expression analysis, the DUFA-enriched strain exhibited strong DE in these pathways 

(37 of 89 total genes, or 42%), specifically in TCA cycle genes, including upregulation of the 

complete sdh operon (also a part of the fur regulon, see Figure 3.18S), and downregulation of many 

genes in the glycolysis pathway. IBFA and CFA production only resulted in 17 (19%) and 23 (26%) 

of genes within the three pathways, respectively. 

3.2.5  Engineering E. coli for production of free IBFAs 

To demonstrate these engineered strains are useful for production of non-common FAs, we 

attempted to engineer the high IBFA content strain (IBFA-5) to produce free IBFAs (FIBFAs). 
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FIBFAs can be readily converted to esters(7), alkanes(21), or alcohols(56) with drastically reduced 

melting temperature compared to their straight-chain or even terminally-branched counterparts and 

used as jet fuels or low-temperature lubricants(6). Production of FIBFA in engineered microbial 

hosts have not been previously reported.  

FIBFAs can be released from phospholipid by phospholipases that hydrolyze the ester 

bonds in glycerophospholipids(57). Wild-type E. coli has one outer-membrane-bound 

phospholipase PldA (encoded by pldA) and an inner-membrane-bound phospholipase PldB 

(encoded by pldB, Figure 3.7a)(58).  

 

Figure 3. 9.FIBFA production in engineered E. coli. a. Metabolic engineering strategies for the production 

of FIBFAs from phospholipids in E. coli. b. The titer of total FAs (TFAs) and FFAs in engineered strains. 

c. The titer of total IBFAs (TIBFAs) and FIBFAs in engineered strains. Error bars represent standard 

deviation measured from biological triplicates. 
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 PldA and PldB specifically hydrolyze the FA ester bond at either sn-1 or sn-2 position of 

phospholipids, respectively(57). Additionally, the inner-membrane-associated phospholipase 

LipC (encoded by lipC) from B. subtilis can hydrolyze the FA ester bond at both sn-1 and sn-2 

positions(59, 60). We first separately overexpressed pldA, pldB, and lipC in the IBFA-enriched 

strain IBFA-5 that contains 40% IBFAs in phospholipids. The fermentation results showed that 

expression of pldA, pldB, or lipC produced 355.3 mg/L, 150.6 mg/L, and 433.3 mg/L of free FAs 

(FFAs), respectively, confirming their phospholipase activities (Figure 3.7b). While the pldA-

expressing strain has a slightly higher IBFA fraction in phospholipids (44%, v.s. 40% in the strain 

without phospholipase overexpression), the pldB- and lipC-overexpressing strains have lower 

IBFA fraction in phospholipids (24% and 33%, respectively). This is likely caused by the spatial 

competition between the methyltransferase BfaB with pldB or lipC for access to inner membrane 

phospholipids(58, 59). As inner-membrane-bound or -associated proteins, pldB or lipC may block 

BfaB from methylating phospholipids in the cytosolic compartment. When free IBFAs were 

quantified, while the pldB-overexpressing strain failed to produce any FIBFA, the pldA and lipC-

overexpressing strains produced 80 mg/L and 35 mg/L FIBFAs, respectively. Next, pldA and lipC 

were coexpressed. Although the titer of total FFAs was increased to 509 mg/L, FIBFA titer was 

decreased compared to the strain only expressing pldA, further suggesting that overexpression of 

inner-membrane-bound proteins hinder BfaB from methylating phospholipids. Thus, we focus on 

the strain that only expressed pldA. 

Next, we targeted to the transmembrane allocation of FFAs. As an outer-membrane enzyme 

which faces the periplasm, PldA hydrolyzes PE to 2-acylglycerophosphoethanolamine (2-acyl-

GPE) and FFAs, both of which could be transported into the cytosol. In the cytosol, acyl-ACP 

synthetase (AAS, encoded by aas), has 2-acylglycerophosphoethanolamine acyltransferase 
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activity and can acylate 2-acyl-GPE back to PE(61, 62) (Figure 3.7a). To prevent this futile cycle, 

the aas gene was deleted, resulting in increased titers for both FFA (by 29% to 507.0 mg/L) and 

FIBFAs (by 12% to 86.9 mg/L) (Figure 3.7d). Additionally, periplasmic FFAs can be transferred 

into the cytosol and simultaneously activated to acyl-CoA by FadD (encoded by fadD). Although 

acyl-CoA cannot be degraded in our engineered strain due to the deletion of the β-oxidation 

enzyme FadE, it can be incorporated back into the phospholipids in the inner membrane by PlsB 

and PlsC(50, 61) (Figure 3.7a). To prevent this, fadD was also deleted. The resulting strain FIBFA-

8 further increased FFAs up to 623.4 mg/L and FIBFAs up to 96.3 mg/L (Figure 3.7c). 

3.3 Materials and Methods 

3.3.1 Reagents 

Phusion DNA polymerase was acquired from New England Biolabs (Beverly, MA, USA). 

Restriction enzymes and T4 DNA ligase were purchased from Thermo Fisher Scientific (Waltham, 

Massachusetts, USA). Oligonucleotide primers were synthesized by Integrated DNA Technologies 

(Coralville, IA, USA). Standard 10-methyloctadecanoic acid and 10-methylhexadecanoic acid 

were purchased from Santa Cruz Biotechnology (Santa Cruz, CA, USA) and Matreya company, 

(State college, PA, USA), respectively. Bacterial acid methyl ester mixture standards, C4-C24 even 

carbon saturated FAMEs, GLC-50, GLC-90, and all the other reagents were purchased from Sigma 

Aldrich (St. Louis, MO, USA). 

3.3.2 Strains and plasmids 

All strains and plasmids used in this study are listed in Table 3.2S and 3.3S. E. coli DH10β was 

used for gene cloning and E. coli MG1655ΔfadE was used for FA production. E. coli and B. subtilis 

genes were amplified from their genome by colony PCR using primers listed in Table 3.4S. All 
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other genes were codon-optimized for E. coli expression and chemically synthesized by Integrated 

DNA Technologies (Coralville, IA, USA). All plasmids were constructed using standard Golden-

Gate DNA assembly method(63). The cfa, fabR, aas and fadD genes were deleted from E. coli 

genome following a CRISPR/Cas9 gene replacement method(64). All deletions were confirmed 

by colony PCR. Repression of fabA and fabB genes was achieved using a CRISPR interference 

(CRISPRi) method, by expressing constitutively sgRNAs from plasmids(48). Plasmids were 

transformed into electro-competent strains by electroporation and selected on LB agar plates with 

proper antibiotics (ampicillin, 100 mg/L; kanamycin, 50 mg/L; chloramphenicol, 34 mg/L; 

spectinomycin 60 mg/L).  

3.3.3 Fermentation  

For each transformant, 3 different colonies were selected and used to inoculate 3 ml LB medium 

with proper antibiotics. The overnight cultures 1% (v/v) were then used to inoculate 20 ml of 

modified M9 minimal medium (containing 75 mM MOPS at pH7.4, 2 mM MgSO4, 1 

mg/Lthiamine,10 μM FeSO4, 0.1 mM CaCl2 and micro nutrients including 3 μM (NH4)6Mo7O24, 

0.4 mM boric acid, 30 μM CoCl2, 15 μM CuSO4, 80 μM MnCl2, and 10 μM ZnSO4) with 2% 

glucose, 0.5% yeast extract, and corresponding antibiotics in 250 ml flask. When OD600 reached 

0.6-0.8 at 37 oC, inducer (0.8% Arabinose, 0.5 mM Isopropyl β-D-1-thiogalactopyranoside(IPTG), 

2 μM anhydrotetracycline) was added and the cell cultures were grown at 18°C for 48 h (ω7-UFA, 

CFA, DUFA) or 30°C for 24 h (∆5-MUFA, IBFA). After fermentation, cells were harvested for FA 

quantification.  

3.3.4 Quantification of total FAs 

The amount of total FAs was quantified using previously published method(65). In detail, 1 ml of 

cell culture was pelleted and added with 1 ml chloroform, 1 ml of 15% (v/v) H2SO4/methanol, and 
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40 mg/L of nonadecanoic acid as an internal standard and the mixture was heated at 100°C for an 

hour for transesterification. Reaction mixture was then cooled on ice for 5 min, followed by the 

addition of 1ml purified water followed by vigorous shaking for 1 min (30 sec/once, twice). The 

organic phase containing fatty acid methyl esters (FAMEs) was isolated and directly analyzed 

using a gas chromatograph (GC) (Hewlett-Packard model 7890A, Agilent Technologies) equipped 

with a 30 m DB5-MS column (J&W Scientific) and a mass spectrometer (5975C, Agilent 

Technologies) or a Flame Ionized Detector (FID) (Agilent Technologies). The column was 

equilibrated at 80°C for 1 min, followed by a ramp to 300°C at 20 °C/min, and was then held at 

300°C for 3 min. FA species were identified by comparing their retention times to those of standard 

FA methyl esters (Bacterial Acid Methyl Ester Mix, Sigma Aldrich) and by comparing their mass 

spectra to the Probability Based Matching (PBM) Mass Spectrometry Library. C18:2, ∆5∆11 was 

identified by comparing GC-MS spectra of efedrenic acid methyl ester to the published 

spectra(47). FA concentrations were quantified by comparing the area of each FAME peak to a 

standard curve generated using standard FAME mixtures (C4-C24 even carbon saturated FAMEs, 

GLC-50, GLC-90). The titer of FAs for each strain was measured in biological triplicates. 

3.3.5 Quantification of membrane lipids 

Membrane lipids were extracted using Bligh and Dyer lipid extraction protocol(66). In detail, cells 

from 3 ml culture were collected and washed with 0.6% LiCl for 3 times. The pellet was 

resuspended into 3.8 ml of a MeOH/ H2O /CHCl3 (2:0.8:1, v/v/v) solution, followed by sonication 

for 30 sec on ice. Then, 1 ml CHCl3 and 1 ml 0.63% LiCl were added into the cell lysate. After 

vigorous shaking for 30 sec, the mixture was centrifuged at 800 g for 5 mins. The bottom 

chloroform phase that contains the extracted lipids was transferred into a GC vial using a long 

Pasteur pipet. The remaining aqueous solution was extracted again using 1 ml of fresh chloroform. 
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To determine the amount of FAs in membrane lipids, the extracted FAs were converted to FAMEs 

using the above-mentioned method, followed by GC-FID quantification.  

3.3.6 High resolution mass spectrometric analysis of IBFA strain cell membrane  

Profiling and structural characterization of phospholipids with high resolution (R = 100,000 at m/z 

400) mass spectrometry were performed on a Thermo Scientific (San Jose, CA) LTQ Orbitrap 

Velos mass spectrometer (MS) with a built-in syringe pump system operated by Xcalibur operating 

system. A 50ul/min solvent (methanol with 0.5 % NH4OH) was continuously infused into the ESI 

source and samples in methanol (10 ul) were flow injected. The skimmer of the ion source was set 

at ground potential, the electrospray needle was set at 4.0 kV, and temperature of the heated 

capillary was 300°C. The automatic gain control of the ion trap was set to 5x104, with a maximum 

injection time of 100 ms. Helium was used as the buffer and collision gas at a pressure of 1x10-3 

mbar (0.75 mTorr). The MSn experiments were carried out with an optimized relative collision 

energy ranging from 25-40% and with an activation q value at 0.25. The activation time was set 

for 10 ms to leave a minimal residual abundance of precursor ion (around 20%). The mass selection 

window for the precursor ions was set at 1 Da wide to admit the monoisotopic peak to the ion-trap 

for collision-induced dissociation (CID) for unit resolution detection in the ion-trap or high-

resolution accurate mass detection in the Orbitrap mass analyzer. Mass spectra were accumulated 

in the profile mode, typically for 3-10 min for MSn spectra (n=2,3,4). The structural assignments 

of phospholipid species are based on the MSn spectra previously described(67)  

3.3.6 Quantification of FFAs 
The concentration of FFAs was determined using the previous published method(26). In detail, 0.5 

ml of cell culture was harvested and acidified with 50 μl of 12 N HCl., The mixture was extracted 

twice with 0.5 ml ethyl acetate, which was spiked with 20 μg/ml of nonadecanoic acid (C19:0) as 
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an internal standard. FFAs were derivatized to FAMEs by adding 90 μl methanol, 10 μl 12 N HCl, 

and 120 μl trimethylsilane-diazomethane. The mixture was incubated at room temperature for 10 

min. FAMEs were analyzed using GC-FID.  

3.3.7 Metabolic Profiling Assays 
Colonies from fresh transformation were used to inoculate 3 ml of LB medium with relevant 

antibiotics and grown at 37oC overnight. The overnight culture was used to inoculate 5 ml of 

modified M9 minimal medium supplemented with 2% glucose, 0.5% yeast extract, 0.8% arabinose 

(inducer) and corresponding antibiotic. Cells were incubated at 18°C for 42 hours (ω7-UFA, CFA, 

DUFA), or 30°C for 18h (WT, IBFA). Cells were diluted 1% in fresh modified M9 and fermentation 

continued for another 6 hours to mid-exponential growth (OD600 at 0.6-0.8). For metabolic 

profiling assays, cells were harvested and washed twice in PBS via centrifugation at 4000 rcf, 2 

minutes, then resuspended in Inoculating Fluid-A (IF-A, Biolog, Hayward, California, USA) with 

0.008% arabinose and corresponding antibiotic. Cells were transferred to a GEN III microplate 

(Biolog, Hayward, California, USA) and cultivated from a starting OD600 of 0.01 at 30°C (for all 

strains) for 16 hours. Absorbance measurements at 590 nm (metabolic activity) and 750 nm (cell 

growth) were made using an Infinite F200PRO plate reader (TECAN, Männedorf, Switzerland).  

3.3.8 Time course growth assays 

For time course growth assays, cells were harvested and washed twice in modified M9 with 0.04 

arabinose and 5x antibiotic without any other carbon source. Cells density was normalized to 

OD600 of 0.2, then diluted 5-fold into modified M9 supplemented with carbon, amino acids, and/or 

harsh condition challenges in a 96-well imaging microplate (Corning, Corning, New York, USA). 

For cultures with amino acids, the concentrations of the 20 amino acids were standard for EZ rich 

medium. Plates were measured and incubated in an Infinite F200PRO at 30°C with 3 mm orbital 
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shaking. Absorbance measurement at 600 nm were made every 10 minutes for 24 hours. Data was 

imported into R (v4.1.0). Max OD was calculated for each replicate using the max() function in R 

and averaged across triplicates for each condition. Maximal growth rate was estimated by taking 

the first derivative of the growth curve and fitting a loess regression. The span which resulted in 

the lowest sum of squared error was selected for each regression, and the max value of that 

regression and the confidence interval calculated at that point was used for comparisons between 

strains. 

3.3.9 Transcriptomics analysis 
Sample Collection 

The high IBFA content strain IBFA-5 and the control strain ω7-UFA-5 were cultivated in modified 

M9 minimal medium as described above. After induction for 4 h, 8 h, and 24 h, 2 ml of cell culture 

was harvested. Cell pellet was collected by centrifuge at 13,000 g for 2 min, and gently 

resuspended in 500 μl RNAlater buffer. The resuspension was incubated at room temperature for 

20 minutes and immediately frozen in liquid nitrogen.  

RNA extraction and cDNA synthesis 

Total genomic material (DNA/RNA) was extracted from frozen cell suspensions using the Quick-

RNA fungal/Bacterial Miniprep Kit (Catalog #R2014) from Zymo Research. Cell lysis was 

conducted using a MiniBeadBeater 24 manufactured by Biospec products for 1.5 minutes at 

medium speed. DNA was removed using a modified protocol from the TURBO DNase kit: one 

round of digestion was immediately followed by spiking in the same amount of DNase and another 

successive round of heat treatment. Samples were then concentrated and purified using the RNA 

Clean & Concentrator (Catalog #11-325). Sample total RNA concentrations were measured using 

a NanoVue (General Electric). We checked for gDNA contamination via PCR of 0.5µl of sample 

using a primer sequence designed to target 1640 base pair section of E. coli gyrA (Forward: 
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tcttccaggttgatgtctgc, Reverse: tttgcgacctttgaatccgg) samples with pcr products underwent another 

round of TURBO DNase treatment. We used the Illumina Ribo-Zero Magnetic Kit to deplete 

rRNA, after which mRNA samples were cleaned and purified using the Agencourt RNAClean XP. 

First Strand cDNA synthesis was performed using SuperScriptII reverse transcriptase, Second 

strand cDNA synthesis used E. coli DNA polymerase I (New England Biolabs) and RNase H (New 

England Biolabs) and used E. coli ligase (New England Biolabs) and RNase H. Final mRNA 

concentrations were quantified using the Qubit DNA HS protocol on a Qubit 4 Fluorometer 

(ThermoFisher). cDNA was stored at -20°C until sequencing library creation.  

cDNA sequencing 

Shotgun metagenomic sequencing libraries were created using cDNA diluted to 0.5 ng/µl and the 

modifications to the Nextera library prep lot (Illumina) detailed in Baym et al(68). This generated 

~450 bp DNA fragments which were purified using the Agencourt AMPure XP system (Beckman 

Coulter) and quantified using the Quant-it PicoGreen dsDNA assay (Invitrogen). Samples were 

pooled onto lanes to ensure ~10M (1x75bp) reads per sample and quantified using the Qubit 

dsDNA BR assay. Samples were sequenced in Illumina NextSeq High-output sequencing 

machines at the Edison Family Center for Genome Sciences and System Biology at Washington 

University School of Medicine in St. Louis. 

Data Analysis 

The pipeline for transcriptomic analysis proceeded similarly as previously described(69). Briefly, 

samples were trimmed using trimmomatic and then mapped to a bowtie2(70) index built using the 

E. coli MG1655 NCBI assembly GCF_000005845.2_ASM584v2 including a custom plasmidic 

operon containing the novel biosynthetic pathways for each strain. Gene counts were calculated 

using featureCounts(71). Differential expression analysis was performed using DESeq2(72), 

comparing the UFA-enriched strain as the comparator group for estimating differential expression 
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in the CFA- IBFA- and DUFA-enriched strains. Repeated PERMANOVA conducted in R using 

the Adonis function of vegan(v2.5-7)(73) package comparing all timepoints of all strains to each 

other (999 permutations, Euclidean distance) after rlog normalization in DESeq2. Pathway 

analysis was conducted using the Escherichia coli K-12 MG1655 KEGG pathway gene lists, and 

testing for significant log fold-change in expression among triplicates using DESeq2.  

3.4 Discussion 

In altering the FA-profiles of E. coli, we produced significant increases in multiple forms 

of highly desirable precursor molecules. In addition, we gained substantial knowledge pertaining 

to the effects of altered FA composition on metabolism, growth, and the transcriptional network of 

the cell. Increasing ω7-UFA biosynthesis is a necessary precursor to synthesis of CFAs and IBFAs, 

and thus a similar strategy was applied to all the strains produced in this study: 1) isolating FA 

biosynthesis from the degradation pathway via deletion of fadE, 2) deletion of the native CFA 

biosynthesis gene, 3) deletion of fabR, and 4) overexpression of fadR, the main transcriptional 

regulator for FA biosynthesis(40). Surprisingly, overexpression of fabA or fabAB yielded similar 

relative proportions of ω7-UFA. The lack of difference between the two  suggest that the rate-

limiting step of ω7-UFA biosynthesis is catalyzed by FabB, rather than FabA, which is consistent 

with previous reports(40). Overexpression of fabB or fabR has been attempted before(74), and in 

one study produced a similar percentage of total UFA content(4); however, it is unclear whether a 

similar yield of UFA is possible without +fadB/∆fabR in tandem. In the end, deletion of fabR alone 

produced the highest ω7-UFA titers of all engineered strains (Figure 3.2a),(40) suggesting that 

regulatory control of fabR is extremely tight and can continue to limit overall FA production even 

when FA synthesis has been overexpressed. A comparison of our engineering strategies with 

previous works for increasing UFA fraction is provided in Table 3.7S. 
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Once the MG1655∆fadE∆cfa∆fabR+fadR genetic chassis was established, strains 

optimized for increased CFA, IBFA, and DUFA synthesis were produced by introduction of only 

two extra genes each. Though cyclopropanation increased the metabolic activity of E. coli in 

multiple tested carbon sources, increased CFA production did not result in improved growth rate 

when grown in high salt conditions, suggesting overproduction of CFA still imposes a significant 

burden on the cell when compared to WT; instead, it performed similarly to the other engineered 

strains. Interestingly, the CFA overproducing strain displayed fewer growth defects compared to 

strains with increased UFAs and DUFAs (Figure 3.5a), yet still displayed a similar expression 

profile to the UFA strain at all time points (Figure 3.17S). These results indicate that the expression 

profile shared by increased UFA, CFA, and IBFA synthesis could be driven by increased energy 

demand versus FA specific regulation. In turn, the induction of growth defects in the diverse 

environmental conditions shared by UFA and DUFA overproduction are likely not related to 

regulation or increased energy demand, but instead to changes in membrane permeability and 

structure. E. coli has been shown to be able to survive on a wide range of UFA as a percentage of 

total FAs(3, 4). It remains to be seen whether WT E. coli strains with higher natural levels of UFA 

or CFA would better tolerate overproduction of either of these FAs. 

Besides the above-mentioned modified FAs in phospholipid membrane, some Gram-

positive bacteria can also produce internally IBFAs(6, 44). The best characterized internally IBFA 

is tuberculostearic acid (TSBA, 10-methylstearic acid) which is found in phospholipids (such as 

phosphatidylethanolamine, phosphatidylinositol, and diphosphatidylglycerol) and glycolipids 

(such as phosphatidylinositol mannosides and lipoarabinomannans) in Mycobacterium 

tuberculosis and related species(75, 76). Though the biosynthesis mechanism is still not fully 

understood, it was speculated that TSBA is synthesized from oleic acid by a two-step process of 
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methylenation and reduction, which is catalyzed by an S-adenosyl-L-methionine (SAM)-

dependent methyltransferase (BfaB, encoded by bfaB) and a FAD-binding oxidoreductase (BfaA, 

encoded by bfaA), respectively(6, 44). However, these two enzyme’s direct substrates are still not 

confirmed. Our analysis of the LC-MS/MS results detected IBFA only in PG, PE, and PS; this 

suggests that the substrate of the IBFA pathway are likely PS, PE, and PG, but not PA, CDP-DAG, 

or CL. The significantly higher observed IBFA content in PG compared to PE and PS is likely 

caused by the dynamic distribution of phospholipids between the inner and outer membrane(77). 

As the IBFA synthesizing proteins BfaA and BfaB were not predicted to contain any predicted 

secretion tags or transmembrane sequences (Figure 3.18S), the IBFA pathway most likely 

methylates phospholipid FAs in the inner membrane, which then diffuse to the outer membrane. 

Because PG is enriched in the inner membrane, limits in phospholipid transfer between two 

membranes can cause a higher IBFA content in PG than that in PS or PE(77). The almost complete 

conversion of PG from UFA to IBFA at the sn1 position of phospholipids suggests that the IBFA 

pathway prefers ω7-UFAs at the sn-1. Integration of the IBFA pathway incurred little to no 

metabolic burden, and the expression profile did not differ from UFA, or CFA, indicative that the 

E. coli chassis was able to integrate a novel phospholipid species. These results also reveal the 

substrate specificity of IBFA pathway and the distribution of IBFAs in each phospholipid species. 

Such knowledge can be used to guide future engineering efforts to further tailoring and increasing 

IBFA content. 

Coupling the phenotypic data with the transcriptomic data, we demonstrate the ability of 

the E. coli chassis to tolerate CFA and IBFA induced changes while also not incurring greater 

metabolic costs. Synthesis of the novel DUFA-enriched strain however, resulted in an altered 

transcriptional state, decreased stress tolerance as compared to UFA, CFA, and IBFA, and 
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significant metabolic alteration in the host. This resulted in 26 highly DE transcriptional regulators 

unique to DUFA production, such as redox stress regulating genes soxR/S as well as fur, the iron 

regulation repressor, which is itself known to be regulated by soxR/S(78). Production of DUFA 

required overexpression of ferredoxin, and  we found many of the iron transport and utilization 

genes commonly expressed during iron-starvation conditions, such as the ent, fec, fep, and fhu 

operons(79), to be significantly upregulated. The increased need for iron could be redirecting 

resources needed for other cellular processes, resulting in activation of the fur iron-starvation 

transcriptional cascade of and the soxR/S stress response regulon; fur modulate expression of at 

least 81 gene targets, and indirectly regulates hundreds more(79), at the cost of significant 

intracellular resources. Δfur/ΔrhyB has been shown to rescue expression of the fur regulated sdh 

TCA cycle genes and sodB(80) while also increasing expression of iron uptake and acquisition 

systems in the presence of iron, and is a possible target for further genetic manipulation to 

minimize the trade-of between DUFA production and growth.  

The cell likely attempts to buffer the changes to FA composition by inducing a natural 

metabolic response to allow for a similar maximal growth rate during the phenotypic growth 

assays. Upregulation of the sdh operon generates the sRNA sdhX, and is theorized to act as a 

metabolic “overflow” mechanism to shunt acetyl-CoA into acetate for excretion in aerobic 

conditions in the presence of glucose during high TCA cycle expression(81). Increased sdh 

expression and evidence of overflow metabolism has also been reported in E. coli designed for 

increased FFA production, further defining the important relationship between acetyl-CoA 

partitioning and the production of FFA(82).  DUFA-enrichment resulted in increased expression 

of the entire sdh operon, likely buffering the metabolic burden of double-bound FA production via 

the aforementioned mechanism. Overall, though growth rate was affected in some conditions, the 
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E. coli chassis largely tolerates DUFA-enrichment and other changes in lipid profiles, while 

continuing to maintain normal final cell density for all environmental conditions tested.  

Future work is needed to elucidate the effects of MUFA- and FIBFA-enrichment on stress 

tolerance and the transcriptional state of the cell. The initial results indicate that sgRNAs are an 

excellent method for targeted repression of UFA biosynthesis in E. coli; however, more rounds of 

engineering may further reduce metabolic burden. Alternatively, FIBFA enrichment required the 

co-expression of two plasmids, and thus likely induces a greater stress on the expression profile of 

the cell. The use of sophisticated tools such as metabolic flux analysis could identify further 

refinements for reducing the effects of both increased expression and altered FA profiles on the 

host(83, 84). 

 Overall, this work details the synthetic alterations which enabled the production of altered 

FA profiles, tailored towards the generation of highly valuable precursor molecules, some of which 

(e.g., MUFAs, DUFA, IBFAs) have never been produced in the E. coli before. We demonstrate 

that while some of these genetic changes do result in decreased stress tolerance, there is evidence 

that expression driven regulation of metabolic networks induces a transcriptional response which 

allows strains producing UFA, CFA, and IBFA to exhibit a similar expression profile. In addition 

to creating these novel strains, our work also identified the substrates for the M. smegmatis IBFA 

biosynthesis pathway. This represents a substantial increase in knowledge concerning the effects 

of FA composition on the bacterial cell, and on the effective generation of high FA-titer producing 

E. coli. 
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3.6  Appendix (Supplemental Material) 

3.6.1 Tables 
Table 3. 2 The strains used in this study 

Strains 
Genotype Description 

E. coli 

DH10β 

F- endA1 recA1 galE15 galK16 

nupG rpsLΔlacX74 

Φ80lacZΔM15 araD139Δ(ara, 

leu) 7697 mcrA Δ(mrr-

hsdRMS-mcrBC) λ- 

Host cell for gene cloning 

E. coli 

MG1655 

K-12 F– λ– ilvG– rfb-50 rph-1 Host cell for fatty acids (FA) production 

WT MG1655∆fadE Host cell (with a fadE gene deletion) for FA production. Gene 

fadE encodes an acyl-CoA dehydrogenase, which is involved 

in FFA degradation (β-oxidation). 

ω7-UFA-1 MG1655∆fadE∆cfa ω7-UFA producing strain with fadE and cfa gene deletions. 

Gene cfa encodes a cyclopropane fatty acids (CFA) synthase, 

which is involved in CFA synthesis. 

ω7-UFA-2 MG1655∆fadE∆cfa/pE8a-fadR ω7-UFA producing strain harboring fadR encodes 

transcription activator FadR, which is involved in FA 

production. 

ω7-UFA-3 MG1655∆fadE∆cfa/pE8a-fadR, 

pB6c-fabB 

ω7-UFA producing strain harboring fabB encodes β-ketoacyl-

ACP synthase, which is involved in unsaturated fatty acids 

(UFA) biosynthesis. 

ω7-UFA-4 MG1655∆fadE∆cfa/pE8a-fadR, 

pB6c-fabAB 

ω7-UFA producing strain harboring fabA and fabB, which are 

involved in UFA biosynthesis. 

ω7-UFA-5 MG1655∆fadE∆cfa∆fabR/pE8a

-fadR 

ω7-UFA producing strain with fadE, cfa and fabR gene 

deletions and harboring fadR gene. Gene fabR encodes a 

transcription repressor FabR, which controls UFA synthesis. 

CFA-1 MG1655∆fadE/pE8a-cfa(Ec) CFA producing strain harboring cfa (Ec) gene, which is from 

Escherichia coli. 

CFA-2 MG1655∆fadE∆cfa∆fabR/pE8a

-cfa(Ec)-fadR 

CFA producing strain with fadE, cfa and fabR gene deletions, 

and harboring cfa (Ec) and fadR genes. 

CFA-3 MG1655∆fadE∆cfa∆fabR/pE8a

-cfa(Cb)-fadR 

CFA producing strain with fadE, cfa and fabR gene deletions, 

and harboring cfa (Cb) and fadR genes. cfa (Cb) is from 

Clostridium butyricum. 



164 
 

CFA-4 MG1655∆fadE∆cfa∆fabR/pE8a

-cfa(Ec)-cfa(Cb)-fadR 

CFA producing strain with fadE, cfa and fabR gene deletions, 

and harboring cfa (Ec) and cfa (Cb) and fadR genes.  

IBFA-1 MG1655∆fadE/pE8a-

BfaAB(Ro) 

BCFA producing strain with fadE gene deletion and 

harboring bfaA and bfaB genes, which are responsible for 

BCFA biosynthesis and from Rhodococcus opacus PD630. 

IBFA-2 MG1655∆fadE∆cfa/pE8a-

BfaAB(Ro) 

BCFA producing strain with fadE and cfa gene deletions and 

harboring bfaA and bfaB genes.  

IBFA-3 MG1655∆fadE∆cfa/pE8a-

BfaAB(Ro)-fadR 

BCFA producing strain with fadE and cfa gene deletions and 

harboring bfaA, bfaB, and fadR genes. 

IBFA-4 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ro)-fadR 

BCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaA, bfaB, and fadR genes. 

IBFA-5 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ms)-fadR 

BCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaA, bfaB, and fadR genes. 

bfaAB(Ms) are from Mycobacterium smegmatis. 

IBFA-6 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Tc)-fadR 

BCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaA, bfaB, and fadR genes. 

bfaAB(Tc) are from Thermomonospora curvata. 

DUFA-1 MG1655∆fadE/pE8a-Des5(Bs) DUFA producing strain with fadE gene deletion and 

harboring des5(Bs) gene encodes a ∆5 acyl lipid desaturase, 

which synthesize UFA with a double bond at position ∆5. 

Des5(Bs) is from Bacillus subtilis.  

DUFA-2 MG1655∆fadE∆cfa∆fabR/pE8a

-Des5(Bs)-fadR 

DUFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring des5(Bs) and fadR gene. 

DUFA-3 MG1655∆fadE∆cfa∆fabR/pE8a

-Des5(Bs)-Fd(Ec)-fadR 

DUFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring des5(Bs), fd(Ec) and fadR gene. 

Fd(Ec) encodes ferredoxin from E. coli.  

DUFA-4 MG1655∆fadE∆cfa∆fabR/pE8a

-Des5(Bs)-Fd(Bs)-fadR 

DUFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring des5(Bs), fd(Bs) and fadR gene. 

Fd(Bs) encodes ferredoxin from B. subtilis. 

DUFA-5 MG1655∆fadE∆cfa∆fabR/pE8a

-Des5(Bs)-Fd(An)-fadR 

DUFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring des5(Bs), fd(An) and fadR gene. 

Fd(An) encodes ferredoxin from Anabaena sp. 7120. 

WT2 MG1655∆fadE∆cfa/pdCas9 Control strain for UFA production with fadE and cfa gene 

deletions, harboring dCas9 gene. 

FabA-P1 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabA-P1 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabA-P1, which encodes 

small guide RNA in the promoter region of fabA gene.   
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FabA-NT1 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabA-NT1 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabA-NT1, which 

encodes small guide RNA in the upstream region of fabA 

gene.   

FabA-NT2 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabA-NT2 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabA-NT2, which 

encodes small guide RNA in the middle region of fabA gene.   

FabA-NT3 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabA-NT3 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabA-NT3, which 

encodes small guide RNA in the downstream of fabA gene.   

FabB-P1 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabB-P1 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabB-P1, which encodes 

small guide RNA in the promoter region of fabB gene.   

FabB-NT1 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabB-NT1 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabB-NT1, which 

encodes small guide RNA in the upstream region of fabB 

gene.   

FabB-NT2 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabB-NT2 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabB-NT2, which 

encodes small guide RNA in the middle region of fabB gene.   

FabB-NT3 MG1655∆fadE∆cfa/pdCas9, 

pTargetF-FabB-NT3 

ω7-UFA inhibited-producing strain with fadE and cfa gene 

deletions, harboring dCas9 gene and fabB-NT3, which 

encodes small guide RNA in the downstream of fabB gene.   

∆5-MUFA-1 MG1655∆fadE/pE8a-Des5(Bs) ∆5-MUFA producing strain with fadE gene deletion and 

harboring des5(Bs) gene.  

∆5-MUFA-2 MG1655∆fadE∆cfa/pE8a-

Des5(Bs), pdCas9 

∆5-MUFA producing strain with fadE and cfa gene deletions 

and harboring des5(Bs) and dCas9 genes. dCas9 encodes a 

catalytically dead Cas9 mutant.   

∆5-MUFA-3 MG1655∆fadE∆cfa/pE8a-

Des5(Bs)-pTarget FabB-NT2, 

pdCas9 

∆5-MUFA producing strain with fadE and cfa gene deletions 

and harboring des5(Bs), fabB-NT2, and dCas9 genes. FabB-

NT2 encodes small guide RNA in the middle of fabB gene 

coding region.   

∆5-MUFA-4 MG1655∆fadE∆cfa/pE8a-

Des5(Bs)-Fd (Ec)-pTarget 

FabB-NT2, pdCas9 

∆5-MUFA producing strain with fadE and cfa gene deletions 

and harboring des5(Bs), fd(Ec), fabB-NT2, and dCas9 genes.  
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∆5-MUFA-5 MG1655∆fadE∆cfa/ pE8a-

Des5(Bs)-Fd(Bs)-pTarget 

FabB-NT2, pdCas9 

∆5-MUFA producing strain with fadE and cfa gene deletions 

and harboring des5(Bs), fd(Bs), fabB-NT2, and dCas9 genes. 

∆5-MUFA-6 MG1655∆fadE∆cfa/ pE8a-

Des5(Bs)-Fd(An)-pTarget 

FabB-NT2, pdCas9 

∆5-MUFA producing strain with fadE and cfa gene deletions 

and harboring des5(Bs), fd(An), fabB-NT2, and dCas9 genes. 

FIBFA-1 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ms)-fadR 

Negative control strain for production of free branched chain 

fatty acids (FBCFA). It has fadE, cfa and fabR gene deletions 

and harbors bfaAB(Ms) and fadR genes. 

FIBFA-2 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ms)-fadR, pB8k-

PldA(Ec) 

FBCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaAB(Ms), fadR, and pldA(Ec) 

genes. PldA(Ec) encodes outer membrane phospholipase A, 

which is from E. coli. 

FIBFA-3 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ms)-fadR, pB8k-

PldB(Ec) 

FBCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaAB(Ms), fadR, and pldB(Ec) 

genes. PldB(Ec) encodes inner membrane phospholipase B, 

which is from E. coli. 

FIBFA-4 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ms)-fadR, pB8k-

LipC(Bs) 

FBCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaAB(Ms), fadR, and lipC(Bs) genes. 

LipC(Bs) encodes cytoplasm phospholipase, which is from B. 

subtilis. 

FIBFA-5 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ms)-fadR, pB8k-

PldA(Ec)-PldB(Ec) 

FBCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaAB(Ms), fadR, pldA(Ec), and 

pldB(Ec) genes. 

FIBFA-6 MG1655∆fadE∆cfa∆fabR/pE8a

-BfaAB(Ms)-fadR, pB8k-

PldA(Ec)-LipC(Bs) 

FBCFA producing strain with fadE, cfa, and fabR gene 

deletions and harboring bfaAB(Ms), fadR, pldA(Ec), and 

lipC(Bs) genes. 

FIBFA-7 MG1655∆fadE∆cfa∆fabR∆aas/

pE8a-BfaAB(Ms)-fadR, pB8k-

PldA(Ec) 

FBCFA producing strain with fadE, cfa, fabR, and aas gene 

deletions and harboring bfaAB(Ms), fadR, and pldA(Ec) 

genes. Aas gene encodes bifunctional acyl-[acyl carrier 

protein] synthetase/2-acylglycerophosphoethanolamine 

acyltransferase, which is responsible for the regeneration of 

phosphatidylethanolamine from free FAs.  

FIBFA-8 MG1655∆fadE∆cfa∆fabR∆aas

∆fadD/pE8a-BfaAB(Ms)-fadR, 

pB8k-PldA(Ec) 

FBCFA producing strain with fadE, cfa, fabR, aas, and fadD 

gene deletions and harboring bfaAB(Ms), fadR, and pldA(Ec) 
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genes. FadD gene encodes fatty acyl-coA synthetase, which 

activates free FAs to acyl-coA. 

  



168 
 

Table 3. 3S Plasmids used in the study 

Plasmids  
Descriptions (Antibiotic, replicate origin, promoter, expressing genes, (regulator)) 

pE8a-fadR FadR expressing plasmid (AmpR, ColE1, PBAD, fadR, (AraC)) 

pB6c-fabB FabB expressing plasmid (CmR, pBBR1, PLlacO-1, fabB, (LacI)) 

pB6c-fabAB FabA and FabB expressing plasmid (CmR, pBBR1, PLlacO-1, fabA and fabB, (LacI)) 

pE8a-cfa(Ec) CFA producing plasmid (AmpR, ColE1, PBAD, cfa from E. coli, (AraC)) 

pE8a-cfa(Ec)-fadR CFA producing plasmid (AmpR, ColE1, PBAD, cfa from E. coli and fadR, (AraC)) 

pE8a-cfa(Cb)-fadR CFA producing plasmid (AmpR, ColE1, PBAD, cfa from Clostridium butyricum and 

fadR, (AraC)) 

pE8a-cfa(Ec)-cfa(Cb)-fadR CFA producing plasmid (AmpR, ColE1, PBAD, cfa from E. coli and Clostridium 

butyricum and fadR, (AraC)) 

pE8a-BfaAB(Ro) BCFA producing plasmid (AmpR, ColE1, PBAD, BfaA and BfaB from Rhodococcus. 

opacus, (AraC)) 

pE8a-BfaAB(Ro)-fadR 
BCFA producing plasmid (AmpR, ColE1, PBAD, BfaA and BfaB from Rhodococcus. 

opacus and fadR, (AraC)) 

pE8a-BfaAB(Tc)-fadR BCFA producing plasmid (AmpR, ColE1, PBAD, BfaA and BfaB from 

Thermomonospora curvata and fadR, (AraC)) 

pE8a-BfaAB(Ms)-fadR BCFA producing plasmid (AmpR, ColE1, PBAD, BfaA and BfaB from 

Mycolicibacterium smegmatis and fadR, (AraC)) 

pE8a-Des5(Bs) ∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 from Bacillus subtilis, 

(AraC)) 

pE8a-Des5(Bs)-fadR ∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 from Bacillus subtilis and 

fadR, (AraC)) 

pE8a-Des5(Bs)-Fd(Ec)-fadR ∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 from Bacillus subtilis, 

ferredoxin gene from E. coli and fadR, (AraC)) 

pE8a-Des5(Bs)-Fd(Bs)-fadR ∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 and ferredoxin gene from 

Bacillus subtilis and fadR, (AraC)) 

pE8a-Des5(Bs)-Fd(An)-fadR ∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 from Bacillus subtilis, 

ferredoxin gene from Anabaena sp. 7120 and fadR, (AraC)) 

pCas9 dCas9 expressing plasmid (KanR, pSC101, constitutive promoter , Cas9, None) 

pTargetF-cfa sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA and 

homologous sequence of cfa gene, None) 

pTargetF-fabR sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA and 

homologous sequence of fabR gene, None) 
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pTargetF-aas sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA and 

homologous sequence of aas gene, None) 

pTargetF-fadD sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA and 

homologous sequence of fadD gene, None) 

pdCas9 dCas9 expressing plasmid (CmR, p15A, PtetR/tetA, dCas9, (TetR)) 

pTargetF-FabA-P1 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

promoter region of fabA gene, None) 

pTargetF-FabA-NT1 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

upstream of fabA gene coding region, None) 

pTargetF-FabA-NT2 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

midstream of fabA gene coding region, None) 

pTargetF-FabA-NT3 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

downstream of fabA gene coding region, None) 

pTargetF-FabB-P1 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

promoter region of fabB gene, None) 

pTargetF-FabB-NT1 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

upstream of fabB gene coding region, None) 

pTargetF-FabB-NT2 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

middle of fabB gene coding region, None) 

pTargetF-FabB-NT3 sgRNA expressing plasmid (StrepR, ColE1, J23119(SpeI) promoter, sgRNA in the 

downstream of fabB gene coding region, None) 

pE8a-Des5(Bs)-pTarget 

FabB-NT2 

∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 from Bacillus subtilis, 

(AraC)) and sgRNA expressing plasmid (AmpR, ColE1, J23119(SpeI) promoter, 

sgRNA in the middle of fabB gene coding region, None) 

pE8a-Des5(Bs)-Fd (Ec)-

pTarget FabB-NT2 

∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 from B. subtilis and 

ferredoxin gene from E. coli, (AraC)) and sgRNA expressing plasmid (AmpR, 

ColE1, J23119(SpeI) promoter, sgRNA in the middle of fabB gene coding region, 

None) 

pE8a-Des5(Bs)-Fd(Bs)-

pTarget FabB-NT2 

∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 and ferredoxin gene from 

B. subtilis, (AraC)) and sgRNA expressing plasmid (AmpR, ColE1, J23119(SpeI) 

promoter, sgRNA in the middle of fabB gene coding region, None) 

pE8a-Des5(Bs)-Fd(An)-

pTarget FabB-NT2 

∆5-MUFA producing plasmid (AmpR, ColE1, PBAD, Des5 from B. subtilis and 

ferredoxin gene from Anabaena sp. 7120, (AraC)) and sgRNA expressing plasmid 

(AmpR, ColE1, J23119(SpeI) promoter, sgRNA in the middle of fabB gene coding 

region, None) 

pB8k-PldA(Ec) FBCFA producing plasmid (KanR, pBBR1, PBAD, pldA from E. coli, (AraC)) 

pB8k-PldB(Ec) FBCFA producing plasmid (KanR, pBBR1, PBAD, pldB from E. coli, (AraC)) 
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pB8k-PldB(Bs) FBCFA producing plasmid (KanR, pBBR1, PBAD, pldB from B. subtilis, (AraC)) 

pB8k-PldA(Ec)-PldB(Ec) FBCFA producing plasmid (KanR, pBBR1, PBAD, pldA and pldB from E. coli, 

(AraC)) 

pB8k-PldA(Ec)-PldB(Bs) FBCFA producing plasmid (KanR, pBBR1, PBAD, pldA from E. coli and pldB from 

B. subtilis, (AraC)) 
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Table 3. 4S Primer sequences used in plasmid construction 

Primer 

name 

Primer sequence Cloning fragment Plasmid 

prWB01 Ggtctcaacatatgcgtgaaggtggccg BfaA(Ro) pE8a-BfaAB(Ro) 

prWB02 Ggtctcattaacgacgctgtactgctttgc BfaA(Ro) pE8a-BfaAB(Ro) 

prWB03 Ggtctccttaaaggaggaataaaccatgacaa BfaB(Ro) pE8a-BfaAB(Ro) 

prWB04 Ggtctccatccttatttccaccac BfaB(Ro) pE8a-BfaAB(Ro) 

prWB05 Ggtctcaatgtatatctccttcttaaaag pE8a backbone pE8a-BfaAB(Ro) 

prWB06 Ggtctccggatccaaaggatccaaactc pE8a backbone pE8a-BfaAB(Ro) 

prWB07 Ggtctcaaggacttcgatagccaacag fadR pE8a-BfaAB(Ro)-

fadR 

prWB08 Ggtctccgctaaggattttttttatctttatcgcccctgaatggc fadR pE8a-BfaAB(Ro)-

fadR 

prWB09 Ggtctcatagtgaaaaattgcagttaaaaccgttttagagctaga

aatagc 

sgRNA pTargetF-cfa 

prWB10 Ggtctccattcaaaaaaagcaccgactcggtgcc sgRNA pTargetF-cfa 

prWB11 Ggtctcagaattctatcgatatacttatacttagg Cfa upstream fragment pTargetF-cfa 

prWB12 Ggtctcacagtcggtcacattcccacc Cfa upstream fragment pTargetF-cfa 

prWB13 Ggtctcaactggaaaacggccttcgagtggc Cfa downstream fragment pTargetF-cfa 

prWB14 Ggtctcaaagcttcgtgcggcgaaattcagtg Cfa downstream fragment pTargetF-cfa 

prWB15 Ggtctccgcttagatctattaccctgttatccc Plasmid backbone pTargetF-cfa 

prWB16 Ggtctcaactagtattatacctaggac Plasmid backbone pTargetF-cfa 

prWB17 Ggtctcatagttgaagcgcaagccgaagcaagttttagagcta

gaaatagc 

sgRNA pTargetF-fabR 

prWB18 Ggtctccattcaaaaaaagcaccgactcggtgcc sgRNA pTargetF-fabR 

prWB19 Ggtctcagaattcgccaacattttgataacgc FabR upstream fragment pTargetF-fabR 

prWB20 Ggtctcacacgatgtctgaatccttgcc FabR upstream fragment pTargetF-fabR 

prWB21 Ggtctcacgtgatgaaacaagcaaatcaag FabR downstream fragment pTargetF-fabR 

prWB22 Ggtctcaaagcttcgaacgtctggctctg FabR downstream fragment pTargetF-fabR 

prWB23 Ggtctcatagtaactacactgccggggtaaagttttagagctag

aaatagc 

sgRNA pTargetF-aas 

prWB24 Ggtctccattcaaaaaaagcaccgactcggtgcc sgRNA pTargetF-aas 

prWB25 Ggtctcagaattcgttacgggtgacacccaggcac aas upstream fragment pTargetF-aas 

prWB26 Ggtctcagtgcgtaagttccgcccc aas upstream fragment pTargetF-aas 

prWB27 Ggtctcagcacaacggctatctgcgggtgg aas downstream fragment pTargetF-aas 

prWB28 Ggtctcaaagctttcactcatcgtgttgttccg aas downstream fragment pTargetF-aas 
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prWB29 Ggtctcctagtgctgactcaccgcaatatgcgttttagagctaga

aatagcaag 

sgRNA pTargetF-fadD 

prWB30 Ggtctccattcaaaaaaagcaccgactcggtgcc sgRNA pTargetF-fadD 

prWB31 Ggtctcagaattcttgaagaaggtttggcttaaccg fadD upstream fragment pTargetF-fadD 

prWB32 Ggtctcaccgtgccttttgccgtagatag fadD upstream fragment pTargetF-fadD 

prWB33 Ggtctcaacggccaccaggtcaaccgggtg fadD downstream fragment pTargetF-fadD 

prWB34 Ggtctcaaagctttcaggctttattgtccac fadD downstream fragment pTargetF-fadD 

prWB35 Ggtctcaatgtatatctccttcttaaaag pB6c backbone pB6c-fabB 

prWB36 Ggtctccggatccaaactcgagtaagg pB6c backbone pB6c-fabB 

prWB37 Ggtctcaacatatgaaacgtgcagtgattactg fabB pB6c-fabB 

prWB38 Ggtctcaatccttaatctttcagcttgcgc fabB pB6c-fabB 

prWB39 Ggtctcactgaaggagaaattaactatgaaacgtgcagtgatta

c 

fabB pB6c-fabAB 

prWB40 Ggtctcaatccttaatctttcagcttgcgc fabB pB6c-fabAB 

prWB41 Ggtctccatatgagttcatcgtgtatagaagaag cfa(Ec) fragment pE8a-cfa(Ec) 

prWB42 Ggtctcggatccttagcgagccactcgaagg cfa(Ec) fragment pE8a-cfa(Ec) 

prWB43 Ggtctccatatgtatatctccttcttaaaagatcttttgaattc pE8a-fadR backbone pE8a-cfa(Cb)-fadR 

prWB44 Ggtctcggatccaaactcgagtaaggatctccag pE8a-fadR backbone pE8a-cfa(Cb)-fadR 

prWB45 Ggtctcggagaaattaactatgttgggtga cfa(Cb) fragment pE8a-cfa(Ec)-

cfa(Cb)-fadR 

prWB46 Ggtctcggatccttaaagtttatacatatattcacgcg cfa(Cb) fragment pE8a-cfa(Ec)-

cfa(Cb)-fadR 

prWB47 Ggtctccatatgactgaacaaaccattgcac Des5(Bs) fragment pE8a-Des5(Bs) 

prWB48 Ggtctcggatcctcaggcattcttccgcagc Des5(Bs) fragment pE8a-Des5(Bs) 

prWB49 Ggtctcggagaaattaactatgccaaagattgttattttgcc Fd(Ec) fragment pE8a-Des5(Bs)-

Fd(Ec)-fadR 

prWB50 Ggtctcggatccttaatgctcacgcgcatgg Fd(Ec) fragment pE8a-Des5(Bs)-

Fd(Ec)-fadR 

prWB51 Ggtctcggagaaattaactatggcaaagtacacaatcgtag Fd(Bs) fragment pE8a-Des5(Bs)-

Fd(Bs)-fadR 

prWB52 Ggtctcggatccctattcaaatttaagcgggtcg Fd(Bs) fragment pE8a-Des5(Bs)-

Fd(Bs)-fadR 

 

Table 3. 5S Phenotypic microarray log 2 fold difference of metabolic activity between FA 

mutants and WT measured at 590nm  

590 log2 Ratio (16h) WT UFA-B5 CFA-B4 
DUFA-
B5 

IBFA-
B6 
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Negative Control A1 0 
-

1.19214 
0.45716

3 
-

1.25239 
0.06784

3 

Dextrin A2 0 
-

0.59522 1.00073 
-

1.31719 
-

0.03772 

D-Maltose A3 0 
-

2.37812 
-

0.09796 -2.6287 
-

0.26094 

D-Trehalose A4 0 -1.5748 
0.03598

8 
-

2.60441 
-

0.16874 

D-cellobiose A5 0 
-

1.04324 0.56612 
-

0.72571 
0.03349

7 

Gentiobiose A6 0 
-

0.93314 
0.77142

3 
-

1.21709 
0.05517

7 

Sucrose A7 0 
-

1.10011 
0.48485

7 -1.2533 
-

0.02921 

D-Turanose A8 0 
-

1.05808 
0.64250

4 
-

1.26695 
-

0.07766 

Stachyose A9 0 
-

1.14762 
0.40487

3 
-

1.32193 
-

0.14543 

Positive Control 
A1
0 0 -0.1324 

0.07557
4 

-
1.34007 

0.07206
3 

pH 6 
A1
1 0 

-
0.21478 

0.20287
6 

-
1.44096 

-
0.20933 

pH 5 
A1
2 0 

0.36218
3 

0.40266
4 

-
0.05583 

-
0.71131 

D-Raffinose B1 0 -0.9423 
0.69079

5 -1.2338 
-

0.05795 

alpha-D-Lactose B2 0 
-

0.73366 
-

0.03418 
-

2.38074 
-

0.06005 

D-Melibiose B3 0 
-

2.12083 
0.30441

5 
-

2.54579 
-

0.33482 

Beta-methyl-D-Glucoside B4 0 
-

1.41041 
0.59062

1 
-

1.57802 
0.02224

9 

D-Salicin B5 0 -1.0608 
0.69324

7 
-

1.24372 
-

0.01196 

N-Acetyl-D-Glycosamine B6 0 
-

1.14004 
-

0.03447 
-

0.20247 
0.00118

8 

N-acetyl-Beta-D-Mannosamine B7 0 
-

0.90103 1.11797 
-

1.35867 
0.08132

4 

N-Acetyl-D-Galactosamine B8 0 
-

1.23005 0.67727 
-

1.31188 
-

0.11243 

N-Acetyl Neuraminic Acid B9 0 
-

1.80054 
0.02790

8 
-

2.42776 
-

0.24969 

1% NaCl 
B1
0 0 

0.30559
1 0.62102 

-
0.90132 

0.25301
9 

4% NaCl 
B1
1 0 -1.8678 

0.23682
9 -1.1724 

-
0.60908 
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8% NaCl 
B1
2 0 

-
1.25528 0.58129 -1.2241 

-
1.27645 

alpha-D-Glucose C1 0 
0.23121

2 
-

0.20906 -0.0758 
0.05693

9 

D-Mannose C2 0 
-

1.31385 
0.01679

8 
-

0.89496 
-

0.16764 

D-Fructose C3 0 
-

1.42253 
0.35357

2 
-

2.08625 
0.02482

7 

D-Galactose C4 0 
-

1.85635 
0.27826

5 
-

2.66744 
-

0.12163 

3-Methyl Glucose C5 0 
-

0.70147 
1.21307

4 
-

1.01905 
-

0.03752 

D-Fucose C6 0 
0.26540

7 
0.86217

3 
-

0.05814 
-

0.08673 

L-Fucose C7 0 
-

1.66631 
0.54790

6 
-

2.52564 
-

0.24304 

L-Rhamnose C8 0 
-

1.63717 
0.70262

5 -2.3011 
-

0.10889 

Inosine C9 0 
-

1.90872 
0.05487

6 
-

1.97409 
-

0.49482 

1% Sodium Lactate 
C1
0 0 

0.23196
5 

1.01103
4 

-
0.63729 

-
0.00052 

Fusidic Acid 
C1
1 0 

-
0.13514 

-
0.15184 

-
0.28816 -1.897 

D-Serine 
C1
2 0 

-
0.06544 

-
0.03071 

-
0.34328 

-
0.36166 

D-Sorbitol D1 0 
-

2.21256 
-

0.06304 
-

2.62906 
-

0.13483 

D-Mannitol D2 0 
-

0.57672 -0.1451 
-

0.32313 
-

0.06369 

D-Arabitol D3 0 
-

1.20617 
0.45811

3 
-

1.15483 0.01353 

myo-Inositol D4 0 
-

1.13868 
0.86884

9 -1.1194 
-

0.02171 

Glycerol D5 0 
-

1.54389 
0.56927

9 -2 
-

0.05763 

D-Glucose-6-PO4 D6 0 
0.17248

8 0.3418 
0.00620

3 
-

0.14629 

D-Fructose-6-PO4 D7 0 
-

0.52413 
0.45534

7 
-

1.53478 
-

0.47285 

D-Aspartic Acid D8 0 
-

1.32059 
0.79557

4 
-

1.32729 
-

0.12099 

D-Serine D9 0 -2.0453 0.16854 
-

2.55043 
-

0.13377 

Troleandomycin 
D1
0 0 

0.05632
2 

0.39310
8 

-
1.48411 

-
0.53481 
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Rifamycin SV 
D1
1 0 

0.16612
9 

0.29148
1 

-
1.07194 

0.21145
3 

Minocycline 
D1
2 0 

0.06725
3 

0.29630
6 -0.1279 

-
0.21046 

Gelatin E1 0 
-

1.07626 
0.98639

2 -1.2033 
0.00697

4 

Glycyl-L-Proline E2 0 
-

2.69646 
0.05825

6 
-

2.63888 
-

0.26115 

L-Alanine E3 0 
-

2.10835 
0.09006

8 
-

2.31101 
-

0.16279 

L-Arginine E4 0 
-

0.97863 
1.27503

2 
-

1.12525 
0.14150

6 

L-Aspartic Acid E5 0 
-

1.81034 
0.71522

2 
-

1.75094 
-

0.17336 

L-Glutamic Acid E6 0 
-

1.19564 
1.13667

6 
-

1.22513 
-

0.04907 

L-Histidine E7 0 
-

0.95723 
0.88607

8 
-

1.27867 
-

0.00506 

L-Pyroglutamic Acid E8 0 
-

1.18417 
1.11132

9 
-

1.18847 
0.04922

4 

L-Serine E9 0 
-

1.87748 
0.31625

3 
-

2.42048 
-

0.13061 

Lincomycin E10 0 
0.28961

3 
0.66209

3 
-

0.45181 
0.41176

8 

Guanidine HCl E11 0 0.45598 
0.75255

9 
-

0.94013 
0.02552

5 

Niaproof 4 E12 0 
-

0.55923 
-

0.26364 -0.6373 -0.5995 

Pectin F1 0 
-

0.83855 
0.61163

2 
-

0.98148 
-

0.05863 

D-Galacturonic Acid F2 0 
-

2.15265 
0.11070

7 
-

2.55777 
-

0.36115 

L-Galactonic Acid Lactone F3 0 
-

2.29328 
0.24807

6 
-

2.55216 
-

0.33941 

D-Gluconinc Acid F4 0 
-

0.97796 
0.09279

3 
-

2.14712 
-

0.11049 

D-Glycyronic Acid F5 0 
-

1.79977 
0.10109

3 
-

2.49361 
-

0.35287 

Glucuronamide F6 0 
-

0.55211 
1.15966

1 
-

1.13024 -0.2592 

Mucic Acid F7 0 
-

2.60742 
0.29777

5 
-

2.67029 -0.3142 

Quinic Acid F8 0 
-

1.20335 
1.14908

2 
-

1.33356 
0.02720

5 

D-Saccharic Acid F9 0 
-

2.00501 
0.71551

1 
-

2.26363 
-

0.41604 
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Vancomycin F10 0 
-

0.11069 
0.16008

4 
-

0.72496 
-

1.68494 

Tetrazolium Violet F11 0 
-

0.12891 
0.48937

5 
-

0.98219 
0.05224

2 

Tetrazolium Blue F12 0 
-

0.03166 
0.71452

7 
-

1.01346 
-

0.05918 

p-Hydroxy-Phenylacetic Acid G1 0 
-

1.28023 
0.26753

4 
-

1.36307 
-

0.14775 

Methyl Pyruvate G2 0 
-

1.21398 
0.01710

3 
-

1.73074 
-

0.33196 

D-Lactic Acid Methyl Ester G3 0 
-

0.62167 
1.06812

3 
-

1.49434 
0.18893

8 

L-Lactic Acid G4 0 -1.6066 
0.17533

8 
-

2.58887 
-

0.30422 

Citric Acid G5 0 
-

1.55909 
0.98409

4 
-

1.54749 
-

0.14639 

alpha-Keto-Glutaric Acid G6 0 
-

1.96264 
0.47793

3 
-

1.99555 
-

0.08011 

D-Malic Acid G7 0 
-

2.00821 
0.52968

8 
-

2.18536 
-

0.21415 

L-Malic Acid G8 0 
-

2.19556 
0.04258

6 -2.1223 
-

0.29026 

Bromo-Succinic Acid G9 0 
-

1.62643 
0.44830

5 -1.6978 
-

0.14599 

Nalidixic Acid 
G1
0 0 

0.15022
8 

-
0.01096 

-
0.25949 

-
0.36101 

Lithium Chloride 
G1
1 0 

-
3.49027 

-
0.35142 

-
0.76046 

-
3.25366 

Potassium Tellurite 
G1
2 0 

-
0.24516 

-
0.21059 

-
0.36968 

-
0.35588 

Tween 40 H1 0 
-

1.08779 
0.69666

3 
-

1.30653 -0.1099 

gamma-Amino-Butyric Acid H2 0 
-

1.21775 
0.77457

1 
-

1.36956 
-

0.08862 

alpha-Hydroxy-Butyric Acid H3 0 
-

0.60899 
0.06814

1 
-

2.00394 
-

0.12947 

beta-Hydroxy-D,L-Butyric Acid H4 0 
-

1.13932 
0.81280

2 
-

1.21755 0.03327 

alpha-Keto-Butryic Acid H5 0 
-

1.52777 
0.63355

2 
-

1.65384 
-

0.19834 

Acetoacetic Acid H6 0 -1.0846 
0.82962

1 
-

1.27708 
0.08729

8 

Propionic Acid H7 0 
-

1.21923 0.5145 
-

1.38129 
0.07206

1 

Acetic Acid H8 0 
-

2.12981 
0.21711

7 
-

2.21971 
-

0.13353 
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Formic Acid H9 0 
-

0.69437 
0.41561

6 
-

0.87795 
0.11137

4 

Aztreonam 
H1
0 0 

-
0.55936 

0.70260
6 

-
1.07294 

-
1.22306 

Sodium Butyrate 
H1
1 0 

-
1.30566 -0.4613 

-
1.24049 

-
1.32423 

Sodium Bromate 
H1
2 0 

-
1.04674 

-
0.94965 

0.02410
5 

-
0.37785 

 

Table 3. 6S Phenotypic microarray log 2 fold difference of bacterial growth between FA 

mutants and WT measured at 750nm 

750 log2 ratio (16h) WT UFA-B5 CFA-B4 
DUFA-
B5 

IBFA-
B6 

Negative Control A1 0 
-

1.18994 
0.13685

6 
-

1.11864 
0.08857

9 

Dextrin A2 0 
-

0.59708 
-

0.02434 -1.1375 
-

0.04043 

D-Maltose A3 0 
-

2.13002 
-

0.47817 
-

2.31316 
-

0.38793 

D-Trehalose A4 0 
-

1.32375 
-

0.25047 
-

2.17114 
-

0.28998 

D-cellobiose A5 0 -1 
0.18527

9 
-

0.33535 
0.05761

1 

Gentiobiose A6 0 
-

1.02186 
0.15782

2 
-

1.03014 
0.06106

2 

Sucrose A7 0 
-

1.01911 0.17113 -1.1275 
0.00270

9 

D-Turanose A8 0 
-

1.09466 
0.13182

9 
-

1.13433 
-

0.08297 

Stachyose A9 0 -1.0789 
0.09512

9 -1.1821 
-

0.13696 

Positive Control 
A1
0 0 

-
0.75924 

-
0.46179 

-
1.44996 

-
0.38974 

pH 6 
A1
1 0 

-
1.06931 

-
0.49192 

-
1.48823 -0.5454 

pH 5 
A1
2 0 

-
0.44224 

0.14086
2 -0.0424 

-
0.65659 

D-Raffinose B1 0 
-

0.90388 
0.26398

1 
-

1.09994 
-

0.04617 

alpha-D-Lactose B2 0 
-

0.82201 
-

0.23739 
-

2.12417 
-

0.26975 

D-Melibiose B3 0 
-

1.84212 
-

0.07754 
-

1.94301 
-

0.40226 
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Beta-methyl-D-Glucoside B4 0 
-

1.26689 
-

0.03789 
-

1.33388 
0.00903

8 

D-Salicin B5 0 
-

0.99594 
0.14426

1 
-

1.09374 
0.01214

1 

N-Acetyl-D-Glycosamine B6 0 
-

1.16077 
-

0.44033 
-

0.20972 -0.3323 

N-acetyl-Beta-D-Mannosamine B7 0 
-

0.91884 
0.23393

6 
-

1.23025 
0.08448

6 

N-Acetyl-D-Galactosamine B8 0 
-

1.14577 
0.06949

7 
-

1.17932 -0.0902 

N-Acetyl Neuraminic Acid B9 0 
-

1.73654 
-

0.17242 -2.1473 
-

0.30183 

1% NaCl 
B1
0 0 -0.6891 

-
0.06885 

-
0.80851 

0.17898
9 

4% NaCl 
B1
1 0 

-
1.98934 

-
0.15438 -1.0606 

-
0.34139 

8% NaCl 
B1
2 0 

-
1.52229 

0.22239
2 

-
1.22023 

-
1.22456 

alpha-D-Glucose C1 0 
-

0.29913 
-

0.39488 
-

0.18649 
-

0.30459 

D-Mannose C2 0 
-

1.27954 
-

0.55666 
-

0.98929 
-

0.44381 

D-Fructose C3 0 
-

1.29869 
3.24E-

09 
-

1.73602 
-

0.13382 

D-Galactose C4 0 
-

1.84514 
-

0.21042 
-

2.22633 
-

0.28117 

3-Methyl Glucose C5 0 -0.6319 
0.10656

8 
-

0.82294 
-

0.02081 

D-Fucose C6 0 
-

0.04295 
-

0.08518 
0.06763

9 
-

0.04494 

L-Fucose C7 0 
-

1.54448 
0.33882

4 
-

1.63351 
-

0.11938 

L-Rhamnose C8 0 
-

1.60363 
0.15792

5 
-

1.66994 
-

0.08497 

Inosine C9 0 -1.5444 
0.03865

4 -1.553 -0.2403 

1% Sodium Lactate 
C1
0 0 

-
1.14367 

0.36638
9 

-
0.71601 

-
0.38417 

Fusidic Acid 
C1
1 0 

-
0.72918 

-
0.49404 

-
0.41704 

-
1.38296 

D-Serine 
C1
2 0 

0.04614
9 

0.01372
7 

-
0.09403 

-
0.06777 

D-Sorbitol D1 0 -2.2167 
-

0.37796 
-

2.22844 -0.4353 

D-Mannitol D2 0 
-

0.99793 
-

0.34463 
-

0.37185 
-

0.33742 
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D-Arabitol D3 0 
-

1.13409 
-

0.03956 
-

1.00122 
0.00608

5 

myo-Inositol D4 0 
-

1.09839 
0.12809

6 
-

0.99599 
-

0.02978 

Glycerol D5 0 
-

1.06551 0.14056 
-

1.41323 0.00217 

D-Glucose-6-PO4 D6 0 
-

0.44947 -0.1388 
-

0.22455 
-

0.46132 

D-Fructose-6-PO4 D7 0 
-

0.77769 
-

0.23812 -1.3124 -0.4808 

D-Aspartic Acid D8 0 
-

1.24412 
0.08415

6 -1.2042 -0.1103 

D-Serine D9 0 
-

2.01226 
-

0.22827 
-

2.03857 
-

0.31316 

Troleandomycin 
D1
0 0 

-
0.17602 

-
0.01403 

-
1.03371 

-
0.08533 

Rifamycin SV 
D1
1 0 

-
0.50485 

-
0.20148 

-
1.19524 

-
0.26219 

Minocycline 
D1
2 0 -0.1166 

0.31474
2 

-
0.15599 

-
0.22239 

Gelatin E1 0 
-

1.16467 0.16145 
-

1.04879 
0.02551

4 

Glycyl-L-Proline E2 0 
-

1.50848 
-

0.05162 
-

1.39954 
-

0.00398 

L-Alanine E3 0 -1.1534 
0.08050

9 
-

1.20163 
0.17354

5 

L-Arginine E4 0 
-

0.97481 
0.23043

6 
-

0.96376 
0.14620

4 

L-Aspartic Acid E5 0 
-

1.16525 
0.31917

7 
-

0.99875 
0.04549

1 

L-Glutamic Acid E6 0 
-

1.12229 0.11273 
-

1.02831 
-

0.07992 

L-Histidine E7 0 -0.8446 
0.14143

8 
-

0.96332 
0.08125

8 

L-Pyroglutamic Acid E8 0 
-

1.13929 
0.12818

8 
-

1.06262 
0.02781

8 

L-Serine E9 0 -1.5841 
-

0.18982 
-

1.73325 -0.1228 

Lincomycin E10 0 -0.1367 
0.39558

5 
-

0.26497 
0.10503

5 

Guanidine HCl E11 0 
-

0.19512 0.14589 
-

0.76503 
0.00456

8 

Niaproof 4 E12 0 
-

1.01778 
-

0.58725 -0.848 
-

0.44356 

Pectin F1 0 
-

0.80972 0.03726 
-

0.86021 
-

0.04797 
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D-Galacturonic Acid F2 0 
-

2.27311 
-

0.29678 
-

2.29944 
-

0.40911 

L-Galactonic Acid Lactone F3 0 -2.1641 
-

0.20167 
-

2.07937 
-

0.28619 

D-Gluconinc Acid F4 0 -1.1013 
-

0.55435 
-

1.87801 
-

0.32443 

D-Glycyronic Acid F5 0 
-

2.06619 
-

0.22775 
-

2.30762 
-

0.43191 

Glucuronamide F6 0 
-

1.20645 
0.08519

8 -1.226 
-

0.13079 

Mucic Acid F7 0 
-

2.12151 
-

0.26017 
-

2.09465 -0.3072 

Quinic Acid F8 0 -1.1335 
0.25474

6 
-

1.15174 0.04761 

D-Saccharic Acid F9 0 
-

1.53757 
0.31681

7 
-

1.61359 
-

0.25794 

Vancomycin F10 0 
-

0.28804 
0.11010

7 
-

1.29702 
-

1.26847 

Tetrazolium Violet F11 0 
0.23778

1 
0.72376

1 
-

0.71944 
0.13536

7 

Tetrazolium Blue F12 0 
0.00763

3 
0.77265

2 
-

0.92609 
-

0.09563 

p-Hydroxy-Phenylacetic Acid G1 0 
-

1.30121 
0.10231

5 
-

1.27368 
-

0.14837 

Methyl Pyruvate G2 0 
-

1.24151 -0.2195 
-

1.61445 
-

0.29849 

D-Lactic Acid Methyl Ester G3 0 -1.0725 
0.26344

8 
-

1.09088 0.09016 

L-Lactic Acid G4 0 
-

1.68137 
-

0.37536 
-

1.76512 
-

0.27488 

Citric Acid G5 0 
-

1.38165 -0.0532 -1.3681 
-

0.13918 

alpha-Keto-Glutaric Acid G6 0 
-

1.29505 
0.06494

8 -1.2391 0.14323 

D-Malic Acid G7 0 
-

1.07115 
0.38924

9 
-

1.11149 
0.09759

9 

L-Malic Acid G8 0 
-

1.52772 
-

0.10719 -1.2188 
-

0.01173 

Bromo-Succinic Acid G9 0 -1.2554 
0.25419

2 
-

1.26619 
0.00561

6 

Nalidixic Acid 
G1
0 0 

-
0.26182 -0.2497 

-
0.25696 

-
0.37831 

Lithium Chloride 
G1
1 0 

-
2.24712 

-
0.76499 

-
1.67764 

-
2.09383 

Potassium Tellurite 
G1
2 0 

-
0.31662 

-
0.25994 -0.3706 

-
0.37561 
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Tween 40 H1 0 
-

0.98852 
0.14877

3 -1.1352 
-

0.10887 

gamma-Amino-Butyric Acid H2 0 
-

1.12857 
0.09089

3 
-

1.22761 
-

0.10932 

alpha-Hydroxy-Butyric Acid H3 0 
-

0.95398 
-

0.15431 
-

1.48543 
-

0.23865 

beta-Hydroxy-D,L-Butyric Acid H4 0 
-

1.05037 0.17381 
-

1.09867 
0.05565

5 

alpha-Keto-Butryic Acid H5 0 
-

0.78695 
0.55054

3 
-

0.89876 
0.12741

9 

Acetoacetic Acid H6 0 
-

0.80474 
0.04122

3 
-

0.71965 
-

0.18015 

Propionic Acid H7 0 
-

0.80985 
0.34149

6 
-

0.89772 
0.18905

6 

Acetic Acid H8 0 
-

1.05153 
0.20053

3 
-

1.08287 
0.27468

4 

Formic Acid H9 0 
-

0.67897 
0.24181

8 -0.7761 
0.14173

7 

Aztreonam 
H1
0 0 

-
0.09282 

-
0.07192 

-
0.15737 

-
0.15249 

Sodium Butyrate 
H1
1 0 

-
1.39793 

-
0.56814 

-
1.12453 

-
1.28847 

Sodium Bromate 
H1
2 0 

-
1.46256 

-
1.25908 

-
0.18793 

-
0.67236 

 

Table 3. 7S Comparison of unsaturated fatty acid and IBFA production strategies across 

multiple works. ND: Not Determined. E: Heterologous expression, O: Overexpress; KO: 

Knockout, CRISPRi: CRISPR interference/knockdown 

Target: ω7-unsaturated fatty acids 

Strain Name Genetic 
Modifications 

E coli strain 

Background 

ω7-UFA 

Titer 

(mg L-1) 

 

ω7-UFA 

% 

Source 

fabAB+TE O: fabA, fabB, 

AtFatA 
BL21(DE3) 23.6 47.9 Cao, 2010(33) 

FRT-ΔfadE O: fadR, tesA 

KO: fadE 

DH1 2236 43 Zhang, 2012(40) 

UFA1 O: fabB BW27783 2T ND ~70 Budin, 2018(85) 
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fabB93 O: fabB MG1655 ND 12 Santoscoy, 2021(74) 

ω7-UFA-3 O: fabB, fadR 

KO:fadE, cfa 

MG1655 131.8 75.8 This work 

ω7-UFA-5 O: fadR 

KO:fadE, fabR, 

cfa 

MG1655 197.8 69.5 This work 

Target: cyclopropane fatty acidsa 

Strain Name Genetic 
Modifications 

E coli strain 

Background 

CFA Titer 

(mg L-1) 

 

CFA 

% 

Source 

MG1655 
(WT) 

None MG1655 ND 38.6 Yao Chen, 2016(86) 

MG1655 
(WT)  

None MG1655 21.0 12.4 This Work 

CFA-4 O: fadR, cfaEc 

E: cfa (C. 
butyricum) 

KO:fadE, fabR 

MG1655 84.7 55.3 This Work 

Target: Δ5-monounaturated fatty acids 

Strain Name Genetic 
Modifications 

E coli strain 

Background 

Δ5-MUFA Titer 

(mg L-1) 

 

Δ5-MUFA 

% 

Source 

pET22b-
desA 

E: des (B. 
subtilis) 

BL21(DE3) N.D. 21.9 Bonamore, 2006(47) 

pBR-fabA-
des 

O: fabA 

E: des (B. 

subtilis) 

W3110 N.D. 7.7 Luo, 2009(87) 

des93 E: des (B. 

subtillus) 
MG1655 N.D. 20.3b Santoscoy, 2021(74) 

∆5-UFA-3 O: fadR MG1655 75.5 59.8 This Work 
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KO: fadE, cfa 

E: des (B. 
subtilis), FdEc 

CRISPRi: fabB 

Target: Double unsaturated fatty acids 

Strain Name Genetic 
Modifications 

E coli strain 

Background 

DUFA Titer 

(mg L-1) 

 

DUFA 

% 

Source 

pET22b-
desA 

E: des (B. 
subtilis) 

BL21(DE3) N.D. 12.9 Bonamore, 2006(47) 

DUFA-5 O: fadR 

KO: fadE, cfa, 

fabR 

E: des (B. 

subtilis) 

MG1655 158.4 46.5 This Work 

Target: Internally branched FAs 

Strain Name Genetic 
Modifications 

E coli strain 

Background 

IBFA Titer FA 
(mg L-1) 

 

IBFA 

% 

 

BfaAB + 
exogenous 
18:1 Δ9 

E: BfaA BfaB 
(M. 
tuberculosis) 

Rosetta 2 ND 0.7 Machida, 2017(44) 

IBFA-5 O: fadR  

KO: fadE, cfa, 
fabR 

E: BfaAB (M. 

smegmatis) 

MG1655 91.3 39.2 This work 

a No comparable works for E. coli CFA overproduction 

b Total UFA, ∆5-MUFAs and ω7-UFAs not distinguished 

3.6.2 Figures 
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Figure 3. 10S FA titers for novel strains. 1 Titers of ω7-UFA (a), CFA (b), IBFA (c), and DUFA 

(d) in engineering E. coli strains. Error bars represent standard deviation measured from 

biological triplicates. 
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Figure 3. 11S Titer of Δ5-MUFA in engineered strains. Error bars represent standard deviation 

measured from biological triplicates. 
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Figure 3. 12S The mass spectra of the modified fatty acids. a C17:0 CFA. b. C19:0 CFA. c. 

C17:0Me10. d. C19:0Me12. e. C16:2 ∆5, 9. f. C18:2, Δ5Δ11. g. C16:1 ∆5. 
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Figure 3. 13S Culture media and conditions of the GEN III MicroPlate used for phenotypic 

profiling of engineered E. coli strains.     
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Figure 3. 14S Growth curves of each novel strain compared to WT in different environmental 

conditions. Horizontal colored lines are +/- standard deviation bars for each time point. Lines 

represent the mean of triplicates for each strain in each condition. 
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Figure 3. 15S Estimated maximal growth rate of each novel strain compared to WT in different 

environmental conditions. A sliding window was used to calculate slope for every 15-minute 

interval during the experiment, and a loess regression was fit to the first derivative, and the 

maximum value of this regression found. Lines signify 95% confidence intervals. 
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Figure 3. 16S First derivative of bacterial growth (OD600) calculated at 15-minute intervals. A 

loess regression was fit to this data, and 95% confidence intervals calculated and shaded in 

grey. 
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Figure 3. 17S Maximal cell density (OD600) of each novel strain compared to WT in different 

environmental conditions. Black dots visualize the mean with black lines signifying 95% 

confidence intervals estimated from triplicates. 
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Figure 3. 18S Biplot of a principal component analysis of transcriptomic samples from all 

strains. Red text identify transcript loading variable direction and magnitude.  



193 
 

 

Figure 3. 19S Highly variable transcripts across time when comparing DUFA to WT 

expression. Expression values from DESeq2 analysis are clustered using the minkowski metric. 
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Figure 3. 20S Fur regulated iron intake and acquisition genes are differentially expressed in 

DUFA at 4 hours. Log-fold changes for each gene compared to UFA expression. Colored 

groupings represent the type of fur regulation or conditions for expression. rhyB is not positively 

regulated by fur, but is grouped within the fur positive regulation regulon as these genes are also 

degraded via rhyB and their expression is negatively correlated with rhyB expression. Grey bars 

indicate non-significant fold changes. All genes included were experimentally validated as 

targets in Seo et al. 2014.(79) 
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Figure 3. 21S Prediction of possible secretion tags and transmembrane sequences for BfaB and 

BfaA enzymes from Rhodococcus opacus. a. Secretion tag prediction was performed using the 

SignalP 4.1 Server(88). A protein with all score values (C-, S-, and Y-scores) close to 0.1 is 

regarded as a non-secretory protein. b, Prediction of transmembrane sequences was performed 

on the TMpred server(89). Only scores above 500 are considered significant for possible 

transmembrane sequence.     
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Chapter 4: 

Autologous transcription regulator 

overexpression for increased triacylglyceride 

production in Rhodococcus opacus PD630 

 

4.1 Introduction 

4.1.1 Abstract 

Lignocellulosic biomass is currently underutilized but offers promise as a resource for 

generation of commercial end-products, such as biofuels, detergents, and other oleochemicals. 

Rhodococcus opacus PD630 is an oleaginous, gram-positive bacterium with an exceptional 

ability to degrade recalcitrant lignin breakdown products to produce triacylglycerides, an 

important biofuel precursor. Triacylglycerides are formed as carbon storage coupled to 

environmental nitrogen levels, resulting in accumulation only during times of low growth. In this 

work, we implement a top-down genetic screen to identify native transcriptional regulators 

upregulated in low nitrogen. We successfully creating three novel strains of Rhodococcus opacus 

PD630 with increased lipid production in nitrogen replete conditions, even when grown on 

phenol, an aromatic lignin breakdown product. Transcriptomic analysis reveals signatures of 

carbon source specific and universal DE for increasing lipid production, tied to repression of the 

phenylacetic acid degradation pathway. Gene deletion experiments confirm the existence of a 

complex regulatory mechanism tying multiple branches of phenylalanine metabolism to lipid 

accumulation. By generating mutants uncoupling carbon storage from nitrogen concentration, we 
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move closer towards optimizing R. opacus PD630 for efficient bioproduction on lignocellulosic 

biomass. 

4.1.2 Introduction: 

Utilization of biomass, especially lignocellulosic biomass, has enormous unmet potential 

– biofuels and commodity chemicals are commonly produced from the cellulose and 

hemicellulose fractions, but the lignin fraction is most frequently treated as a waste stream and 

burned(1). Lignin offers promise as a feedstock for microbial bioproduction of biofuels and 

platform chemicals; it is both energy-dense and has a high carbon-to-oxygen ratio (greater than 

2:1) (2, 3). Yet achieving commercially viable bioproduction is not without challenges as lignin 

is a complex, heterogeneous polymer, and the depolymerization process primarily yields 

aromatic compounds toxic to many microbes(4, 5). 

Unlike most prokaryotes, Rhodococcus species have the capacity to produce 

triacylglycerols (TAGs) as a storage compound, rather than the more common 

polyhydroxyalkanoates (PHAs)(6-8). R. opacus PD630 (hereafter R. opacus) can accumulate 

more than half of its dry cell weight (dcw) as TAGs when grown on gluconate(8), and as much 

as 44% of dcw when grown on phenol(9), a monoaromatic commonly found in lignin. TAGs and 

their derivatives comprise a substantial portion of industrial chemicals, representing an area of 

bioproduction where finely-tuned microbial cell factories could make a significant impact(10).  

Lipid production in oleaginous Rhodococcus species is largely linked to nitrogen stress: 

in nitrogen poor growth conditions, cells store carbon in the form of TAGs(11, 12). When the 

nutrient situation is reversed and carbon becomes scarce in the immediate environment, these 

storage molecules can then be readily mobilized. On a systemic level, linking lipid production to 
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nitrogen starvation necessarily decouples it from growth, with most TAG accumulation 

corresponding to stationary phase(13). This nitrogen paucity presents a challenge for 

bioproduction on recalcitrant biomass; lipid titers on aromatic substrates can be an order of 

magnitude lower than on glucose due to additive stress impairing growth(13). In Rhodococcus, 

most strategies to improve TAG production have focused on overexpressing native genes, 

including: 1. increasing fatty acid synthesis with the fasI operon, 2. boosting the final step in 

TAG biosynthesis with atf2, 3. using thioesterases to increase fatty acid-CoA production, and 4. 

increasing the NAD(P)H pools via tadD or autologous malic enzymes(11, 14-17). While these 

methods have yielded lipid accumulation in oleaginous rhodococci, none of them address the 

nitrogen-dependence of peak TAG production, nor attempt to cultivate a production strain on a 

toxic feedstock like lignin or its byproducts.  

Here, top-down genomics are used to identify three regulatory targets predicted to 

increase lipid titers in a nitrogen-independent manner. Transcriptomic analysis of mutant strains 

grown in a nitrogen rich environment with phenol as a sole carbon source identified two novel 

expression states during increased lipid production, with significantly increasing TAG 

production in phenol through increased expression of phenolic utilization genes. Fermentation in 

permissive versus limiting carbon and nitrogen conditions confirmed that overexpressing the 

phenylacetic acid degradation regulator paaX promoted fatty acid accumulation in a nitrogen-

independent manner. Molecular interrogation of this phenotype revealed a complex regulatory 

mechanism whereby repression of the phenylacetate degradation pathway requires expression of 

the feaR activator of the upstream phenylethylamine degradation pathway for lipid accumulation 

in nitrogen rich environments.  In conclusion, we identified targets for enhancing R. opacus for 
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high lipid titer in nitrogen-replete conditions and successfully optimized R. opacus as a chassis 

for bioproduction from recalcitrant feedstocks. 

4.3 Methods: 

4.3.1 Chemicals & Strains: 

Unless otherwise indicated, all chemicals were purchased from Sigma Aldrich (St. Louis, MO). 

The ancestral, or wild-type (WT), strain for all transformant cells lines was Rhodococcus opacus 

PD630 (DSMZ 44193); this strain was used as a basis of comparison for all transgenic strains. 

Culturing conditions for all experiments, unless otherwise noted, were incubation at 30°C with 

250rpm shaking, with the previously-described minimal salts medium B constituting the growth 

medium[50]. Media was sterilized using a 0.22µm filter, with carbon sources added as filter-

sterilized stock solutions; nitrogen was added either pre-sterilization or as a separate filter-

sterilized stock solution. Media pH was adjusted to 7.2 using 6N HCl or 2M NaOH solutions. 

Optical density at 600nm (OD600) was measured using a Tecan Infinite 200Pro plate reader, 

either directly using VWR semi-micro polystyrene cuvettes or indirectly based on the absorbance 

at 600nm (A600) measured in black 96-well plates (Greiner Bio-One flat bottom, chimney well, 

µclear); an A600 value can be converted into an OD600 value (for R. opacus cultures) via the 

experimentally-determined relationship ����� = 1.975 × ���� − 0.04�. 

All strains were maintained on tryptic soy broth (TSB) plates supplemented with 1.5% agar. 

Kanamycin (20μg/mL), gentamicin (10μg/mL), chloramphenicol (34μg/mL), or hygromycin B 

(200μg/mL) was added as appropriate to E. coli cultures. Kanamycin (50μg/mL), gentamicin 

(10μg/mL), chloramphenicol (15μg/mL), and/or hygromycin B (50μg/mL) were added as 

appropriate to R. opacus cultures. 
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4.3.1 Plasmid Construction and DNA Manipulation: 

All plasmids constructed for this study were confirmed by DNA sequencing (Genewiz; South 

Plainfield, NJ); all primers were purchased from Integrated DNA Technologies (IDT; Coralville, 

IA). All overexpression plasmids were assembled using GoldenGate Assembly, and knockout 

plasmids were assembled using Gibson Assembly; all plasmids were replicated in E. coli 

DH10B, then isolated using a PureLink™ HiPure Plasmid Miniprep Kit (Invitrogen by 

ThermoFisher; Waltham, MA)[51,52]. DNA fragments amplified were amplified using Phusion 

High-Fidelity DNA Polymerase (NEB; Ipswich, MA) and purified using a ZymoClean Gel DNA 

Recovery Kit (Irvine, CA); genomic DNA was extracted from R. opacus using a Promega 

Wizard™ Genomic DNA Purification Kit (Madison, WI). 

4.3.2 Transformation of R. opacus: 

Preparation of competent cells was conducted as previously described[50]. In brief, an overnight 

culture in TSB medium was used to inoculate 100mL of fresh TSB containing 8.5g/L glycine 

and 10g/L sucrose (initial optical density, OD600, diluted to 0.075); cells were cultivated in 

standard conditions to an OD600 value of 0.4-0.5, corresponding to exponential phase growth. 

Cells were rapidly chilled and centrifuged at 3.5k relative centrifugal force (rcf), washing twice 

with chilled, sterile, deionized water; a final resuspension to an OD600 ~ 10-15 was conducted in 

chilled 10% (v/v) glycerol, and cells were aliquoted at 100µL and frozen at -80°C for 

transformation. 

For transformation with a replicating plasmid, approximately 500ng plasmid DNA was added to 

prepared electrocompetent cells; cells were shocked at 2500mV across a 0.2cm-gap cuvette (time 

constant ~5-6ms) and washed with 1mL rich media (either TSB or SOC/super-optimal broth 
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with catabolites) to recover. For outgrowth, cells were transferred to 50mL glass culture tubes 

and incubated under standard growth conditions for 4 hours before being spread on TSB plates 

infused with the appropriate antibiotics. Plated cells were grown at 30°C for 2-3 days, until 

colonies emerged, then propagated on fresh plates. 

Generation of R. opacus knockout mutants was accomplished using a previously-developed 

method for homologous recombination, with modifications[36]. Briefly, electrocompetent cells 

were prepared as above using a strain expressing a helper plasmid containing the Che9c viral 

recombinases. Competent cell aliquots were transformed with 1-2µg of a suicide vector 

containing the knockout construct (an antibiotic resistance cassette flanked by ~500bp segments 

homologous to the target gene); the outgrowth period for these transformations was at least 6 

hours and up to 12 hours. Transformed cells were plated on TSB with the corresponding 

antibiotics and incubated at 30°C for 4-5 days; colonies were propagated on fresh TSB plates and 

verified by colony PCR (Promega GoTaq® G2 DNA Polymerase). 

4.3.3 Fermentation for Lipid Analysis: 

Frozen stocks of strains (generated from isolated colonies and stored at -80°C) were streaked 

onto fresh TSB plates, with antibiotics as appropriate, then grown for 2-4 days; a loopful of cells 

were used to inoculate seed cultures in minimal media B with 1g/L each (NH4)2SO4 and glucose 

as nitrogen and carbon sources, respectively[50]. These cultures were centrifuged at 3.5k rcf and 

the pellets resuspended in low-nitrogen minimal media; OD600 of these cell suspensions was 

adjusted to approximately 2, then used to inoculate the 50mL fermentation cultures (250mL non-

baffled Erlenmeyer flasks). The carbon conditions were either 2g/L glucose or 0.4g/L phenol, 

and the nitrogen conditions were either 0.05g/L or 1g/L (NH4)2SO4 (hereafter ‘low’ and ‘high’ 

nitrogen), for a total of four combinatorial conditions; each strain was grown in one flask per 
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carbon/nitrogen condition. Cultures were grown in standard conditions for 72 hours unless 

otherwise described; final OD600 was measured and used to calculate the volume necessary to 

collect 5 OD units of cells (or 10 OD units, in the case of the glucose/low nitrogen condition) 

using the relation ��� = 5 �����⁄ . Triplicate samples of each strain and culture condition were 

collected and centrifuged at 3.5k rcf for 10 minutes, then the culture supernatant was discarded, 

and the cell pellets were stored at -20°C prior to lipid extraction. The low nitrogen concentration 

(0.05g/L (NH4)2SO4) was chosen to optimize fatty acid titer in phenol cultures, and the high-

nitrogen condition (1.0g/L (NH4)2SO4) is sufficient for nitrogen-replete growth and fatty acid 

accumulation in both carbon conditions; optimal FA accumulation in glucose was not required.  

4.3.4 Lipid Extraction & Analysis: 

An acid-chloroform lipid extraction was performed as described in Amara et al (2016), with 

modifications. In brief, the pelleted 5 (or 10) OD units of cells were resuspended in 100µL 

sterile, deionized H2O and transferred to a 15mL glass centrifuge tube. A 1mL aliquot of 10% 

(v/v) H2SO4 in methanol was added to the cells, as well as 1mL of chloroform and a C12 standard 

(40mg/mL lauric acid dissolved in methanol) to a final concentration of 40mg/L. Cell solutions 

were incubated at 100°C for one hour, then chilled rapidly on ice prior to adding 1mL of 

deionized H2O and mixing thoroughly by vortex. Finally, the cell extracts were centrifuged at 1k 

rpm for 5 minutes at room temperature, and the resulting organic layer was extracted into GC 

vials.[49] Samples were stored at 4°C prior to analysis. 

Lipid extracts were analyzed via GC-FID using an Agilent 6890N Network GC system with 

Enhanced Agilent MSD ChemStation software and equipped with a 7683B series injector, 

G2614A autosampler, and DB-5ms column. A 1µL sample of each lipid extract was splitlessly 

injected into the 250°C inlet, with N2 carrier gas flowing at 1.4mL/min. Each sample run began 
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with an initial oven temperature of 80°C, then ramped at 20°C/min to 300°C, where it held for a 

final three minutes. Between samples, the injector was washed with ethyl acetate, with ethyl 

acetate also serving as the blank samples at the start and end of each sample run. Peak integration 

was carried out using the ChemStation software and exported to Microsoft Excel for data 

processing. 

In addition to the C12 internal standard, lipid samples were compared to standard curves for 

thirteen other fatty acids, detailed in Error! Reference source not found.. All standard curves 

lotted the area of the peaks of 25mg/L, 50mg/L, and 100mg/L standard compounds. The fitted 

slopes of these curves were used to calculate the concentration of each component within the 

extracted lipid samples, matched by retention time and normalized to the 40mg/L lauric acid 

internal standard. If necessary for comparison, summed average titers were transformed to 

standardize control samples between different fermentation experiments. 

Table 1. Fatty acid standards for analysis of lipid samples extracted from Rhodococcus opacus 

PD60 cells. 

Short 
Notation 

Long Notation Linear Formula Retention 
Time (min) 

C12:0 lauric/dodecanoic acid CH3(CH2)10COOH 6.23 

C14:0 myristic/tetradecanoic acid CH3(CH2)12COOH 7.388 

C15:0 pentadecanoic acid CH3(CH2)13COOH 7.929 

C16:1 palmitoleic/hexadecenoic acid CH3(CH2)5CH=CH(CH2)7COOH 8.351 

C16:0 palmitic/hexadecanoic acid CH3(CH2)14COOH 8.443 

C16+Me methyl palmitate/ 
hexadecanoate 

CH3(CH2)14CO2CH3 8.624 

C17:1 heptadecenoic acid CH3(CH2)5CH=CH(CH2)8COOH 8.804 
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C17:0 margaric/heptadecanoic acid CH3(CH2)15COOH 8.938 

C17+Me methyl margarate/ 
heptadecanoate 

CH3(CH2)15CO2CH3 9.12 

C18:1 oleic/octadecenoic acid CH3(CH2)7CH=CH(CH2)7COOH 9.302 

C18:0 stearic/octadecanoic acid CH3(CH2)16COOH 9.408 

C18+Me methyl stearate/octadecanoate CH3(CH2)16CO2CH3 9.57 

C19:1 nonadecenoic acid CH3(CH2)7CH=CH(CH2)8COOH 9.74 

C19:0 nonadecanoic acid CH3(CH2)17COOH 9.862 

 

4.3.5 RNA extraction and rRNA depletion:  

RNA extraction proceeded as previously described (cite Henson et al. paper). Briefly, RNA was 

extracted using the RNA MiniPrep kit (Zymo Research) and treated with two doses of TURBO 

DNase I (Ambion) for 30 minutes at 37C to remove DNA contamination. DNase-treated RNA 

was then cleaned using the RNA Clean & Concentrator Kit (Zymo Research), and then tested for 

DNA contamination by PCR amplification using intergenic primers. Any samples with distinct 

bands after PCR were digested and cleaned again until no DNA was detected. Total RNA 

concentration was quantified using a NanoVue Plus spectrophotometer and rRNA was depleted 

using the Bacterial Ribo-Zero rRNA removal kit (Illumina). mRNA was converted to cDNA and 

barcoded using previously described methods (CITE YONEDA ET AL). cDNA samples were 

then pooled in equimolar ratios, diluted in nuclease-free water to a final concentration of 10nM 

for sequencing. 
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4.3.6 Sequencing Library Preparation and Transcriptomic Analysis: 

A 20 uL equimolar mix of cDNA samples were submitted for sequencing at the Center for 

Genome Sciences and Systems Biology in Washington University in St. Louis School of 

Medicine. Samples were single-end sequenced (1x75bp) using the Illumina Hi-Seq 2500 System.  

After demultiplexing, raw reads were trimmed using trimmomatic using the standard settings and 

the CROP length of 75bp. Samples with more than 15 million trimmed reads were subsampled 

using seqtk, and then mapped to a bowtie2 library built off the ASM2054278v1 R. opacus 

reference (Refseq assembly GCF_020542785.1), sorted and indexed. Expression counts were 

calculated for each genetic loci using featureCounts and imported into R for statistical analysis 

and visualization. Differential gene expression analysis was performed using DESeq2, pathway 

enrichment was performed using gage with the following parameters: test=”unpaired”, set.size = 

c(10,100), same.dir = TRUE, rank.test = FALSE, test4up=TRUE. Heatmaps were generated in R 

using pheatmap. Redundancy analysis, beta dispersion, and PERMANOVA were conducted 

using vegan in R. 

4.2 Results 
To identify transcription factors required for nitrogen-independent fatty acid production 

we utilized two previously published transcriptomic datasets to identify regulators differentially 

expressed (DE) in both nitrogen and phenolic stress. Of the 399 regulator genes reviewed, 141 

responded with at least a two-fold change in transcription (either up- or down-regulation in 

comparison to cells cultivated in rich media) to phenol, and 216 responded to low nitrogen; this 

pool was narrowed to 33 candidates which responded to both stimuli, at least one of which was a 

strong (>2-fold) response (figure 4.1a).  
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These transcription factors were cloned into the high-copy pAL5000(S) backbone under a 

strong constitutive promoter; 30 plasmid constructs were confirmed by sequencing, and 27 were 

successfully overexpressed in PD630 (see Error! Reference source not found. for a full list). A 

final subset was selected for fatty acid fermentations in glucose and phenol (figure 4.1b). 

  

 

Figure 4. 1. Overexpressing autologous transcription factors with strong differential 

expression grown in phenol and nitrogen starvation results in increased 

triacylglyceride production in nitrogen rich environments 

a. Using two previous published datasets, transcriptional regulators which were differentially expressed 
(>1 log2 fold-change) in both phenol and during nitrogen starvation versus nutrient broth. 33 genes had 
greater than 2 log2 fold-change, and were selected for cloning. b. A subset of the 27 successfully 
overexpressed transcriptional regulators were selected for FA fermentation. Strains were grown in either 
glucose of phenol at two different nitrogen concentrations representing nitrogen rich- and nitrogen poor- 
environments for 60 hours, then lipids were extracted and measured using GC-FID. pWG013 and 
pWG026 produced higher lipid titers than WT in three conditions and was chosen along with pWG020 
for transcriptomic analysis. All fatty acid titers have been normalized to an internal 40mg/L C12 standard 
and averaged across technical replicates. 
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4.2.1 Fatty acid accumulation in R. opacus is nitrogen concentration dependent when 

grown on glucose or phenol 

In comparison to wild-type (WT) expressing an empty vector control, 5/7 characterized 

mutant strains produced higher titers of fatty acids in at least one of the four fermentation 

conditions – 2.0g/L glucose with either 1.0g/L or 0.05g/L (NH4)2SO4, and 0.4g/L phenol with the 

previously mentioned concentrations of (NH4)2SO4 (figure 1b). pWG013 and pWG026 increased 

fatty acid production versus WT in both nitrogen rich and poor conditions in phenol, as well as 

the nitrogen rich glucose condition pWG020, which produced higher titers of fatty acids than 

WT in two of four conditions (2.0g/L glucose with 1.0g/L (NH4)2SO4 and 0.4g/L phenol with 1.0 

g/L (NH4)2SO4). Based on these measurements, we selected these three strains for transcriptomic 

analysis alongside WT. 

4.2.2 Evidence of plasmid loss across multiple strains when grown in phenol and glucose  

After demonstrating an increased accumulation of TAG in mutant strains grown on 

phenol and glucose, we conducted an analysis of the effect of autologous TR expression on the 

transcriptomic state of R. opacus. An initial assessment of expression coverage across the 

genome identified a complete lack of expression from all genes located on plasmid 3 in WT 

grown in both phenol and glucose, as well a majority of genes located on plasmid 2 in strains 13 

and 20 grown in phenol and glucose (figure 4.6S). We thus removed those plasmids from 

analysis and concentrated our assessment of DE on loci present in all conditions.  

4.2.3 ATR 13 and 20 overexpression induces transcriptional reprogramming in phenol 

and glucose 

Using principal component analysis of the top 500 most highly variable genes, we 

leveraged redundancy analysis to regress strain identity and carbon source against the RNAseq 
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profiles of each sample (p = 0.0019 and 0.0005 for Strain and Condition, permuted (2000 times) 

fit to rda model, figure 4.2a).  

 

 

Figure 4. 2. ATR expression induces transcriptional reprogramming across strains 

and carbon sources 

a. RDA analysis was conducted on the first two principal component axes generated from the 
500 most highly variable transcripts across all strains. Samples from each strain are illustrated by 
colored hulls. Samples from all strains grown in glucose have less variation than the samples 
grown in phenol, which vary farther across the two axes. Strains 13 and 20 also exhibit less 
dispersion between the samples grown in phenol vs the samples grown in glucose. Vector 
loadings which lie closest to the samples from strain 13 are drawn, and the transcripts with 
symbol annotations are displayed. b. Distance to centroid boxplots for each strain. The centroid 
of all the samples from a strain (across both conditions) was generated. WT had the highest 
distance between all samples, while Strain 13 had the lowest. c. 95% family-wise confidence 
level of the difference in dispersion between each strain. A vertical line demarcates zero; a 
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confidence interval which crosses this line indicates the true difference between the dispersion of 
the two conditions is likely zero. Only the WT-26 and 20-13 confidence levels cross 0.  

 

Our initial examination of samples within PCA space detected large dispersion of the 

transcriptomes from all strains grown in phenol, and significantly lower distance to centroid for 

all samples grown in glucose versus phenol was confirmed (permutation test for homogeneity of 

multi-variate dispersions p = 0.0002). We next characterized the differences in dispersion 

between strains, as we noticed ellipses generated from strains 13 and 20 exhibited constriction 

when compared to WT and strain 26, which had far greater PCA distance between samples 

grown in each carbon source. Beta dispersion analysis identified differences between strains 

(permutation test for homogeneity of multi-variate dispersions p = 0.0018, figure 4.2b); a 

significantly lower distance to centroid for all samples within strains 13 and 20 versus WT and 

strain 26 was confirmed via a Tukey’s HSD post-hoc test of the permuted dispersions (figure 

4.2c). There were also no significant differences compositionally between strains 13 and 20 (p = 

0.1654 – adonis2), indicating that ATR 13 and 20 overexpression produce transcriptomes which 

are both homogenous and compositionally similar. Interestingly, strain 26 exhibits similar 

homogeneity and composition to WT, (p = 0.8608 – Tukeys HSD and p = 0.2803 – adonis2), 

while still increasing TAG production.  

4.2.4 ATR 13 and 26 increase expression of translation and phenol utilization genes 

In order to identify components contributing to the altered transcriptomic state seen in 13 

and 20 we identified the 100 loci loading magnitudes which were closest to the coordinates of 

the centroid generated from strain 13, the strain with the most significant difference in 

homogeneity and composition to WT (p = 0.0035854 – Tukeys HSD, figure 4.2b and 4.2c, and p 
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= 0.0024 – adonis2). The 32 annotated genes which explained the most variation in between 

those strains and the rest of the dataset were clustered into three distinct groups based on 

expression (figure 4.3):  
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Figure 4. 3: ATR 13 and 20 induce activation of carbon-specific alternate 

transcriptional programs 

a. a heatmap of the loci with RDA loadings lying closest to Strain 13 and 20. Column 
annotations indicate the strain identity and carbon source the samples were grown in. Rows are 
clustered into 3 groups: 1. The “glucose optimization gene set for TAG production” or GOG, 
which are genes upregulated in glucose in WT which are become universally upregulated by 
Strain 13 and 20 in either glucose or phenol, 2. A set of three genes which are only upregulated 
in Strain 13 grown in phenol. and 3. The “phenol optimization gene set for TAG production” or 
POG, which are genes upregulated in strain 13 and 20 versus wt.  
 

1. A set of genes absent in WT and 26 grown in phenol but expressed in strains 13 and 20 

regardless of carbon source (hereafter referred to as “carbon source universal optimization gene 

set for TAG production”, or COG), 2. A set of 3 genes (the transport genes phnT and phnS, and 

the biofilm promoting virulence factor sslE(18)) that were only upregulated in strain 13 grown in 

glucose, and 3: a set of genes differentially expressed in strains 13 and 20 versus WT grown in 

phenol (hereafter referred to as “phenol-specific optimization gene set for tag production”, or 

POG). COG contains a set of genes involved in translation (rhlE1, cpc, rimM, and trmD (19, 

20)), and pstS encoding phosphate transport(21). Intrestingly, pdtaS, the sensory histidine kinase 

of the pdtaR/S two-component regulatory system was also a member of this set of genes(22). A 

subset of this third set, (rsgA, purN, phnT/S, pdtaS, pstS, and ahpC) was significantly 

upregulated in Strain 13 when grown on glucose versus WT. Among the genes with only basic 

annotations, gtrA-like glucose translocase K2Z90_RS09460 was upregulated in strains 13, 20, 

and 26 grown in glucose. The POG contained a set of genes highly upregulated in Strain 13 and 

20 compared to WT. This included catABC gene cluster of the ortho cleavage arm of catechol 

degradation(23), the pcaBDHGK genes of the protocatechuate degradation II pathway important 

for degradation of aromatic carbon sources(24), and the aromatic amino acid biosynthesis gene 

shikimate transporter shiA(25).  
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4.2.5 The PaaX-like gene ATR 13 induces upregulation of metabolic pathways related to 

protein and cofactor synthesis in phenol 

ATR 13 is annotated as a PaaX-family transcriptional regulator. As stated previously, 

when overexpressed ATR 13 increases the compositional similarity between the transcriptional 

state of Strain 13 when grown in glucose or phenol as a sole carbon source. We conducted 

KEGG Pathway analysis to determine which cellular components underwent differential 

expression, comparing all strains in both carbon sources to WT (figure 4.4a).  

 

 

Figure 4. 4: The PaaX-like gene ATR 13 induces carbon-specific alternate 

transcriptional programs and represses phenylacetic acid degradation 

a. Heatmap visualizing the DE of KEGG pathways. Each mutant condition was compared to the 
WT condition grown at the same carbon source for differential expression to all the R. opacus 
annotated KEGG pathways (rows). Color of each cell of the heatmap denotes the fold change 
versus WT, and white cells represent non-significant changes. Each column represents the DE of 
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one condition, averaged from replicates and tested using GAGE in R. Annotation bars on top of 
the heatmap denote the strain and carbon source each column, and the row annotation bar on the 
side denotes the BRITE functional hierarchy classification for each pathway. Rows are clustered 
using the “complete” distance method. b. Heatmap visualizing the DE of the phenylacetic acid 
degradation pathway in strain 13 versus WT grown on phenol. Here, all loci annotated to the 
phenylacetic acid pathway were shown as rows, and each column represents one of the replicates 
for each condition. Column annotation bars on top of the metric indicate the strain and carbon 
source designation of each replicate. Rows and columns are clustered using the standard 
pheatmap distance and clustering metric. 
 

ATR 13 downregulated 3 KEGG pathways when grown in glucose: oxidative phosphorylation, 

aminoacyl-tRNA biosynthesis, and the biosynthesis of amino acids, while ATR 20 only 

downregulated the ribosome. ATR 13 grown in phenol induced increased expression 10 KEGG 

pathways, including pantothenate and coa metabolism, phenylalanine, tyrosine and tryptophan 

biosynthesis, ribosome, and aminoacyl-tRNA synthesis. ATR 20 upregulated the same set of 10 

pathways, but also upregulated porphyrin metabolism. Both ATR 13 and ATR 20 upregulated 

multiple metabolism and cofactor pathways as well as pathways related to amino acid 

metabolism. Strain 26 did not upregulate any pathways in either carbon condition, and instead 

downregulated 4 in glucose: oxidative phosphorylation, amino and nucleotide sugar biosynthesis, 

carbon metabolism, and biosynthesis of amino acids. Strain 26 did not differentially express any 

pathways versus WT.  

To confirm ATR 13’s role in regulating the paa pathway, we looked for differential expression at 

the loci annotated to be a part of the paa cluster (figure 4.4b). All genes within the cluster were 

significantly downregulated in Strain 13 grown in phenol compared to WT. Differential 

expression of KEGG modules within the phenylalanine, tyrosine, and tryptophan metabolism 

and phenylalanine degradation pathways further identified the “Phenylacetate degradation, 

phenylacetate to acetyl-CoA/succinyl-CoA” module as being significantly downregulated in all 
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mutant strains grown in phenol (Table S2). All three strains also exhibited upregulation of the 

“Tryptophan biosynthesis, chorismate to tryptophan”. Strains 13 and 20, but not 26, also 

upregulated the “Shikimate pathway, phosphoenolpyruvate + erythrose-4P to chorismate” 

module. 

4.2.6 The PaaX-like gene ATR 13 requires feaR, the phenylethylamine degradation 

pathway transcriptional regulator, to increase FA titers 

PaaX is a negative regulatory protein acting on the phenylacetic acid degradation operon (paa), 

or Paa gene cluster.  There are 8 annotated paa cluster genes in R. opacus. Additionally, a feaR 

transcription factor and a 6-aminohexanoate-cyclic-dimer hydrolase clustered together with the 

PAA catabolism operon (Fig. 4.5a). To determine whether a non-functioning paa pathway was 

required for increased FA titers in strain 13, the first gene in the PAA catabolism pathway, 

phenylacetate-coenzyme A ligase, was selected and knocked out via homologous recombination. 

This resulted in loss of increased FA titer, returning to WT levels. (Fig. 4.5b – glucose and 4.5c – 

phenol), indicating that complete loss of the paa pathway results in loss of increased FA 

production. feaR, a transcriptional regulator responsible for activation of the phenylethylamine 

degradation pathway is located directly adjacent to the paa cluster. To test whether loss of 

phenylethylamine degradation also results in decreased FA titers, we deleted feaR in Strain 13 

(07015, figure 4.5a). Indeed, this resulted in loss of the increased lipid production phenotype. In 

contrast, deleting 07014 a 6-aminohexanoate-cyclic-dimer hydrolase located near the paa cluster 

was not required for increased FA titers. To further confirm the potential role of the feaR in 

regulating lipid biosynthesis in R. opacus, we overexpressed this transcriptional regulator in the 

WT strain. Lipid profile analysis revealed that in nitrogen replete conditions with either glucose 
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or phenol as carbon source, the lipid titer was increased by 36.6% and 56.2%, respectively (Fig. 

4.5d,e, p value < 0.05, Student’s t test).  
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Figure 4. 5. Mining the downstream target of paaX. a, The proposed phenylacetic acid (PAA) degradation 

operon. Genes are shown with LPD gene numbers from the NCBI database (Refseq, CP003949.1). b, c, 
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Assays of lipid profiles of different strains with cultivation on 2 g/L glucose (b) and 0.4 g/L phenol (c) as 

carbon source. The WT and the mutant strains harbor the transcription factor paaX overexpression 

plasmid pWG013. The WT strain which harbors the empty vector was used as a control (EC). d, 

Schematic diagram of the replicating plasmid used for overexpressing the feaR transcription factor. e, 

The changes of the lipid production in the strain harbors pJD086. The control (EC) and the engineered 

strains were cultivated on 2 g/L glucose and 0.4 g/L phenol, respectively. All the assays were conducted 

on the nitrogen replete condition (1g/L ammonium sulfate). All values represent the mean of triplicate 

cultures, with error bars depicting the standard deviation from that mean. Unpaired two-tailed t-test was 

used to compare the variation in the change of lipid contents of the mutants against that of the EC strain 

(*, P <0.05, ns, not significant).        

 

4.4 Discussion 

Carbon storage in the bacterial cell is usually induced during nutrient limitation 

(phosphorus, nitrogen, etc.) and results in slowed growth. Genetic components involved in 

modulating TAG synthesis in R. opacus PD630 have been discovered(11, 12), but an 

investigation into putative regulatory elements necessary for TAG accumulation in phenol has 

hitherto not been attempted. In this study, we observe increases in TAG production through 

overexpression of autologous transcriptional regulators, describe the effects of these modulations 

on the transcriptome of the cell chassis, and use experimental techniques to interrogate this 

mechanism further.  

Of the 7 ATR mutants selected for FA titer measurement, ATR 13, 20, and 26 exhibited 

consistently higher FA titers across all four conditions (figure 1). Conversely, ATR 08 and ATR 

31 overexpression consistently resulted in minimal changes to FA titers. While this is not 

necessarily surprising for ATR 08, which is annotated as yobV, an uncharacterized HTH-type 

transcriptional regulator, ATR 31 encodes the nitrate regulatory gene narL, known to play a role 

in regulating activity of terminal electron receptors depending on environmental cues(26). This 

suggests that mechanisms for severing the relationship between FA accumulation and nitrogen 

availability are only tangentially related to the classical nitrogen regulatory systems. This 
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observation is further supported by observing the functions of ATR 13, 20, and 26, which 

consistently increased FA titers, being orthogonal to nitrogen resource regulation in R. opacus. 

ATR expression in glucose resulted in significantly less compositional change across all 

strains, suggesting the mechanisms used for increasing TAGs are already active during glucose 

degradation. The COGs correlating most strongly with strain 13 grown in glucose were primarily 

related to translation (rhlE1, cpc, rimM, and trmD), likely due to the increased synthesis demand 

during protein overexpression. ATR13 and ATR20 successfully induce this gene set during 

growth on phenol as well, resulting in Strain 13 exhibiting no significant differential expression 

in KEGG pathways when grown in phenol versus glucose. The indicates that the mechanism by 

which Strain 13 increases TAG production results in a similar transcriptional state regardless of 

the carbon source.  

The fatty acid biosynthesis and triacyglyceride biosynthesis pathways were not 

differentially regulated. Several genes associated with increased TAG production have been 

reported previously in Rhodococcus species. The major lipid droplet protein tadA(27), required 

for lipid storage and droplet formation, was significantly upregulated in Strains 13, 20, and to a 

lesser extent, in Strain 26, as well as MLDSR, the regulator which controls tadA expression(28). 

Overproduction of fadR, the fatty acid biosynthesis promoter, leads to abnormally large cell size 

and decreased cell growth(29), while overexpression of accB or accC led to inhibition of the bio 

operon required for biotinylation of acetyl-Coa carboxylase, the first step of lipid synthesis(30). 

Overexpression of coenzyme A may thus represent a method of increasing TAGs without some 

of the negative effects of direct modulation of the aforementioned pathways. Coenzyme A 

overexpression to increase TAG biosynthesis in oleaginous bacteria has already been 

successfully implemented in algae(31).  
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Though we profiled three ATR mutants with increased levels of TAG production, we 

observed the creation of only two unique transcriptional states. ATR 26, which produces a 

statistically similar level of dispersion and composition to WT R. opacus PD630, induces a 

markedly different transcriptional regime than ATR 13 and 20 and little to no pathway DE 

versus WT. It is unclear whether unique transcriptomes for increased TAG production in R. 

opacus is indicative of multiple mechanisms for altering storage accumulation, or if ATR 13 and 

20 represent effectors farther upstream of the same mechanism, control larger regulons, or 

produce increased pleiotropic effects by some other method. Further work interrogating the 

mechanism by which ATR 26 overexpression increases TAG bioproduction is necessary to 

determine which of these two possibilities is true. 

ATR 13 increased FA titers in three of the four experimental conditions, improving 

utilization in phenol regardless of nitrogen concentration. The compositional changes to 

expression profiles during growth on phenol for Strains 13 are directly tied to increased 

expression of phenol catabolism genes. Both the pca and cat branches of the beta-ketoadipate 

pathway were included in the POGs increased in expression in strains 13 and 20 versus WT. 

Though previous work has shown phenol to be utilized solely through the cat branch(9), 

upregulation of both branches of the B-ketoadipate pathway was also seen in WT and in R. 

opacus PD630 strains adapted to growth on multiple aromatic compounds(9). E. coli paaJ, a 

thiolase gene within the phenylacetic acid degradation pathway repressed in Strain 13, exhibits 

high sequence similarity and) to PcaF (66.1%, P. putida) and CatF (61.3%, A. calcoaceticus)  of 

the protocatechuate and catechol arms of the beta-ketoadipate pathway(32). Repression of the 

phenylacetate degradation pathway, which produces similar product intermediates, compete for 

the same cofactors and cellular resources, and shares high protein identity, results in upregulation 
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of the primary phenol catabolism pathway in R. opacus. This could lead to higher phenol 

utilization efficiency as a sole carbon source to produce the important cellular components 

acetyl-CoA and succinyl-CoA – moreover, microbial engineering to reduce cofactor demand has 

been shown to be an effective method of increasing flux through desired metabolic pathways(33, 

34). feaR encodes for the activator of the phenylethylamine degradation pathway, which 

produces phenylacetate(35). The importance of upstream branches of the phenylalanine 

degradation pathway was demonstrated by loss of TAG production in a ΔfeaR/ΔPaaX 

background.  

These experiments uncovered evidence linking increased production of TAG with 

alterations to the expression of phenylalanine metabolism and CoA biosynthesis. ATR 13 is 

annotated as a PaaX-like protein involved in the regulation of paa degradation. ATR 13 and 20 

overexpression both lead to repression of the paa gene cluster. As strains 20 and 13 had similar 

levels of beta-dispersion across carbon compounds and no significant differences in 

transcriptome composition, we can conclude that ATR 20 regulates TAG production through a 

similar mechanism. There is growing evidence that phenylacetate is a cross-kingdom signaling 

molecule with important contributions to the oxidative stress response in Acinetobacter 

baumannii, and is known to regulate growth and development in plants(36). Given that complete 

abrogation of phenylacetate synthesis by deleting genes within the paa gene cluster resulted in 

loss of increased FA titers; it seems likely that some paa expression is needed within the cell, 

perhaps to allow R. opacus PD630 to efficiently respond to the lipid peroxidation associated with 

increased oxidative stress. ATR 13 grown in phenol increased phenylalanine, tyrosine and 

tryptophan biosynthesis expression, resulting in upregulation of the shikimate degradation and 

tryptophan biosynthesis pathway modules, indicating chorismate is shunted away from 
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phenylacetic acid degradation and towards other products. Bacterial degradation of tyrosine 

produces primarily phenol(37), and ATR 13 and 20 overexpression may produce more substrate 

for the beta-ketoadipate pathway. Taken together, these data suggest that selectively tuning the 

expression of the paa pathway shunts cofactor resources towards phenol degradation and other 

aromatic metabolism pathways, resulting in increased TAG production.  

In conclusion, we have demonstrated the ability to increase TAG production through 

autologous transcriptional regulator overexpression. The effects on the transcriptome were 

significantly greater when grown in phenol. Experimental validation revealed the necessity of the 

upper branches of the phenylalanine metabolism resulting in the production of phenylacetate. 

Selective tuning of the paa pathway resulted in the increases in several cofactor pathways 

resulting in increased phenol catabolism, likely due to re-allocation of cellular resources. This 

work describes a novel mechanism for increasing TAG production in phenol and glucose. 
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4.5 Appendix (Supplementary Material) 

4.5.1 Tables 

Table 4. 1. Overexpression strains screened for nitrogen-independent fatty acid production in 

Rhodococcus opacus PD630. 

Overexpression 

Strain 

Locus ID Gene Name 

PD630 + pWG001 LPD06713 yagI 

PD630 + pWG002 LPD02702 liaR 

PD630 + pWG005 LPD01792 degU 

PD630 + pWG006 LPD06436 dosT 

PD630 + pWG008 LPD02128 yobV 

PD630 + pWG009 LPD07239 ybhD 

PD630 + pWG012 LPD06097 BetI 

PD630 + pWG013 LPD06917 paaX 

PD630 + pWG014 LPD03471 yidP 

PD630 + pWG015 LPD07419 ycbG 

PD630 + pWG016 LPD00835 ttgR 

PD630 + pWG018 LPD07964 yiaJ 

PD630 + pWG019 LPD06505 kipR 

PD630 + pWG020 LPD3024 Rv0472c-MT0489 

PD630 + pWG024 LPD00827 ttuE_C 

PD630 + pWG025 LPD01684 yxaF 

PD630 + pWG026 LPD00567 tcmR 

PD630 + pWG027 LPD07519 slyA 

PD630 + pWG028 LPD02935 Leu 



223 
 

PD630 + pWG029 LPD03658 HI_1364 

PD630 + pWG030 LPD01130 pro_trans 

PD630 + pWG031 LPD02085 NarL 

PD630 + pWG032 LPD07217 ttgR 

PD630 + pWG033 LPD05140 Mb0601 

PD630 + pWG034 LPD01132 yagI 

PD630 + pWG035 LPD00075 ribonuclease 

PD630 + pWG036 LPD06854 famr 

 

4.5.1 Figures 

 

Figure 4. 6S Potential plasmid loss in multiple strains on growth in phenol and 

glucose. 

a. Raw transcript counts of all genes located on plasmid 3. Overall, though there is one area of 
low coverage, there is expression across most of the plasmid for all strains except WT grown in 
phenol. Symbols of annotated genes appear along the right side of the heatmap. b. Raw transcript 
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counts of all genes located on plasmid 2. Like plasmid 2, most strains express parts of the 
plasmid, except for strains 13 and 20 grown in either glucose or phenol. Symbols of annotated 
genes appear along the right side of the heatmap. 

 

 

Figure 4. 7s KEGG modules within the Phenylalanine, tyrosine, and tryptophan 

biosynthesis and phenylalanine metabolism pathways with significant DE 

Heatmap of KEGG module enrichment in each strain and carbon source. Each mutant condition was 
compared to the WT condition grown at the same carbon source for differential expression to all the R. 

opacus annotated KEGG modules (rows). Color of each cell of the heatmap denotes the fold change 
versus WT, and white cells represent non-significant changes. Each column represents the DE of one 
condition, averaged from replicates and tested using GAGE in R. Annotation bars on top of the heatmap 
denote the strain and carbon source each column. Rows are clustered with the “complete” distance 
method using minkoswki distance. 
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Chapter 5:  

Adaption to model lignin breakdown 

compounds results in divergent evolutionary 

trajectories  

5.1 Introduction 

5.1.1  Abstract 

Biofuels have the potential to reduce carbon emissions, but currently only represent a 

small portion of transportation energy consumption. Utilization of the lignin fraction of 

lignocellulosic biomass could increase the efficiency of biofuel production and speed further 

adoption. Hybrid depolymerization techniques reducing lignin to simple breakdown products for 

microbial degradation have been proposed, and Rhodococcus opacus PD630 is a promising 

chassis for this application. In previous work, R. opacus strains were evolved for increased 

tolerance to aromatic compounds. Here we phenotypically characterize each strain for changes to 

growth, carbon source utilization, and transcriptional expression as a result of adaption and 

increased aromatic concentration. We identify increased utilization of vanillic acid in adapted 

strains, and concentration dependent preferential utilization of 4-hydroxybenzoic acid at 

concentrations non-permissive to WT growth. While there is minimal differential expression of 

the aromatic catabolism pathways in adapted mutants at low concentrations, we observe 

divergent expression of the β-ketoadipate pathway in adapted mutants, and a similar expression 

pattern in a novel putative operon likely involved in aromatic catabolism. 
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5.1.2  Introduction 

Modern, globalized society depends on a vast network of planes, trains, and automobiles 

in order to transport people and products around the earth. This accounts for 28% of all U.S. 

energy consumption, 90% of which is fueled by petrochemicals(1). The United States of 

America, the number 2 source of carbon emission by country in the world, has committed to net 

zero emissions by 2050(2). In support of this goal, the Agricultural Innovation Agenda, a USDA 

department wide effort to reduce carbon emissions and boost the use of renewable fuel sources, 

has further committed to increasing biofuel feedstock production and achieving a biofuel blend 

rate of E30 by 2050(3). This will require a substantial increase in production and usage; as of 

2022 biofuels represent only 6% of total transportation(1). Production of bioethanol is primarily 

hampered by inefficiency: lignin, which encompasses 10-25% of woody tissue mass in 

lignocellulosic biomass, is currently not utilized as a biofuel precursor, and instead often burned 

after collection(4, 5). This is primarily because lignin is a complex, heterogeneous molecule 

derived from multiple cross-linked monolignol alcohol groups, primarily p-coumaryl, coniferyl, 

and sinapyl(6). The actual composition of any particular plant stock-derived lignin is hard to 

predict and varies from species-to-species and by season(6-8). As such, degradation of lignin 

requires an energy-intensive pre-treatment process generally yielding aromatic and phenolic 

derivatives(9-12). This extensive treatment necessary, usually involving harsh treatment 

chemicals and energy, has kept lignin utilization from commercial viability due to excessive 

cost(11, 13). Hybrid depolymerization techniques involving thermochemical pre-treatment 

followed by further depolymerization using biological agents have been suggested as a method 

of lowering utilization costs(13, 14).  
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Rhodococcus opacus PD630 (hereafter referred to as R. opacus), is particularly suited for 

use in the bio-chemical conversion of lignin due to its ability to tolerate inhibitory 

compounds(15-18). Degradation gene clusters for many monoaromatics derived from lignin 

(hereafter referred to as model lignin breakdown products, or MLBPs), have been identified, as 

well as the conversion paths of each monomer through the β-ketoadipate pathway(17, 19). There 

have been attempts to adapt R. opacus spp. for increased tolerance and bioproduction on 

lignin(20). In one study, R. opacus MITXM-61, a close relative of PD630, was adaptively 

evolved on multiple lignin derived compounds, such as phenol, vanillin, as well as lignin 

itself(16). However no genetic characterization to identify causal mechanisms for tolerance 

occurred. Another group utilized a novel gene deletion/insertion system to engineer R. opacus 

for increased production of cis-cis muconate through interruption of the β-ketoadipate pathway, 

and successfully accumulated bioproduct from phenol, vanillic acid, p-hydroxybenzoate (4-

hydroxybenzoate) and lignin(21). Interruption of the β-ketoadipate pathway unfortunately 

resulted in increased sensitivity to these aromatic compounds and lignin, resulting in longer lag 

time and lower biomass. The low yield from adapted R. opacus grown on lignin, vanillin, and p-

hydroxybenzoate suggests that along with the need for a better understanding of the mechanisms 

for increased tolerance to substrate toxicity, unknown pathways for aromatic utilization exist 

which have yet been described. 

Due to its oleaginous nature, R. opacus produces triacylglyceride (TAG) carbon storage 

molecules instead of the more common polyhydroxyalkanoic acid, as much as ~44% of dry cell 

weight (DCW) when grown on aromatic carbon sources(19) and lignin deplymerized through 

multiple different methods(22, 23). Some of the genetic determinants of lipid metabolism in R. 

opacus are known: the TAG storage mediator tadA(24), and multiple wax ester synthase/DAG 
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O-acyltransferase (WS/DGATs)(25), further positioning R. opacus as a potentially effective 

chassis for bioconversion of lignin.  

Towards this eventual goal R. opacus was been successfully adapted for increased growth 

and TAG production after ~270-420 generations on a range of MLBP mixtures(19). However, 

the sparse number of acquired single nucleotide polymorphisms in each adapted mutant was 

insufficient to determine a causative genetic mechanism of adapted tolerance. The highest 

performing mutant, PVHG6, was characterized against WT for differential expression (DE) of 

the transcriptome, but an observed lack of DE in the phenolic catabolism, degradation, and 

transport gene clusters after adaption precluded the identification of a regulatory based 

mechanism which might explain the increased tolerance to MLBPs as well. 

We hypothesized that R. opacus PD630 adapted to increasingly complex phenolic 

compound mixtures as an elementary facsimile of real-world lignin would result in strains with 

increasingly similar transcriptional profiles to R. opacus grown in real-world lignin. Moreover, 

characterization of more adapted strains could aid in identifying genetic elements universally 

important for tolerance to aromatic perturbation. In this study, we expand the phenotypic 

characterization of mutants adapted to MLBP mixtures, comparing DE not only to WT, but also 

each novel genotype at higher concentrations of each MLBP mix, when the adapted tolerance 

mechanism is at its strongest effect. We confirm that PV1 and PVHG6 exhibit increased growth 

versus WT at the same concentration, and that this is due to improved utilization of vanillic acid. 

These dynamics are concentration dependent; at high concentrations of MLBPs non-permissive 

to WT growth, all evolved strains exhibit increased utilization rates, but PVH5 and PVHG6 

preferentially utilize 4-hydroxybenzoate before other carbon sources. We identify a divergent 

expression signature linking growth of PV1 and PVH5 at high concentrations of MLBPs to 
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increased expression of the β-ketoadipate pathway important for aromatic compound catabolism. 

Finally, we identify universally differentially expressed novel putative operon with an expression 

signature similar to the β-ketoadipate pathway which may play a role in tolerance to aromatic 

MLBPs.  

5.2 Results 

To contextualize compositional alterations to the R. opacus PD630 transcriptome after 

adaptation to MLBP mixtures, we compared the substrate utilization, growth rates, and 

transcriptomic expression profiles of strains adapted to 2-4 phenolic compounds: PV1 (Phenol + 

Vanillic acid), PVH5 (Phenol + Vanillic acid + 4-hydroxybenzoic acid), and PVHG6 (All 

preceding compounds + guiacol), to WT strains. We also included a condition growing each 

mutant strain at a concentration inhibitory for WT growth. This allowed us to observe adapted 

mutants in conditions in which evolved mechanisms for tolerance would be at maximum 

expression (see figure S1 for carbon source concentrations and glossary of terms).   

5.2.1 Adapted mutants display concentration-dependent aromatic catabolite 

repression, increased tolerance, and consumption 

We began by first measuring the ability of each mutant strain to grow and consume 

MLBP sources they were evolved on. We grew WT as well to determine a baseline utilization 

rate for R. opacus (figure 1a,d,g).  
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Figure 5. 1 Adapted mutants increase utilization of MLBPs. a-i. Rows designate the MLBP each strain (column) was grown in. 

The last two columns, L and H, are placeholder descriptions referring to the mutant at the WT “low” concentration and at the 

WT non-permissive “high” concentration of each MLBP. The left sided Y-axis refers to cell density as measured by optical 

density (OD600). The right-sided Y axis refers to MLBP concentration available in the supernatant over time (g/L). Salmon 

colored lines indicate the concentration over time for each aromatic compound present in the MLBP, as indicated by the symbol 

legend. The x-axis is time measured in days. 

WT co-utilized phenol and vanillic acid, utilizing more vanillic acid (figure 1a). Previous 

reports indicated R. opacus induces catabolite repression when exposed to 4-hydroxybenzoate 

and benzoate(19), preferentially degrading these compounds over phenol, vanillic acid, and 

guaiacol.  Here we see no catabolite repression of phenol and vanillic acid when fed 4 

hydroxybenzoate at the WT permissive concentration, with both WT grown in PVH and PVHG 

utilizing phenol, vanillic acid, and 4-hydroxybenzoate simultaneously (figure 1d,g). There was 

also no significant change in the concentration of guaiacol by 15 hours during WT growth in 
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PVHG, the only compound not significantly utilized by R. opacus (see Table 5.2S for all 

significance tests). 

Adapted mutants grown at the WT permissive concentration of MLBPs exhibited 

enhanced utilization characteristics, with one exception: PVH5 (figure 1e) did not increase the 

utilization of any of the aromatic compounds and had no significant change in growth rate. PV1 

(figure 5.1b) co-utilized phenol and vanillic acid but was able to increase the rate of vanillic acid 

consumption versus the ancestral strain (p value = 0.0047, Students t-test). PVHG6 also 

increased utilization of vanillic acid (p = 0.0318, Student’s t-test, figure 5.1h), resulting in both 

PV1 and PVHG growing significantly faster than WT at the same concentration (p value = 

0.0005 and p value = 0.040, respectively, Student’s t-test).  

Similar dynamics for utilization of MLBPs are observed at higher concentrations. PV1 

(figure 5.1c) exhibited an increased growth rate (p = 0.001, Student’s t-test), as well as a faster 

rate of vanillic acid utilization for (p = 0.0018, Student’s t-test). Again, PVH5 at a higher 

concentration did not increase utilization of any of the MLBPs, though it did achieve a faster 

growth rate (p = 0.0065, Student’s t-test, figure 5.1f). PVHG6-H also utilized MLBPs faster than 

PHVG-L (p = 0.001, Student’s t-test, figure 5.1i), and increased the rate of utilization for phenol 

and 4-hydroxybenzoate (p = 0.038 and p = 0.001, Student’s t-test). PVH5 and PVHG6 at low 

concentrations co-utilized phenol, vanillic acid, and 4-hydroxybenzoate, similar to WT, but when 

challenged with a higher concentration of MLBPs, preferentially utilized 4-hydroxybenzoate 

before phenol or vanillic acid. As seen previously with WT and PVHG6-L, PVHG6-H growth 

did not significant change guaiacol concentration in the media. 
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5.2.2 Adaptation changes the transcriptome of R. opacus pd630 grown in diverse 
carbon sources 

We next conducted redundancy analysis (RDA) on the first two axes of a principal 

component analysis of the 500 most highly variable transcripts to test the effects of carbon 

source and strain on the PCA coordinates of all samples (figure 5.2a).  

 

Figure 5. 2 Expression profiles of MLBP mutants do not cluster with WT grown in LBP. a. PCA analysis 

of the 500 most highly variable loci in the transcriptome. Redundancy analysis was used to generate a 

constrained ordination. The best model using the summed abundance of R. opacus KEGG pathways, 

strain, and condition as terms was estimated using stepwise permutation (999). All remaining KEGG 

pathways used as terms were then fit to the ordination (p < 0.05, envit function with 999 permutations) 

and the vectors of greatest variation for each pathway are displayed. Circles denote WT, diamonds 

denote adapted strains-L, and triangles represent adapted strains-H, and are color coded by carbon 

source. b. Evolved strain centroid distance to WT. Strain and Carbon Source were used as terms in the 

redundancy analysis. Each boxplot represents the distance between the estimated centroids distance for 

each strain to the centroid generated from WT samples grown in the same MLBPs. PVHG5 is the most 

similar to WT. c. Carbon source centroid distance to LBP. WT grown in PVHG6 is the most dissimilar to 

WT grown in LBP.  
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Both Strain (Goodness-of-fit = 0.8291 R2 and P < 0.000999, 999 permutations) and Carbon 

Source (Goodness-of-fit = 0.7098 R2 and P < 0.000999, 999 permutations) were highly 

explanatory. We next assessed the correlation between the compositional differences between all 

conditions and variation in summed KEGG pathway abundances by fitting linear trend surfaces 

of all annotated R. opacus PD630 KEGG pathways, identifying 22 significantly well explained 

by the ordination (adjusted P < 0.05 and r > 0.6).  

Many of the samples grown in the three MLBP mixtures varied along RDA2 and were 

close to fitted vectors for the benzoate and aromatic compound degradation pathways, as well as 

the phenylalanine, tyrosine, and tryptophan biosynthesis pathways. We also included comparator 

strain Glc1 (R. opacus adapted for increased growth on the simple sugar glucose) samples grown 

at Low and High concentrations, alongside WT grown in glucose. The fitted vectors for 

glycolysis/gluconeogenesis, glyoxylate and dicarboxylate metabolism, and glycine, serine, and 

threonine metabolism lay closest to samples from both the WT and adapted strain Glc1 grown in 

glucose. We next determined the chord distance between all adapted strains and the WT strain 

grown in the same MLBPs to determine whether increasing MLBP complexity resulted in 

greater expression dissimilarity compared to WT. Interestingly, we did not find a relationship 

between increasing MLBP complexity and compositional difference to WT after adaption, with 

PV1 and PVHG6 both producing a similarly high level of distance between the expression 

profiles of WT also grown in the same concentration (adjusted p > 0.05, wilcox test, figure 5.2b). 

When comparing WT grown in MLBPs to WT grown in real world LBP, WT grown in PVHG 

produced significantly higher compositional dissimilarity compared to WT grown in either 

PVH5 or PV1 (adjusted p = 0.0008 and adjusted p = 0001, wilcox test, figure 5.2c). In both cases 

the most complex MLBP, PVHG6, consistently produced large amounts of dissimilarity. 
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5.2.3 MLBP mutants display minimal evidence of a shared transcriptional state 

after adaption and divergent regulation of the β-ketoadiapate pathway at higher 

concentrations 

After observing differences in the composition of expression profiles grown on different 

carbon sources, we next identified the shared highly differentially expressed genes between WT 

and the adapted strains grown in each MLBP mixture (defined as adjusted P < 0.01 and log2 fold 

change > 2, figure 5.6S). There were only 4 shared differentially expressed genes, the tetR/acrR 

transcriptional regulator K2Z90_RS06615, a glycosyltransferase family 2 protein 

(K2Z90_RS11395), an esterase (K2Z90_RS37430), and the agmatinase speB 

(K2Z90_RS37435). Though this still represents a significant higher sharedness than is expected 

by chance (P value = 3.33e-07, exact test of multi-set intersection), there was also no shared 

enrichment of any of the MLBP degradation clusters previously identified(19) (figure 5.7S).  

To observe the effects of adaptation on the regulation of aromatic catabolism, we 

investigated differences in expression of the β-ketoadipate pathway across conditions (figure 

5.3). There was very little DE in any of the three pathway clusters between the adapted strains 

and WT, and PVH5 was the only strain which upregulated any part of the b-ketoadipate pathway 

(4/5 genes from cluster 3, figure 5.7S). PV1, though it exhibited an increased growth rate versus 

WT, significantly downregulates 4/8 genes within cluster 1. When comparing DE between the 

adapted strain at the high and low concentrations, however, a divergent expression pattern 

emerged. While PV1 and PVH5 significantly increase the expression of 14/16 and 16/16 genes 

within the pathway, PVHG6 downregulates 6/16 genes, including 3 out of the 5 genes within 

pathway cluster 3. 
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Figure 5. 3 Adapted strains display divergent expression of β-ketoadipate pathway. a. Heatmap of 

expression values for the β-ketoadipate pathway for all samples. Cell colors denote R-log transformed 

expression values. Column annotations identify Strain and Carbon Source for each sample (column). Row 

annotation bar identifies the pathway cluster each loci belongs to. Loci names are row labels  shared 

between sub-plot a and b. b. Bubblegum plot of differentially expressed loci within the β-ketoadipate 

pathway. Each column contains circles representing the differential expression of one loci within a 

comparison between an adapted strain grown at high concentration versus the adapted strain grown at a 

low concentration. Size of the circle represents adjusted p value, and color represents Deseq2 

log2foldchange values for each comparison. 
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When comparing the sets of highly differentially expressed genes between each phenolic 

MLBP mutant at low concentrations of MLBPs versus the higher concentration, we identified a 

set of 32 differentially expressed genes at the union of all sets, representing a 5.73-fold 

enrichment over expected (adjusted P = 3.362869e-13, exact test of multi-set intersection, figure 

4.4). 6 of these genes were located in a similar genomic context. Expanding the analysis to all 

DE genes (adjusted p < 0.05) revealed a contiguous set of loci which were differentially 

expressed in a similar fashion to the β-ketoadipate pathway, with PV1 and PVH5 upregulating 

the set of genes, while PVHG6 exhibited downregulation (figure 5.4).  of a putative 8-loci 

operon (K2Z90_RS17585 - K2Z90_RS17730) containing NAD(P)/FAD-dependent, SDR and 

PDR/VanB family oxidoreductases, aldehyde and acyl-CoA dehydrogenases, the putative long 

chain fatty acid-CoA ligase fadD11 (see table 5.2S for the list of 6 universally DE genes). 

Immediately after this set of genes were a set of four loci which were removed from analysis due 

to extremely low transcript counts across all samples, and the loci preceding were not 

differentially expressed in PVHG6. 
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Figure 5. 4 Set analysis identifies loci divergently expressed between adapted MLBP mutants at high 

concentrations. a. Upset plot showing the shared highly differentially expressed genes (log2foldchange > 

2 and adjusted Deseq2 p value < 0.01) between different groupings of the adapted MLBP strains. Color 

of the bar denotes the p value of the significant overrepresentation of that group within all sets versus the 

amount expected from random sampling, which is shaded in grey. Numbers floating above bars denote 

the set totals, and the dot plot below the barplot identifies the DE from each strain in the set. There were 

27 loci differentially expressed in all three adapted MLBP mutants at high concentrations, 4 of which 

were located next to each other within a novel operon. b,c. Genomic context and fold-change values of 

loci within a novel operon DE among all MLBP mutants at high concentration. Chromosomal 

coordinates of each loci within the genomic context of the novel operon, with color denoting strand. In c 
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the log2foldchange (when significant, Deseq2 adjusted p < 0.05) of each loci is displayed, and color-

coded for each strain. PV1 and PVH5, similar to the expression of the β-ketoadipate pathway (figure 3), 

significant upregulates a novel operon of genes while PVHG6 diverges from this expression signature. 

 

5.2.4 PVHG6 exhibits higher transcriptomic resilience than mutants grown on less 

complex MLBPs  

Finally, we compared the effect of increasing the concentration of each carbon source on 

the transcriptome of each adapted mutant. This was conducted by taking the chord distance 

between all mutant transcriptomes at low and high concentrations. We observed a non-linear 

relationship between increasing MLBP complexity and decreasing chord distance, with PV1 

having the greatest perturbation in expression profiles (and thus the least amount of 

transcriptomic robustness) between concentrations. PVHG6, on the other hand, exhibited the 

smallest change in expression profile during MLBP perturbation (figure S3). We observed that 

the change in dissimilarity with increasing carbon source complexity followed a power low, and 

when transformed to log space, this relationship became linear (Radj=0.93, p = 0.001): 

Equation 5.1 

� = −0.161 − 0.961� 

5.3 Materials and Methods 

5.3.1 Supernatant compound concentration analysis: 

Supernatant concentrations of chemicals were determined as described: 

Phenol only  

Phenol concentration was determined via UV-Vis spectroscopy by monitoring supernatant 

absorbance at 270 nm. 
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Glucose only  

Glucose concentration in the supernatant was measured using an HK glucose kit purchased from 

Sigma Aldrich (part number GAHK20-1KT). 

PV and PVH 

Phenol, vanillic acid, and 4-hydroxybenzoate concentrations were measured using an Agilent 

5977C GC-MS with a polysiloxane column, using a temperature ramp curve of 200 to 315 °C 

over 55 minutes. 

PVHG  

Supernatants were derivatized with methyl chloroformate (MCF) using a procedure outlined in 

the literature(26) and subsequently tested using GC-MS. 

5.3.2 Strains and DNA manipulation  

R. opacus PD630 (DSMZ 44193) was used as the WT strain. PV1, PVH5, PVHG6, and Glc1 

were all generated from previous work(19). 

5.3.2 Growth assay biomass measurement:  

Carbohydrate extraction  

10 mg of dry cells were hydrolyzed at 98 °C for 3 h using 3 mL of 2.5 N HCl, and then 

neutralized with solid sodium carbonate. The sample was diluted to 10 mL and centrifuged. The 

supernatant was then diluted 10:1 and 1 mL 5 wt% (w:v) phenol solution was added to the 

supernatant, followed by 5 mL of 96% sulfuric acid. The sample was shaken for 10 minutes and 

placed on a heating block at 30 °C for 20 more minutes. The color was measured at 490 nm, and 

total carbohydrate content was calculated using a calibration curve. 
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Lipid extraction  

Lipid extraction, purification, and measurement was conducted using the Bligh and Dyer 

method(27). 

Protein analysis  

5 mg of frozen dry cells were sent to the University of California-Davis for amino acid 

concentration measurement. Cell samples were hydrolyzed using 200 μL of 6 N HCl and 1% 

phenol at 110 °C for 24 h. The hydrolyzed sample was dried and redissolved in NorLeu dilution 

buffer to 20 mL. The redissolved sample was vortexed, spun down, and 50 μL was injected into 

an L-8800 AAA Hitachi High-Speed Amino Acid Analyzer. 

5.3.3 R. opacus PD630 culture conditions: 

Strains of Rhodococcus opacus PD630 were grown at 30°C and centrifuged at 250 rpm. Seed 

cultures from single isolates were grown in 0.2 g/L each phenol, vanillic acid, 4-

hydroxybenzoate, guaiacol, and benzoate with 1 g/L (NH4)2SO4 as a nitrogen source. Growth 

assays were conducted by adding 45 mL of Greasham media was to 5 mL of each MLBP or 

glucose solution, and balancing pH to ~7.2 with 2 M NaOH and 1 N HCl. Wet cell weight was 

determined using cell culture optical absorbance at 600 nm (OD600). 

3.3.4 RNA extraction and rRNA depletion:  

RNA extraction proceeded as previously described(19). Briefly, RNA was extracted using the 

RNA MiniPrep kit (Zymo Research) and treated with two doses of TURBO DNase I (Ambion) 

for 30 minutes at 37C to remove DNA contamination. DNase-treated RNA was then cleaned 

using the RNA Clean & Concentrator Kit (Zymo Research), and then tested for DNA 

contamination by PCR amplification using intergenic primers. Any samples with distinct bands 
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after PCR were digested and cleaned again until no DNA was detected. Total RNA concentration 

was quantified using a NanoVue Plus spectrophotometer and rRNA was depleted using the 

Bacterial Ribo-Zero rRNA removal kit (Illumina). mRNA was converted to cDNA and barcoded 

using previously described methods(17). cDNA samples were then pooled in equimolar ratios, 

diluted in nuclease-free water to a final concentration of 10nM for sequencing. 

5.3.5 Sequencing Library Preparation and Transcriptomic Analysis: 

A 20 uL equimolar mix of cDNA samples were submitted for sequencing at the Center for 

Genome Sciences and Systems Biology in Washington University in St. Louis School of 

Medicine. Samples were single-end sequenced (1x75bp) using the Illumina Hi-Seq 2500 System.  

After demultiplexing, raw reads were trimmed using trimmomatic(28) using the standard settings 

and the CROP length of 75bp. Samples with more than 15 million trimmed reads were 

subsampled using seqtk(29), and then mapped to a bowtie2 library built off the ASM2054278v1 

R. opacus reference (Refseq assembly GCF_020542785.1)(30), sorted and indexed. Expression 

counts were calculated for each genetic loci using featureCounts(31) and imported into R(32) for 

statistical analysis and visualization. Differential gene expression analysis was performed using 

DESeq2(33). Redundancy analysis was performed using vegan(34) and biodiversityR(35). 

Heatmaps were generated in R using pheatmap(36), and set enrichment and plotting was 

conducted using SuperExactTest(37) in R. Visualizations were created using ggplot2(38). 

5.4 Discussion 

Adapting microbial chassis for increased tolerance to toxic substrate is a longstanding goal 

towards lignin valorization(16, 17, 19). The heterogeneity of lignin structure over time and plant 

stock, along with the intensive pre-treatment procedures, prohibited us from directly utilizing 
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lignin for bacterial adaption. Adapting R. opacus to MLBPs allows us insight into the 

mechanisms behind aromatic tolerance, and the effect of adaptation on its ability to exhibit 

resilience to further environmental perturbation. Given that each mutant was adapted over a 

similar timeframe, this further provides an opportunity to observe the effect of carbon compound 

complexity on the ability of R. opacus to adapt.  

Adaption implies improvement, and in this case, we observe an increase in growth rate and 

utilization over WT for PV1 and PVHG6. Interestingly, PVH5 does not increase growth rate or 

utilization of phenol, vanillic acid, or 4-hydroxybenzoate, even though PVH5 is the only strain 

which upregulates the β-ketoadipate pathway (cluster 3) versus WT. Cluster three is involved in 

catabolism of phenol, versus cluster 1 which catabolizes vanillic acid and 4-hydroxybenzoate. 

PVH5 thus adapted to increased concentrations of phenol by upregulating the phenolic 

catabolism cluster of the β-ketoadipate pathway. This is in sharp contrast to PV1 and PVH5, 

which significantly increase the utilization rate of vanillic acid over WT. Recent work confirmed 

that R. opacus converts about 92%(mol/mol) of the conjugate base vanillate to muconic acid via 

the β-ketoadipate pathway(39), and further work is needed to determine whether the increases in 

utilization rate of vanillic acid result in increased conversion rates.  

At higher concentrations that PVH5 and PVHG6 preferentially utilize 4-hydroxybenzoate, a 

characteristic not detected at lower concentrations. Catabolite repression in Rhodococcus opacus 

has been observed previously for benzoate(40), phthalate(40), 4-methoxybenzoate(41), and WT 

and PVHG6 both exhibited 4-hydroxybenzoic acid preference when grown at 2.5 g/L total 

aromatics(19). This is a substantially higher concentration of total aromatics than the WT 

permissive concentrations for PVH and PVHG in this study (1.5 g/L for both, see Figure 5.5S), 

but less than the high concentration (3.75 and 4.5 g/L respectively). Evolutionary theory suggests 



246 
 

that catabolite repression occurs when a bacterium faces a resource allocation trade-off between 

singular and multiple enzyme production(42). We see no evidence of this in the expression of the 

degradation clusters for each aromatic carbon source, and the entire β-ketoadipate pathway was 

upregulated in PVH5, which would indicate catabolite repression is occurring outside 

expressional regulation.   

We expected that after adaptation to extreme concentrations of MLBP’s, growing the adapted 

strain at a lower, WT-permissive concentration would result in minimal perturbation between 

WT and mutant expression profiles. This was observed for PVH5, which produced a 

transcriptional state at low concentrations which was compositionally more similar to the 

ancestral strain than either PV1 or PVHG6, with fewer than 100 highly differentially expressed 

genes compared to WT grown in PVH. PVHG6 samples grown at the high concentration was 

more dissimilar to the ancestral strain grown in PVHG as well as in lignin. This suggests that the 

method of tolerance for the new transcriptome state of PVHG6 after adaptation is permanent, 

resulting in constitutive activation of genetic tolerance elements even at a low concentration. We 

observe this again when comparing the resilience of the adapted state to increased concentration: 

the PVHG6 strain produced the least amount of compositional dissimilarity. This relationship 

between the increase in MLBP complexity and difference in compositional profile at a higher 

concentration in adapted mutants followed a power law(43). We can conclude that the changes 

which occur during adaptation to increasingly complex carbon sources result in entrenchment of 

alterations to gene expression. Thus, the mutant becomes increasingly less able to return to an 

ancestral state, presumably as more alterations to metabolism and genetic regulation occur. 

As expected, we observed that adapted mutants PVH5 and PV1 at high concentrations correlated 

with increases in the aromatic and benzoate degradation pathways. We further detected 
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upregulation of the b-ketoadipate pathway in PV1 and PVH5 mutants at high concentrations; 

direct confirmation that tolerance to high concentrations after adaption results in mutants in 

“tunable” expression of the aromatic utilization pathway(44). PVHG6 grown in both low and 

high concentrations of the most complex MLBP does not exhibit this behavior. Instead, it 

diverges from the expression profiles of PV1 and PVH5 and is unable to increase expression of 

the b-ketoadipate pathway at high concentrations. This could be evidence for PVHG6 utilizing a 

different method of adaption to high concentrations; alternatively, it is also possible that the high 

PVHG concentration was closer to the minimum inhibitory concentration as it was a higher 

concentration of total aromatics than either PV-H or PVH-H. Regardless, this is confirmation of 

a subtle interplay between the straight-forward relationship between carbon mixture complexity 

and resilience after adaption, and evidence of divergent expression after adaption. 

Even more surprisingly, WT grown on LBP exhibits limited expression of pathway clusters 2 or 

3. These pathways make up the catechol branch of the β-ketoadipate pathway, and are 

responsible for the utilization of phenol, benzoate, and guaiacol. This suggests that WT on LBP 

is not utilizing phenol, either due to its absence or the presence of a less recalcitrant food source. 

Or perhaps there are other aromatic catabolism pathways within the R. opacus genome which are 

not known. There is already some evidence of this: Cai et al. observed only a 0.10%±0.02 g/g 

cis-cis muconate yield when R. opacus engineered without a fully functional β-ketoadipate 

pathway was grown on vanillin, and they attributed this to unknown auxiliary utilization 

pathways(21). We observe divergent expression in a novel energy operon for all three MLBP 

mutants, suggesting it may be directly related to adaptation to aromatic carbon sources. Genes 

with similar annotations have been identified and described in Rhodococcus: 2 aromatic 

hydrolases specific to the meta-cleavage of ethylbenzene have been identified in R. opacus RHAI 
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and a PDR/vanB family oxidoreductase is responsible for the conversion of vanillin to 

catechol(45). It is puzzling that PVHG6 downregulates the β-ketoadipate pathway as well as this 

novel operon, and further work is needed in order to elucidate the exact mechanisms by which 

these different adaptive strategies result in increased tolerance. 

Information on the adaptive trajectories of R. opacus PD630 after adaptation to extreme 

environments is generally informative, but a definition of the adapted transcriptional state when 

grown in real world LBP is needed to contextualize these findings. Due to experimental 

complexity, we were unable to grow each adapted mutant in lignin, or to generate a mutant 

adapted on real world lignin. This meant we were unable to directly test whether adaption to 

increasingly complex MLBPs provides added tolerance in PVHG6 versus PV1. Instead, we 

observed that the WT R. opacus transcriptional state in complex MLBP mixtures does not result 

in increased compositional similarity to R. opacus PD630 grown in real world lignin. Indeed, we 

find no clear relationship between model compound mixture complexity and compositional 

similarity to WT-LBP expression profiles. Aromatic compound degradation clusters and the b-

ketoadipate pathway, both necessary for growth on MLBPs, are largely not expressed at similar 

levels when grown on LBP. This is surprising, given that each of the phenolic compounds used 

in the adaptation study: phenol, vanillic acid, 4-hydroxybenzoate, and guaicol, can be present in 

real-world lignin breakdown products, along with a myriad range of ketones, alcohols, esters, 

and other aromatics. These data call into question the validity of the proposed model that 

adaptation to increasingly complex lignin-like carbon sources will yield mutants with increased 

utilization on real-world lignin(19). There was no apparent relationship between MLBP 

complexity and similarity to the WT-LBP transcriptome. Further work is needed to integrate this 
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observation into a coherent understanding of a relationship between tolerance and carbon source 

complexity in R. opacus. 

In this study, we compare WT expression profiles in MLBPs to WT grown in LBP, as 

well as to each adapted strain, to better contextualize the different transcriptional states required 

for MBLP versus LBP utilization and the adaption trajectories of each mutant. We identify 

increased utilization of vanillic acid as important for the increased growth of adapted R. opacus, 

but not all adapted strains. This heterogeneity in utilization is seen repeatedly in the analysis of 

the transcriptomic profiles of adapted strains grown on MLBPs. Along with a lack of a consistent 

relationship between increasing MLBP complexity and similarity to WT grown in MLBPs or 

real-world lignin, it is likely that multiple strategies for aromatic tolerance have been adapted. In 

multiple strains, the ability to survive at high concentrations of aromatic monomers is dependent 

on increased expression of the β-ketoadipate pathway but may also rely on the activation of 

novel genetic loci, a subject for future work. In this study we demonstrate the utility of top-down 

screens and identify shared mechanisms in R. opacus for tolerance and adaption to aromatics. 
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5.5 Appendix (Supplemental Material) 

5.5.1 Tables 
Table 5. 1S Loci differentially expressed by all MLBP mutants at high concentrations 

Annotation Locus Tag 

metal-dependent hydrolase  K2Z90_RS17595 

PDR/VanB family oxidoreductase  K2Z90_RS17600 

aldehyde dehydrogenase family protein  K2Z90_RS17610 

SDR family oxidoreductase  K2Z90_RS17615 

acyl-CoA dehydrogenase family protein  K2Z90_RS17625 

hypothetical protein  K2Z90_RS17630 
 

5.5.2 Figures 

 

Figure 5. 5S Experimental Design and glossary of terms. Graphical Layout of the carbon source mixtures 

and concentrations used for all growth and consumption experiments. Measurements are in g/L of total 

aromatics (or in the case of glucose, sugars) in the media at the introduction of R. opacus culture. WT 

and mutant-L conditions were grown at the same concentration, while the mutant-H conditions were 

grown at a higher concentration of total aromatics non-permissive to WT growth. The glossary identifies 

the letter symbols used for referring to the different combinations of aromatic carbon mixtures. 
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Figure 5. 6S Differential expression of the β-ketoadipate pathway and aromatic degradation clusters in 

evolved mutants versus WT. a. Heatmap of the differentially expressed loci in the β-ketoadipate pathway. 

Columns represent log2foldchange values from Deseq2 for MLBP evolved mutants compared to WT R. 

opacus grown at the same mixture concentration. Row annotations denote the different pathway clusters 

each loci belong to. Grey cells are loci which were not significantly expressed (Deseq2 adjusted p value 

< 0.05), while blue and red represent under- and over- expression compared to WT. PVH5 is the only 

strain which overexpresses genes within the β-ketoadipate pathway, overexpressing a majority of cluster 

3. b. Heatmap of differential expression of the aromatic degradation clusters in MLBP mutants versus WT 

grown at the same concentration. Grey, blue, and red cells represent the same values as in a. Row 

annotations denote the aromatic carbon source degradation cluster each loci is associated with. There 

are no upregulated genes in this cluster for any of the mutant strains. 
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Figure 5. 7 Set analysis identifies loci divergently expressed between adapted MLBP mutants at low 

concentrations. Upset plot showing the shared highly differentially expressed genes (log2foldchange > 2 

and adjusted Deseq2 p value < 0.01) between different groupings of the adapted MLBP strains. Color of 

the bar denotes the p value of the significant overrepresentation of that group within all sets versus the 

amount expected from random sampling, which is shaded in grey. Numbers floating above bars denote 

the set totals, and the dot plot below the barplot identifies the DE from each strain in the set. There were 

4 loci differentially expressed in all three adapted MLBP mutants at low concentrations. 
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Figure 5. 8S PVHG6 exhibits transcriptomic resiliency when challenged with increased concentrations of MLBPs.  
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Chapter 6:  

Conclusions 

 “Micro”-biology implies diminutive, which is a misnomer. The multiple scales of 

organization and structure that produce life and community for bacteria are as important as they 

are in the largest organisms. In each chapter of this dissertation, I induce some change in 

microbes (either through their environment or genome) and using muti-omic techniques describe 

the methods bacteria use to recover or adapt.  

The gut microbiome, beyond some initial characterization of population structure, is 

usually studied through the lens of illness and dysbiosis. During the past decade we have 

witnessed an explosion of literature attempting to link gut dysbiosis to other, more characterized 

diseases, such as Alzheimer’s or cancers of the gastrointestinal tract. To me, this smacks of “the 

cart before the horse”. How can we link dysbiosis to disease when the factors that pre-dispose a 

microbiome to dysbiosis are not well known? We know that some antimicrobials can cause 

dysbiosis, but is this a universal trait of pharmaceuticals? Similarly, can we identify 

individualized effects of antimicrobial perturbation and use that to detect individuals at greater 

risk for dysbiosis?  

In Chapter 2 of my dissertation, I use metagenomic sequence analysis of experimentally 

perturbed microbiomes to answer these questions. It was of critical importance during the study 

development that we selected healthy volunteers with no antibiotic treatment in the last 6 

months, as there is evidence that frequent repeated exposure to antimicrobials can produce 
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individualized changes and incomplete recovery(1). This resulted in 20 volunteers producing 289 

stool samples before, during, and after treatment with 4 different antibiotics which were 

processed into whole shotgun metagenome sequences and for a subset, semi-quantitative culture 

for estimation of fecundity(2). After antibiotic treatment, there were universal signs of decreased 

species richness and colony forming units, which are consistent with previous reports identifying 

perturbation by antibiotics in healthy microbiomes(1, 3). However, we also identified antibiotic 

specific effects on the composition of volunteer microbiomes, with treatments producing a 

selection effect resulting in greater intertreatment dispersion between volunteers given 

Cefpodoxime (CPD) and Cefpodoxime with Azithromycin (CPD+AZM) and volunteers given 

Levofloxacin (LVX) or Azithromycin (AZM) alone. This has one primary consequence: An 

acute drop in species richness and enrichment of taxa able to escape the effects of treatment. 

Cefpodoxime enriches for the Bacteriodetes phylum, of which many species are intrinsically 

resistant to β-lactams(4). Critically though, we observe no effects of these groupings on recovery 

time. The process by which species re-colonize the microbiome after antibiotic perturbation is 

not related to the re-organization that occurs acutely, and analysis of the compositional variance 

between these groups on the last day of the study (185) confirmed no dissimilarity such as what 

was seen immediately after antibiotic treatment. Given these data, bacterial recolonization is 

likely affected instead by the environment and diet of the individual. Previous experimental work 

in animal models observed similar effects of environment and diet on the recovery of human 

microbiota, as well as altered recovery processes based on dietary fiber supplementation(5). 

Future work experimentally validating this last observation in human volunteers could lead to the 

development of antibiotic co-therapies to less acute effects on the gut microbiome.  
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 Recovery was instead most strongly affected by a different treatment grouping: 

volunteers given azithromycin were delayed in recovery of species richness. This ~5 day delay is 

similar in length to the bioavailability of azithromycin, and is markedly longer than any of the 

other treatments(6-8). While azithromycin did not prevent volunteers from attaining a similar 

average number of species, it significantly increased the time it took, and the compositional 

distance traveled to get there. This means that azithromycin treatment results in volunteer gut 

microbiomes inhabiting these “intermediate states” for longer. The effects of this observation on 

overall human health are unclear, but it is possible that this could result in a longer period of 

instability during recovery; essentially keeping the door open for invasion by pathogens or 

pathobionts longer. 

 When microbiomes recovered, I observed strong evidence of community re-organization 

resulting in functional enrichment of antibiotic resistance in most, but not all, treatments. 

Levofloxacin did not significantly increase resistance burden, and this is most likely due to the 

most common form of resistance being mediated by single nucleotide polymorphisms instead of 

genes(9). Two resistance genes that increased significantly in the other treatments encoded 

resistance to tetracycline, which was not administered in this study. Taken together with the 

evidence of acute selection and community reorganization, this points to an unsettling 

conclusion: after antibiotic treatment the community reorganization that occurs is largely 

favorable to the entrenchment of broadly antibiotic resistant bacteria.  

 Finally, by connecting a volunteer’s stool samples through principal component space, 

we were able to identify three volunteer microbiomes which underwent drastic changes in 

composition and diversity, eventually ending the study compositionally similar to microbiomes 

from critically ill ICU patients. These volunteers came from different treatments, which confirms 
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that while we do observe treatment-specific effects, there is no evidence for increased risk of 

microbiome dysbiosis by treatment. Instead, this points to individualized effects of antibiotic 

treatment on the dynamics of microbiome recovery, and we find support within the literature for 

this deduction (1, 10). Lloyd-Price et. al proposes modeling these dynamics as the movement of 

a ball across a stability landscape, where areas of health are represented as local minima(11). The 

ball (microbiome) normally rests within a healthy minima, and day to day variations in 

taxonomic and functional composition are minimal enough to keep the ball from being displaced. 

Antibiotic perturbation pushes the ball up out of the healthy minima, at which point the ball can 

exhibit resilience and return to a new local minima of health, or become associated with a local 

area minima of disease, and is unable to easily return to a healthy state. Using this framework, 

after antibiotic perturbation all 20 volunteer microbiomes are pushed out of the “healthy” state 

they were previously defined by and move through PCA space. Most volunteer microbiomes we 

tracked eventually return to a location within the original area of the PCA the healthy volunteer 

microbiomes started in. The three “ill-like” individuals do not, and instead inhabit the PCA space 

defined by the ICU microbiomes. I believe our data to be a confirmation of the validity of the 

model for microbiome dynamics mentioned by Lloyd-Price, though the small sample size of our 

study requires larger-scale follow up to fully characterize this phenomenon. Regardless, I believe 

that these data are an important step towards designing larger scale studies to expand the number 

of tested antibiotics, and alongside experimental modulation of diet, to test for interaction 

between microbiome recovery and diet in humans. With this work, I expand the scientific 

community’s knowledge of the dynamics of gut microbiome remodeling and recovery in healthy 

volunteers and inform the design of future studies. 
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The work I conducted in chapter 2 of this dissertation is another experimental 

perturbation of the bacterial cell, though smaller in ecological scale. Altering E. coli for novel 

fatty acid composition is becoming a well-established field, yet the fundamental aspects of 

altering the phospholipid membrane (considered one of the most important components of the 

cell) are often overlooked in pursuit of producing a strain ready for commercialization. I utilized 

transcriptomic profiling of 4 bacterial strains to identify evidence of perturbation in E. coli 

during the generation of the novel DUFAs. Though the unsaturated FAs used in this study differ 

from saturated FAs by the addition of one or two double bonds, their overproduction has broad 

implications on the structure, fluidity, and packing of the membrane. Not surprisingly, 

phenotypic characterizations of strains overproducing UFAs and DUFAs revealed large 

decreases in metabolic activity in many environmental conditions, while cyclopropane FAs 

(CFA) and internally branched-chain fatty acids (IBFA) were largely able to reduce effects on 

metabolism.  

Interestingly though, this pattern was not seen when comparing growth rates, or 

transcriptional profiles. This indicates that the detrimental effects of UFA production are not due 

to altered transcriptional regulation or energy demand, but rather by changes to membrane 

structure. The DUFA producing strain alone created large scale perturbations to the 

transcriptome, resulting in high differential expression of almost 400 genes. As further evidenced 

by over 20 differentially expressed genetic regulatory genes, multiple regulatory regimes were 

altered. Induction of the mar and sox stress-related regulons indicate a heightened general stress 

response. Increased expression of iron-sulfur cluster containing proteins and iron-starvation can 

activate these genetic programs(12, 13), and we observe increased expression of the fur regulon. 

Increased iron-acquisition is likely necessary for our method of DUFA production which 
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requires overexpression of a novel ferredoxin. When taken together, the negative phenotypic and 

transcriptional alterations seen in DUFA signify multiple areas for further engineering. Deletion 

of rhyB, a small RNA which regulates fur itself can potentially thread the needle, eliminating fur 

induced restraints on central metabolism while still increasing expression of iron acquisition and 

utilization systems. By characterizing the phenotypic and transcriptomic alterations induced 

during the creation of novel phospholipid compositions I add important context to our 

knowledge of off-target effects of synthetic design on the bacterial chassis. 

We are living in a warming world. Global climate change is, and will continue to be, the 

greatest challenge of our lifetimes(14). Microbial bioproduction is a promising avenue for 

degrading current waste streams into value added chemicals, but is hampered by production 

inefficiency due to low natural utilization rates and substrate tolerance(15).  Developing the 

Rhodococcus opacus PD630 chassis for greater utilization and tolerance on aromatic compounds 

will have a real impact on future methods for biofuel generation(16). In chapters 4 and 5 of my 

dissertation I use two different methods of bioengineering – evolutionary adaption and rational 

design – to identify regulatory mechanisms in R. opacus important for aromatic tolerance and 

lipid synthesis. The direct mechanisms for each of these have already been identified in R. 

opacus; and there is consensus in the field that future increases in either carbon storage molecule 

production or aromatic tolerance will entail modifying multiple metabolic pathways and 

balancing the resources shared between them(17, 18). This will almost certainly result in off 

target effects to metabolism and necessitate deeper multi-omic characterization to identify 

solutions. Towards a deeper characterization of the secondary mechanisms of regulating fatty 

acid content in R. opacus, we identified 3 novel regulators of fatty acid content, none of which 

were annotated as being related to fatty acid biosynthesis. Importantly, the normal metabolic 
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requirement for limited resources was circumvented by these novel regulatory elements, which 

successfully increased fatty acid content in nitrogen replete environments. Compositional 

analysis of the transcriptomic effects of each regulator revealed that ATR 13 and ATR 20, 

seemingly independent of one another, produced a similar response when grown in either phenol. 

This involved increasing expression of phenol catabolism and protein synthesis genes, as well as 

upregulation of multiple cofactor biosynthesis pathways. The importance of balancing the 

requirement for cellular resources is becoming more and more apparent in biological 

engineering(17, 19), and we can reasonably conclude that ATR13 increases phenolic catabolism 

via augmenting demand for available cell resources. 

Strain 13, the strain with the highest lipid production titers, overexpresses the negative 

regulator of the phenylacetic acid (paa) degradation pathway. Further analysis of upstream 

components of phenylalanine metabolism uncovered a complicated regulatory mechanism 

requiring the activity of feaR, the phenylethylamine (pea) promoter. Pea degradation is directly 

upstream of the paa pathway, indicating that production of paa, but not degradation, is important 

for increased fatty acid synthesis. Future experiments interrogating this method for increasing 

carbon storage in nutrient replete conditions are necessary and will require identifying the 

mechanistic link between paa degradation and phenolic catabolism. Given the structural 

similarities between components of the paa and β-ketoadipate pathway (the main pathway for 

integrating aromatic degradation products into central metabolism), I hypothesize that 

uncoupling paa degradation allows for cofactor reallocation to phenolic degradation and 

catabolism. 

Any future biofuel production using R. opacus as a chassis will need to overcome the 

toxicity of lignin breakdown products, which tend to degrade into aromatic and phenolic 
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derivatives(20, 21). The R. opacus degradation and utilization pathways for aromatic compounds 

are known(22-24), and strains have been successfully evolved for increased tolerance to model 

aromatic compounds found in lignin breakdown products(22). Previous work attempted to 

uncover the regulatory mechanisms responsible for increased tolerance(22). Transcriptomic 

analysis of the evolved strain producing the highest lipid titers was unable to identify differential 

expression in any of the aromatic catabolism pathways, and thus deeper characterization of the 

transcriptional differences after adaptation were required. To address this, I conducted RNA 

expression profiling of 3 strains adaptively evolved for increased tolerance to mixtures of 

aromatic lignin breakdown products (LBPs).  

By analyzing the expression of each mutant challenged at a high concentration of 

MLBPs, I was finally able to observe differential expression of the β-ketoadipate pathway. 

Importantly, PVHG6, the strain adapted to the most complex MLBP did not upregulate the 

pathway as PV1 and PVH5 did, but instead appeared to partially decrease expression. This same 

divergence in expression was identified in a putative energy/lipid metabolism operon which was 

differentially expressed in all three strains. Similar divergent expression patterns have been 

detected in closely Burkholderia species after adaption to different niche requirements(25); we 

can conclude that divergent expression identified here in R. opacus strains is directly related to 

the adaption strategies employed by the different strains. Future work is needed to investigate the 

function of this set of genes, and to clarify the role downregulating the β-ketoadipate pathway 

plays in PVHG6’s increased tolerance.  

I hypothesized that growing R. opacus on increasingly complex mixtures of LBP 

(MLBPs) would result in transcriptional profiles compositionally similar to R. opacus grown in 

LBP; furthermore, adapted strains would be even more similar. Using WT R. opacus grown in 



265 
 

LBP as a direct comparison, I was able to refute this hypothesis: There was no appreciable 

relationship between increasing MLBP complexity and compositional similarity to WT grown in 

LBP. R. opacus grown in LBP also exhibited markedly different expression levels of the 

aromatic degradation and funneling pathways, indicating that adapting to growth on aromatics as 

sole carbon sources is not representative of the metabolic requirements when grown on real 

world lignin. This is an important negative result, as we can re-allocate resources away from 

adapting R. opacus on model LBPs and towards transcriptomic characterization of mutants 

adapted on real world lignin(26). 

Overall, I conclude that “antibiotic scarring” after treatment with antibiotics occurs in the 

healthy human microbiome (chapter 2). Though antibiotic scarring may be unfelt by the host, it 

permanently alters the composition and resistome of the gut microbial community, and some 

individuals are primed for increased effects. Refocusing to the cellular level, I find that altering 

the composition of the phospholipid membrane results in a large off-target transcriptional 

response due to increased resource requirements (chapter 3). Similarly, successful reallocation of 

cellular resources and transcriptional remodeling results in increased lipid production in R. 

opacus (chapter 4). As we work to increase lignin tolerance in R. opacus (chapter 5), we must 

refocus our efforts away from model lignin breakdown products, which produce adaptation not 

representative of growth on real world lignin. 
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