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To perform the most relevant structural studies on biological systems, experiments need to be 

carried out when the target proteins are in their endogenous cellular environment. Nuclear 

magnetic resonance (NMR) is well-suited to probe the structure and dynamics of a wide variety 

of systems, including biologically relevant proteins. However, NMR suffers from an inherent 

lack of sensitivity. Dynamic nuclear polarization (DNP) NMR is a powerful technique that is 

used to enhance NMR sensitivity by transferring the greater polarization of exogenously doped 

electron spins to nuclear spins of interest though the use of a high-power microwave source. 

Solid effect radicals offer the advantage of being able to be decoupled from nuclear spins with 

current frequency-agility technology with a technique known as electron decoupling, 

improving the sensitivity and resolution of DNP NMR. Similarly, frequency-chirped 

microwaves over the polarization period are shown to enhance the sensitivity of cross effect 

radicals beyond that which is achievable with conventional continuous wave DNP. Both of 

these new techniques are shown to be applicable in biologically relevant environments such as 

intact human cells and cellular lysates. Improving even further upon these sensitivity 

enhancements will advance the experimental studies of protein kinase c-δ (PKC-δ). Molecular 

dynamics simulations of the C1b regulatory domain of PKC-δ complexed with various 
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modulators suggest protein-cholesterol interactions play an important role in differentiating the 

effect of two PKC modulators: phorbol 13-acetate and bryostatin-1. With improved DNP NMR 

sensitivity, these preliminary in silico results can be tested in vivo.
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Chapter 1: Introduction 

 
1.1 Nuclear Magnetic Resonance 
Nuclear magnetic resonance (NMR) is a widely used technique with applications to the study of 

molecular structure and dynamics in many fields, including pharmacology, materials, and 

biology1–4. NMR relies on the manipulation and detection of nuclear spins as they interact with 

each other and with external magnetic fields. The external magnetic field imposes a net spin 

polarization, and applied magnetic fields with radio-frequency irradiation can manipulate the spins 

further2,5. Interactions of the nuclei with their chemical environment will influence how they 

respond to the applied RF irradiation, and thus provide information about the system.  

1.2 Solid State Nuclear Magnetic Resonance 

1.2.1 Magic Angle Spinning 
Solution NMR utilizes natural molecular tumbling to average out anisotropic interactions between 

atoms to produce narrow resonances. However, samples in the solid state do not have molecular 

tumbling to the extent of solution samples, and thus the anisotropic interactions lead to broad 

resonances. To average out these anisotropic interactions in the solid state, magic angle spinning 

(MAS) is employed. For this technique, the samples are spun rapidly at the “magic angle” of 54.74° 

relative to the external magnetic field. This “magic” number is used because anisotropic terms an 

angular dependence proportional to (1-3cos2θ), where θ is the angle between the rotor axis and the 

external magnetic field. When θ = 54.74°, this term becomes 0 and thus the anisotropic terms are 

averaged out6,7. The higher the spinning frequency, the narrower the resonances become8–10. While 

MAS does help to improve spectral resolution, NMR still suffers from a distinct lack of 

sensitivity11–15. 
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1.2.2 Equilibrium Polarization from Boltzmann Statistics 
Unfortunately, the major drawback for NMR is its inherently low sensitivity. This deficiency is 

brought about by the fact that the nuclear spin energy splitting in an external magnetic field are 

relatively small when compared to the thermal energy that is typically present16,17. One method for 

improving sensitivity is to decrease the sample temperature. The polarization of spins in a magnetic 

field is described by Boltzmann statistics with the following equation: 

P = tanh(γħB0/2TkB) 

Where P denotes the polarization, γ is the gyromagnetic ratio of the nucleus, ħ is the reduced 

Planck’s constant, B0 is the external magnetic field, T is the temperature, and kB is Boltzmann’s 

constant18. As can be seen, the polarization is inversely related to the temperature, so decreasing 

the temperature will increase the polarization of the nuclei, garnering more sensitivity. To put this 

into perspective, decreasing the temperature form 300 K (room temperature) to 6 K improves 

sensitivity by a factor of 42.  

Along with an inverse relationship with sample temperature, the polarization is also directly related 

to the external magnetic field and the gyromagnetic ratio of the particles. As such, another method 

for increasing the polarization, and thus the resolution, is performing the experiments at a higher 

magnetic field. The sensitivity can also be improved by using higher γ spins. For instance, protons 

have a gyromagnetic ratio four times greater than carbon, so polarization from the proton spins are 

commonly transferred to the carbon spins via cross polarization to improve the sensitivity of 13C 

NMR. Similarly, a mechanism for transferring polarization from electron spins, which have a 

gyromagnetic ration 657 times greater than protons, known as dynamic nuclear polarization (DNP) 

is described below1,13,19. 
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1.2.3 Dynamic Nuclear Polarization 
Another technique capable of overcoming this poor sensitivity is dynamic nuclear polarization 

(DNP). For DNP, a stable radical known as a polarizing agent is exogenously doped into the 

sample12,15,20,21. When the sample is irradiated with the correct frequency of microwaves, the 

strong electron-nuclear hyperfine interactions enable the transfer of the highly-polarized electron 

spins to the nuclear spins of interest. This polarization transfer greatly increases the sensitivity of 

NMR9. Since the electron gyromagnetic ratio is 657 times greater than that for protons, the 

maximum theoretical increase in sensitivity is an enhancement of 6571,13,19. 

1.2.3.1 DNP Mechanisms 

Two DNP transfer mechanisms used in this dissertation are the solid effect, utilizing a “narrow-

line radical”, and the cross effect, using a “broad-line radical”. In the solid effect, the microwave 

frequency is set to a “matching condition” that is one nuclear Larmor frequency (γB0) away from 

the electron’s resonance frequency. These microwaves then facilitate polarization transfer via a 

forbidden transition that causes the electron and nucleus to flip simultaneously, leading to 

increased nuclear polarization. The enhancement afforded by the solid effect scales with 1/B0
2. In 

the cross effect, DNP transfer is facilitated by saturating a spin packet of electrons. An electron in 

this spin packet will then undergo spin transitions along with one nuclear spin and an electron spin 

from another spin packet1,22. One advantage the cross effect has over the solid effect is that the 

enhancement it yields is predicted to only scale with 1/B0, and is thus more applicable at higher 

fields. 

1.2.3.2 DNP Polarizing Agents 

Different types of polarizing agents are used to optimally utilize the DNP mechanisms described 

above. The solid effect relies on so-called “narrow line” radicals whose EPR linewidths are 

narrower than the Larmor frequency of the nuclei that are intended to be polarized. One commonly 
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used solid effect radical is known as the trityl Finland radical11,12,19. This thesis also uses a newly 

synthesized methylated trityl radical: Trityl-Me3N
21. “Broad line” radicals, which have EPR 

linewidths greater than the nuclear Larmor frequency, are used to facilitate DNP transfer via the 

cross effect mechanism11. Cross effect radicals used in this dissertation include AMUPol, a 

biradical that contains two tethered nitroxide radicals, and TEMTriPol-1, which contains a 

nitroxide radical tethered to a trityl radical. 

1.2.4 Electron Decoupling 
Polarizing agents are necessary and effective for enhancing nuclear polarization via DNP. 

However, the strong hyperfine electron-nuclear interactions that make the transfer of polarization 

possible also lead to detrimental paramagnetic effects that broaden the nuclear resonances, 

decreasing spectral resolution1,12,13,19. This situation is similar to one encountered when there are 

1H nuclei are present. Proton decoupling methods such as continuous wave (CW) and two pulse 

phase modulation (TPPM) are commonly used to attenuate the strong interactions between the 1H 

nuclei, resulting in narrower resonances and improved spectral resolution23. Similarly, electron 

decoupling can also be used to alleviate the electron-nuclear hyperfine interactions12,19.  

Electron decoupling has been shown to work on narrow-line radicals such as trityl Finland 

radical1,12,19,21. To do this, the microwave frequency is “chirped” over the electron paramagnetic 

resonance (EPR) linewidth of the radical, effectively decoupling the electrons from the nuclei and 

improving the resolution and intensity of the resonance. Here, a frequency “chirp” describes the 

sweeping of the microwave frequency across all or part of the ERP lineshape throughout the course 

of the experiment. These frequency chirps are strong enough to decouple nuclei that are in close 

proximity to the radical, as shown when short polarization times of just 5 ms are used on model 

systems12. 
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1.2.5 MAS DNP NMR Spectrometer 

1.2.5.1 Cryogenic System for 90 K and 6 K Experiments 

A cryogenic heat exchanger is used to cool gas for drive and bearing gas lines used to spin the 

NMR rotor, and a variable temperature line used for regulating sample temperature using a 

counterflow coil system24. To achieve sample temperatures below 6 K, the variable temperature 

line is replaced by a new one that carries liquid helium, allowing the line to blow liquid helium 

straight on rotor. For these low temperature experiments, helium gas used for spinning11,13,21. 

1.2.5.2 Frequency-agile Gyrotron 

A gyrotron is a vacuum tube that is placed in a large magnetic field. An electron gun consisting of 

an anode and cathode sits at the base of the gyrotron, and a large potential of around -15 kV DC is 

pulled cross the anode and cathode13,19,25. This potential pulls electrons off of the cathode, and the 

large external magnetic field causes the electrons to gyrate. These gyrating electrons resonate with 

the interaction cavity, generating microwaves. A mode converter consisting of a copper tube and 

mirrors converts the microwaves into a Gaussian mode. The microwaves then travel out of the 

window, through a corrugated waveguide, into the NMR sample. 

1.3 In Cell NMR 
The structure-function relationship has long been an accepted avenue for elucidating the role that 

biomolecules play. That is to say, determining the structure of these molecules points toward the 

function of that molecule in the cell. This is especially important in the area of drug discovery. 

Generally, structural characterization of biological molecules with NMR is performed in vitro26,27. 

In vitro NMR studies have several advantages: improved resolution through the elimination of 

background signals make the resulting spectra easier to interpret; it simplifies the comparison of 

apo and holo protein structures; the ability to use higher protein concentrations provides greater 

sensitivity, greatly decreasing the time required to perform experiments; and sample homogeneity 
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is much better compared to in cell NMR, further improving sensitivity and resolution. In vitro 

methods do come with some disadvantages, though. For example, the protein of interest must be 

recombinantly expressed to a high degree of purity, which is not always straightforward or 

possible. Due to the lack of molecular tumbling, membrane proteins are even more difficult to 

study, especially for larger multi-domain and multi-protein complexes. Further, in vitro results 

may ultimately be misleading due to the removal of the natural heterogeneity of membranes and 

of other proteins found in cells. Thus, there has been a recent push to attempt to study biomolecules 

in their natural environment via in-cell NMR. This is an important step, as biological processes 

occur in naturally complex environments that contain a wide array of potential interactors with 

target proteins. This is partially to validate structures previously determined in vitro, and also to 

explore new structures of proteins and protein/ligand complexes that have not yet been determined 

via any method.  

There are limitations to being able to perform in cell NMR. Most notably is the need to overcome 

the abundance of background signal. To do so, there it is important to be able to improve the 

sensitivity of NMR for the desired target. In cell NMR has slowly developed improved techniques 

to do this over the past decade, including the labeling (uniform or specific amino acids) and 

overexpression of proteins in E. coli cells28. One clever method is the introduction of the 100% 

naturally abundant, bio-orthoganal 19F29,30. Exogenous isotope labelling with these recombinant 

methods followed by transfer of the labelled target protein into unlabelled cells is a widely 

successful technique. By adding the labelled protein to an unlabelled cell, the relative sensitivity 

and resolution of the target protein is greatly enhanced as the percentage of labelled nuclei in the 

target is enhanced without increasing the percentage of the background cellular signals. 
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A typical technique used to deliver the labelled proteins into unlabelled cells is electroporation31,32. 

This method relieves a lot of the restrictions placed on the characteristics of the protein that is 

being delivered into the cells while still allowing for the advantages of introducing labelled protein 

into naturally abundant cells. Further developments have allowed for intracellular expression of 

proteins in yeast, insect, and mammalian cell lines33–35. Compared with previous protein delivery 

methods, intracellular expression enables the proteins to be studied in the cells in which they are 

produced without the need to exert undue stress on the cells via the delivery methods. Even with 

improved methods to deliver purified proteins to cells, it must be considered that added stress to 

the cells could affect their behavior, giving antifactual results for NMR studies performed on them. 

Performing in-cell NMR becomes increasingly difficult when utilizing solid-state methods 

necessary for studying membrane proteins. To overcome the abundance of background cellular 

signals, selective labelling and overall signal enhancement techniques become vitally important. 

Clever labelling methods and even membrane extraction have been used to successfully study 

proteins in their native environments using solid-state NMR and dynamic nuclear polarization 

(DNP)36–38. Even with the added benefit of DNP, membrane proteins are still difficult to work with 

as their concentration is limited by a two-dimensional membrane space, and even further limited 

by cellular localization. Thus, even greater improvements in sensitivity are required to sufficiently 

enhance the NMR signal from membrane proteins. In this thesis, new DNP techniques such as 

electron decoupling and frequency-chirped DNP are developed and explored in intact human cells 

in order to improve sensitivity of the NMR signal. 

1.4 Protein Kinase C-δ 
Membrane proteins, including peripheral membrane proteins that dynamically interact with 

phospholipid bilayers, are difficult targets for structural studies39. Due to their association with the 
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membrane, there is not enough molecular tumbling to average out anisotropic interactions, 

negatively affecting the sensitivity of NMR experiments. Further, the local concentration of 

membrane proteins is limited by the available space in the membrane and by the cellular 

localization of the protein. One such protein, protein kinase C (PKC), plays a central role in cell 

signaling pathways via phosphorylation of a variety of targets involved in cell growth, 

differentiation, proliferation, and apoptosis40–42. As such, they are the targets for new therapeutic 

interventions of diseases such as Alzheimer’s disease, cancer, and HIV/AIDS43–46. However, 

information regarding the effects of modulators on the structure and dynamics of PKC is limited, 

with even less information on how the drug/ligand complexes affect the immediate membrane 

environment surrounding them. There are three classes of PKC isoforms: conventional, novel, and 

atypical. Conventional PKCs require both calcium and diacylglycerol (DAG) to activate, with the 

C2 domain playing a major role in the initial association with the membrane. Novel PKCs, on the 

other hand, require only DAG, and the C1a and C1b domains are more important for membrane 

association. Atypical PKCs require neither calcium nor DAG, and have an overall simpler domain 

structure. PKC-δ, the isoform of interest in this thesis, belongs to the class of novel PKC isoforms. 

1.4.1 Activation 
In the first step of activation, the C2 domain of PKC translocates to the cellular membrane. In 

novel PKCs like PKC-δ, this domain is Ca2+ independent, and thus the interaction with the 

membrane is relatively weaker. After C2 domain translocation, the C1a and C1b domains move to 

the membrane, interacting with modulating ligands and, importantly, phosphatidylserine47. In 

novel PKCs, these are the primary interactions anchoring the protein to the membrane48,49. The 

dissociation of the C1 regulatory domains from the kinase domain frees the pseudosubstrate region 

blocking the active site of the protein on the kinase domain. This pseudosubstrate region, when no 

longer occluding the active site, disrupts interactions between the C1a and C2 domains50. PKC 
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isoforms will then translocate along the membrane to specialized compartments such as lipid rafts 

or caveolae51. PKC-δ specifically promotes local ceramide accumulation and drives raft fusion, 

which promotes cellular signaling in a nonspecific fashion52. To fully activate, PKC will undergo 

several priming phosphorylation events, followed by several autophosphorylations on the Kinase 

and V5 domains to lock it into a catalytically competent conformation. 

1.4.2 Structural Biology Overview 

1.4.2.1 C1 and C2 Domain Structure 

The twin C1 domains contain a characteristic repeated zinc finger motif that is integral to the 

proper folding of the domain. These domains function as “hydrophobic switches” that anchor 

proteins to membranes. The upper third is largely hydrophobic and in generally embedded in the 

membrane bilayer for a stable membrane interaction. The location of ligand binding, the “binding 

loops”, do have hydrophilic components, but these components get covered by the bound ligand, 

strengthening the association with the membrane. The middle third is positively charged, allowing 

it to form stronger interactions with negatively charged lipid headgroups, such as those present on 

phosphatidylserine lipids. The bottom third contains the aforementioned zinc binding residues. 

The binding loops contain a hydrophilic section that gets covered up through interactions with 

modulating ligands to stabilize their interactions in the membrane53–55. 

In novel PKCs, the C2 domain forms calcium-independent interactions with the membrane to 

initiate activation of the protein. Since they are calcium-independent interactions, they are 

generally relatively weak interactions, and thus the actions of the twin C1 domains are more 

important for anchoring the protein in the membrane. In fact, deletion of the C2 domain of PKC-

d does not lead to any membrane targeting defects48,49. 
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1.4.2.2 The Kinase Domain 

Crystal structures of the kinase domains of isoforms from all three classes currently exist56–58. They 

contain a smaller NH2 lobe that consists mostly of beta sheets containing the characteristic 

glycine-rich ATP-binding loop with a GXGXXt sequence. There is a “gatekeeper” residue that 

links these two nodes, which modulates substrate accessibility to the active site59,60. Priming 

phosphorylations at serine/threonine residues are necessary to lock the enzyme in a stable, 

catalytically competent conformation61–63. These phosphorylations are followed by 

autophosphorylation of activation loop residues64–67. Novel and conventional PKCs then undergo 

two more phosphorylations in the V5 domain64. 

1.4.3 Modulators of PKC-δ 
Two exogenous ligands that are a common subject of study with PKC-d are bryostatin and phorbol. 

Bryostatin is currently under clinical trials for Alzheimer’s and HIV/AIDS eradication68–70. 

Currently, more tolerated and more synthetically accessible ligands are being developed, but they 

rely on computational ligand comparisons and models as opposed to experimental determinations 

of structure and dynamics of the PKC-bound complex.  

Phorbol is a drug that binds to the same area of the C1b regulatory domain with the same affinity, 

yet is known to be a tumor promoter42. The reasons for these disparities in cellular responses is not 

yet known.  

1.5 Scope of Thesis 
The goal of this dissertation is to begin advancing techniques for improving DNP NMR sensitivity 

in intact human cells for the ultimate purpose of testing a hypothesis generated from molecular 

dynamics simulations on the C1b regulatory domain of PKC-δ to determine why phorbol and 

bryostatin elicit different cellular responses. I analyze the sensitivity of DNP radicals in the regime 

at cryogenic temperatures below 6 K. I also extend the electron decoupling described above to 
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biologically relevant systems of intact human cells and human and bacteria cell lysates. Further, I 

use the frequency-chips that have proven effective at decoupling electron-nuclear hyperfine 

interactions and employ them during the polarization period for experiments with TEMTriPol-1 

to demonstrate the feasibility of performing frequency-chirped DNP on tethered biradicals to 

improve NMR sensitivity beyond that achievable with continuous wave cross-effect DNP. In 

addition, I show results from molecular dynamics simulations on the PKCd-C1b regulatory domain 

in order to determine how phorbol and bryostatin elicit vastly different cellular responses despite 

binding to the same region of the C1b domain with the same affinity.  
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Chapter 2: Sensitivity Analysis of MAS DNP below 6 

Kelvin 
 

Forward 
This chapter is adapted from the paper “Sensitivity Analysis of Magic Angle Spinning Dynamic 

Nuclear Polarization below 6 Kelvin” by Patrick T. Judge, Erika L. Sesti, Edward P. Saliba, 

Nicholas Alaniva, Thomas Halbritter, Snorri Th. Sigurdsson, and Alexander B. Barnes and 

describes work that analyzes the sensitivity of solid effect and cross effect radicals below 6 K. The 

goal of these experiments is to determine which radicals provide the greatest sensitivity at 

temperatures below 6 K at 7 T while considering effects such as depolarization. An important 

result of this paper is demonstrating the superior sensitivity of the trityl Finland radical, a solid 

effect radical, at these low temperatures. However, potential advantages of the cross effect radicals, 

AMUPol and TEMTriPol-1, are also outlined. This knowledge will be important for the ultimate 

goal of implementing highly sensitive DNP NMR experiments in intact human cells. Citation: 

Judge, P.T., Sesti, E.L., Saliba, E.P., Alaniva, N., Halbritter, T., Sigurdsson, S.Th., Barnes, A.B. 

Sensitivity Analysis of Magic Angle Spinning Dynamic Nuclear Polarization below 6 K. J. Magn. 

Reson. 2019, 305, 51-57. 

2.1 Overview 
Dynamic nuclear polarization (DNP) improves signal-to-noise in nuclear magnetic resonance 

(NMR) spectroscopy. Signal-to-noise in NMR can be further improved with cryogenic sample 

cooling. Whereas MAS DNP is commonly performed between 25-110 Kelvin, sample 

temperatures below 6 K lead to further improvements in sensitivity. Here, we demonstrate that 

solid effect MAS DNP experiments at 6 K, using trityl, yield 3.2x more sensitivity compared to 

90 K. Trityl with solid effect DNP at 6 K yields substantially more signal to noise than biradicals 
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and cross effect DNP. We also characterize cross effect DNP with AMUPol and TEMTriPol-1 

biradicals for DNP magic angle spinning at temperatures below 6 K and 7 Tesla. DNP 

enhancements determined from microwave on/off intensities are 253 from AMUPol and 49 from 

TEMTriPol-1. The higher thermal Boltzmann polarization at 6 K compared to 298 K, combined 

with these enhancements, should result in 10,000x signal gain for AMUPol and 2000x gain for 

TEMTriPol-1. However, we show that AMUPol reduces signal in the absence of microwaves by 

90% compared to 41% by TEMTriPol-1 at 7 Tesla as the result of depolarization and other 

detrimental paramagnetic effects. AMUPol still yields the highest signal-to-noise improvement 

per unit time between the cross effect radicals due to faster polarization buildup (T1DNP = 4.3 s and 

36 s for AMUPol and TEMTriPol-1, respectively). Overall, AMUPol results in 2.5x better 

sensitivity compared to TEMTriPol-1 in MAS DNP experiments performed below 6 K at 7 T. 

Trityl provides 6.0x more sensitivity than TEMTriPol-1 and 1.9x more than AMUPol at 6 K, thus 

yielding the greatest signal-to-noise per unit time among all three radicals. A DNP enhancement 

profile of TEMTriPol-1 recorded with a frequency-tunable, custom-built gyrotron oscillator 

operating at 198 GHz is also included. It is determined that at 7 T below 6 K a microwave power 

level of 0.6 W incident on the sample is sufficient to saturate the cross effect mechanism using 

TEMTriPol-1, yet increasing the power level up to 5 W results in higher improvements in DNP 

sensitivity with AMUPol. These results indicate MAS DNP below 6 K will play a prominent role 

in ultra-sensitive NMR spectroscopy in the future. 

2.2 Introduction 
Magic angle spinning (MAS) nuclear magnetic resonance (NMR) spectroscopy is a high-

resolution technique capable of providing not only site-specific structural information in 

biomolecules, pharmaceuticals, and materials, but also information on the dynamics of the system 

relating to its function.1–5 However, NMR is typically sensitivity limited due to a weak nuclear 
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spin Zeeman interaction compared to thermal energy.6–8 Dynamic nuclear polarization (DNP) can 

overcome this limitation by transferring large electron spin polarization to nuclear spins of 

interest.9–18 At high magnetic fields suitable for site-specific NMR resolution, this transfer is 

achieved with the use of high frequency microwave sources.19–25 

The most common mechanism employed in continuous wave DNP with MAS is the cross 

effect26,27. The cross effect is active when the electron paramagnetic resonance (EPR) lineshape of 

the polarizing agent is dominated by inhomogeneous interactions, and the combined lineshape of 

all of the radicals that make up the polarizing agent is wider than the Larmor frequency of the 

nucleus to be polarized.28–30 However, in the absence of microwave irradiation, level crossings at 

the cross effect matching conditions are still present and can depolarize nuclei, leading to signal-

to-noise ratios considerably lower than the Boltzmann case seen in the absence of radical.28,29,31,32 

Therefore, the large gains in sensitivity from cross effect DNP must often be analyzed in the 

context of detrimental effects arising from the DNP polarizing agents. The AMUPol binitroxide 

radical is one of the most common polarizing agents for cross effect DNP, yet has been shown to 

depolarize as much as 60% under MAS at 100 K.28,33,34 

Radicals have been developed that avoid depolarization while still allowing for the cross effect, 

thereby improving overall sensitivity.29,34,35 One such radical is TEMTriPol-1, which contains a 

trityl radical tethered to a mononitroxide radical.29,36 The higher symmetry of the trityl g-tensor 

results in less inhomogeneous broadening, and attenuates detrimental level crossing which can 

result in depolarization.29 The degree of depolarization of TEMTriPol-1 has previously been 

characterized at 100, 110, and 125 K.29  

MAS DNP is typically performed at temperatures near 100 K, but there is a large desire to access 

MAS below 25 K.19,37,39–43 Among other benefits, DNP-NMR signal-to-noise ratios are improved 



20 
 

at lower temperatures due to higher Boltzmann polarization of the electron spins and longer 

electron spin relaxation resulting in more efficient DNP transfers.41,42  

Here, we investigate the behavior of DNP radicals including trityl, TEMTriPol-1 and AMUPol at 

temperatures below 6 K and at a magnetic field of 7 T. We characterize the sensitivity with respect 

to signal-to-noise per unit time. For cross effect DNP, we also measure the nuclear longitudinal 

relaxation times (T1), polarization build-up times (T1DNP), maximum enhancements, and 

depolarization effects. The DNP enhancement profile of TEMTriPol-1 is also recorded with MAS 

at 90 K, as is the microwave power dependence of biradicals with MAS at 6 K and 90 K. 

2.3 Methods 

2.3.1 Sample Preparation 
Samples were prepared with 4M [U-13C,15N] urea (Cambridge Isotope Laboratories, Tewksbury, 

MA) and 5 mM radical AMUPol (Cortecnet, Voisins-le-Bretonneux, France), 5 mM TEMTriPol-

1, or 40 mM Trityl Finland radical (Oxford Instruments, Abingdon, UK) in a d8-glycerol/D2O/H2O 

mixture at a 60/30/10 volume ratio. An identical radical-free sample was also prepared. Once 

mixed, approximately 36 μL of each sample was packed into 3.2 mm zirconia rotors, and spun in 

a custom-built MAS DNP spectrometer.22,38,44 

2.3.2 MAS DNP NMR Spectroscopy 
Electron polarization from biradicals was transferred to nearby protons via the cross effect using 

continuous wave (CW) microwave irradiation, and the bulk protons were polarized via spin 

diffusion.16 The microwave irradiation frequency was 197.670 GHz for TEMTriPol-1, 197.674 

GHz for AMUPol, and 197.719 GHz for the Trityl Finland radical. Polarization transfer with cross 

polarization (CP) was achieved with ω1H/2π = 50 kHz, ω13C/2π = 52 kHz, and a Hartmann-Hahn 

contact time of 1 ms. The 1H Larmor frequency was 300.179 MHz, and the 13C Larmor frequency 

was 75.4937 MHz at a B0 = 7.05 T. All data were recorded with a custom-built, four-channel, 3.2 



21 
 

mm, transmission line MAS-NMR probe using a Redstone spectrometer (Tecmag Inc., Houston, 

TX).44 Rotor-synchronized, echo-detected, CPMAS sequences were used to record all data. A 

nutation of ω1H/2π = 90 kHz was used for π/2 pulses and TPPM decoupling on 1H.48 A nutation of 

ω13C/2π = 100 kHz was used for the 13C refocusing pulse to generate Hahn echoes. Magnetization 

was saturated with a train of pulses on both 1H and 13C prior to the DNP polarization time (τpol). 

The τpol was 3 s to measure the enhancement profile of TEMTriPol-1. The τpol for all other 

experiments was 1.26*T1DNP. A saturation recovery sequence was used to measure the longitudinal 

nuclear relaxation times with no microwave irradiation (T1), and also polarization build-up times 

with microwave irradiation (T1DNP). Spinning frequencies were between 5600 and 5800 Hz with ± 

40 Hz stability, and exact details of spinning are described in respective figure captions. 

Microwave irradiation generated from a custom-built 198 GHz gyrotron was coupled to the sample 

using corrugated waveguides, tapers, and mirrors22,44. The gyrotron output was 40 W, with 

approximately 7 W incident on the sample22,23,44. 

Enhancements were determined by taking the ratio of signal intensities recorded with microwave 

irradiation and without microwave irradiation, taking into account scaling required by the number 

of scans used for each experiment. DMFit was used to fit the peaks and determine the areas and 

intensites.45 For power dependence measurements, the microwave power was varied with 

attenuators placed within the waveguide (Tydex LLC, St. Petersburg, Russia), and microwave 

power was measured using a custom-built water calorimeter.  

To achieve sample temperatures below 6 K, liquid helium was used as a variable temperature (VT) 

fluid directed at the center of the spinning zirconia rotor.37 Ultra-high purity helium gas at 80 K 

was used for bearing and drive. The sample temperature was monitored at the interface of the VT 

outlet and NMR stator with a calibrated Cernox temperature sensor (Lake Shore Cryotronics, Inc., 
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Westerville, OH). This temperature represents the sample temperature as previously described.13 

A Lake Shore temperature controller was used to monitor the temperature of the sample, incoming 

transfer lines, and exhaust line. 

2.4 Results and Discussion 

2.4.1 TEMTriPol-1 Enhancement Profile 
To determine the microwave frequency for maximal enhancement with TEMTriPol-1, CPMAS 

experiments were performed at varying gyrotron frequencies to record the 1H Zeeman 

enhancement profile of the biradical (Fig. 1a). For these experiments, a polarization time of 3 s 

was used, even though it is significantly shorter than the optimal polarization time shown in Fig. 

S3b. At 90 K, 5 mM TEMTriPol-1 yielded a maximum positive enhancement of 76 at a gyrotron 

frequency of 197.670 GHz with a polarization time of 3 s (Fig. 1b). This profile is similar to that 

reported previously.29,36 

 

Figure 1. (a) 1H Zeeman enhancement profile of TEMTriPol-1 at varying gyrotron frequencies. 

(b) DNP-enhanced CPMAS spectrum at 90 K of 4 M [U-13C,15N] urea with TEMTriPol-1 at 5 

mM, νrot = 3,200 Hz. Black represents no DNP, red is with DNP at νgyrotron = 197.670 GHz. 
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2.4.2 Sensitivity of Trityl at 6 K 
To put in perspective the increase in sensitivity at 6 K compared to more conventional temperatures 

around 90 K, the sensitivity of cross polarization experiments at both temperatures was compared 

using the solid effect. Fig. 2 shows spectra of 4 M [U-13C,15N] urea with 40 mM trityl. The 

polarization time for each experiment was chosen to be 1.26*T1DNP at their respective 

temperatures. Since the 1H T1DNP at 90 K was half as long as at 6 K, the number of scans taken at 

90 K was doubled to keep the total experimental time the same for both experiments. As can be 

seen in Fig. 2, the spectrum recorded below 6 K shows much improved signal to noise. The 

intensity of the 13C Urea resonance is 3.2x larger, indicating a significant improvement to NMR 

sensitivity available at cryogenic temperatures below 6 K by a factor of 3.2x compared to 90 K. 

As discussed below, AMUPol and TEMTriPol-1 affect the sample through depolarization and 

other deleterious effects, such as paramagnetic relaxation. Note that while TEMTriPol-1 has been 

shown to not depolarize the sample at temperatures near 100 K, this is not necessarily the case 

below 6 K, as we will show in the following sections. Trityl is a narrow-line monoradical that does 

not meet the cross effect condition and thus does not cause depolarization. However, other 

detrimental effects such as paramagnetic relaxation can remain. 
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Figure 2. Comparison of the sensitivity of CPMAS experiments on 4 M [U-13C,15N] urea with 40 

mM trityl at 90 K (black) and 6 K (red). The total experimental time to acquire both spectra were 

the same. 

 

2.4.3 Power Dependence Comparison 
CPMAS experiments with varying microwave transmission through the waveguide were 

performed below 6 K to determine dependence of the maximum 1H signal enhancements for 

TEMTriPol-1 and AMUPol on the incident microwave power (Fig. 3). Attenuators were inserted 

into a 9 mm gap in the middle of the corrugated waveguide to modulate the microwave power on 

the sample. The microwave power on each sample without any attenuators was estimated to be 7 
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W at a microwave frequency of 197.670 GHz, resulting in an average electron Rabi frequency of 

0.45 MHz.22,23 Lower microwave powers result in lower cross effect DNP enhancement if on-

resonance electron spins are not fully saturated.46,47 The cross effect becomes saturated at about 

0.6 W of microwave power using 5 mM TEMTriPol-1 (Fig. 3a). However, in the case of 5 mM 

AMUPol, increasing microwave power continues to increase NMR signal intensity up to about 5 

W of microwave power (Fig. 3b). Therefore, we demonstrate that lower microwave sources are 

fully suitable for cross effect DNP from biradicals containing a slowly relaxing narrow-line 

radical, yet gyrotron sources capable of producing >10 W are advantageous for bi-nitroxide 

polarizing agents. We observe similar power dependencies at 90 K for both radicals. The cross 

effect saturates at higher powers for both radicals at 90 K, but TEMTriPol-1 still saturates at a 

significantly lower power compared to AMUPol at 90 K. 

 

Figure 3. Area of the [U-13C,15N] urea 13C resonance dependence on relative microwave power 

below 6 K for (a) TEMTriPol-1 and (b) AMUPol. 
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2.4.4 Signal-to-Noise and Sensitivity 
As described by De Paëpe and colleagues, the signal-to-noise per unit time is the true measure of 

sensitivity, and depends on many parameters besides DNP enhancement including, but not limited 

to; temperature, experimental repetition time, noise figures, and signal attenuation due to the 

presence of radicals.28,29,34,49,50 Note that, when comparing the sensitivity between two experiments 

that are not taken over the same amount of time, it is necessary to consider the square root of the 

polarization time. As such, in our comparison between AMUPol and TEMTriPol-1 in this paper 

we consider the square root of the polarization time when comparing the sensitivity of both radicals 

below 6 K. The signal-to-noise per unit time provided by 5 mM AMUPol (Fig. 4a) and 5 mM 

TEMTriPol-1 (Fig. 4e) were compared from CPMAS experiments below 6 K (Fig. 4). With an 

incident microwave power of 7 W, 5 mM AMUPol provided an enhancement of 253 at 5.1 K (Fig. 

4b). 5 mM TEMTriPol-1 provided a smaller enhancement of 49 at 4.2 K (Fig. 4f). DNP 

polarization periods of 1.26*T1DNP were used for each radical.  

It is important to note that the signal enhancement with TEMTriPol-1 has been shown here to be 

greater at 90 K than at 6 K. An explanation for the different behavior of the cross effect for different 

biradicals is that it is dependent on electronic relaxation times.33 It was demonstrated by Vega and 

colleagues that at temperatures below 30 K the cross effect starts to become much less efficient.51 

Neither AMUPol nor TEMTriPol-1 were designed for use at such low temperatures and, as such, 

their performance at 6 K do not mimic the improvement in sensitivity seen with trityl (Fig. 2).  

While the enhancements from AMUPol were significantly larger than TEMTriPol-1, AMUPol 

reduces the signal obtained from the nuclear spins in the absence of microwaves more substantially 

than TEMTriPol-1 due to a combination depolarization and other detrimental effects such as 

paramagnetic relaxation. The extent of the depolarization of AMUPol has been partially attributed 

to its longer T1e relaxation times compared to other, non-depolarizing radicals.29,33 In the case of 
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narrow-line monoradicals such as trityl, these paramagnetic relaxation effects can be mitigated 

with electron decoupling.24,41 However, biradicals with extensive inhomogenous broadening will 

require much higher electron spin Rabi frequencies to implement electron decoupling.  

CPMAS experiments were performed in the absence of microwaves below 6 K at 7 T to determine 

the extent to which the signal was reduced by 5 mM AMUPol compared to 5 mM TEMTriPol-1, 

which has been shown to not depolarize at 100 K. Urea with 5 mM AMUPol results in only 10% 

of the intensity compared to urea without radical (Fig. 4c). Markedly, 5 mM TEMTriPol-1 reduces 

signal to a lesser extent, at 59% of the intensity compared to urea without radical (Fig. 4g). 

Substituting the radical-present microwave-off signal with its no-radical counterpart, the “adjusted 

enhancements” were 25 for 5 mM AMUPol and 29 for 5 mM TEMTriPol-1 at an incident 

microwave power of 7 W.28 

While the adjusted enhancements obtained with 5 mM TEMTriPol-1 and 5 mM AMUPol were 

more similar in magnitude, the 1H T1 polarization buildup times (T1DNP) were significantly 

different. The T1DNP plots for 1H below 6 K are shown in Fig. 4d,h. Urea with 5 mM AMUPol had 

a short T1DNP time of 4.3 ± 0.1 s (Fig. 4d). In contrast, 5 mM TEMTriPol-1 exhibited a much 

longer T1DNP time of 36.2 ± 1.1 s (Fig. 4h). Thus, the polarization time required to achieve the 

maximum enhancement with AMUPol was about 9-times shorter than for TEMTriPol-1. This 

shorter T1DNP allows AMUPol to provide superior signal-to-noise per unit time. To compare the 

sensitivity for each radical, the adjusted enhancement was divided by the square root of the 

corresponding T1DNP. The sensitivity for AMUPol was calculated to be 2.5 times larger than for 

TEMTriPol-1.  

A similar comparison using the signal-to-noise divided by the square root of the polarization time 

for each radical is shown in Table 1. For reference, dividing the signal-to-noise by the square root 
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of the polarization time shows that AMUPol provides 3.1x more signal-to-noise per unit square 

root time than TEMTriPol-1 at 6 K. At 90 K, AMUPol provides the greatest sensitivity, yielding 

1.4x more signal-to-noise per unit square root time than trityl, and 1.7x more than TEMTriPol-1. 

However, at 6 K trityl yields 1.9x  more signal-to-noise per unite square root time than AMUPol, 

and 6.0x more than TEMTriPol-1 at 7 T. Thus, at 90 K, AMUPol with the cross effect is 

preferential for obtaining the greatest sensitivity, while at 6 K, trityl is preferable for more sensitive 

experiments with the solid effect. 

The sensitivity comparison between 90 K and 6 K performed on trityl in section 4 can also be 

made for the cross effect radicals discussed here. To do so, we compared the signal-to-noise 

produced by both radicals at each temperature divided by the square root of their respective 

polarization times (Table 1). Surprisingly, neither AMUPol nor TEMTriPol-1 displayed a 

significant increase in sensitivity when the sample temperature was reduced to 6 K, with 

TEMTriPol-1 actually decreasing in sensitivity. AMUPol’s signal-to-noise per unit time increased 

by a factor of only 1.2x, while TEMTriPol-1’s sensitivity is only 0.6x compared to 90 K. This is 

in stark contrast to trityl, which increased in sensitivity by 3.2x. As mentioned previously, it has 

already been observed that the cross effect is less efficient at temperatures below 30 K;51 this 

decrease in efficiency may be preventing the increase in sensitivity for AMUPol and TEMTriPol-

1 that was observed for trityl. 
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Figure 4. Structures of AMUPol (a) and TEMTriPol-1 (e) and their corresponding DNP CPMAS 

spectra of 4 M [U-13C,15N] urea with 5 mM AMUPol (νrot = 5,700 Hz) (b) and 5 mM TEMTriPol-

1 (νrot = 5,700 Hz) (f), with the DNP signal in red and the no DNP signal in black. (c) and (g) show 

the signal reduction of the sample caused by the addition of 5 mM AMUPol and TEMTriPol-1, 

respectively, with the urea signal with no radical in black and the urea signal with radical in red 

(νrot = 5,700 Hz). (d) and (h) show the 1H T1DNP polarization buildup times for AMUPol and 

TEMTriPol-1, respectively. All data was recorded at a microwave power of 7 W below 6 K.  

Radical 

(Mechanism) 
90 K S/N/sqrt(τpol) 

6 K 

S/N/sqrt(τpol) 

AMUPol (CE) 222 261 

TEMTriPol-1 (CE) 134 84 
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Trityl (SE) 156 506 

 

Table 1. Sensitivity comparison of AMUPol, TEMTriPol-1, and trityl at 90 K and 6 K. Columns 

show the signal-to-noise divided by the square root of the polarization buildup time. 

To determine whether the relationship between 1H relaxation times remains the same in the 

absence of microwaves, we compared the 1H T1 (without microwaves) of [U-13C,15N] urea with 

AMUPol and TEMTriPol-1 (Fig. 5). It was determined that the 1H T1 with AMUPol was 9.4 ± 0.7 

s (Fig. 5a), which is 9 times shorter than the 83.7 ± 3.0 s T1 we determined for TEMTriPol-1 (Fig. 

5b). It is noteworthy that the 1H T1 and the 1H T1DNP times are not equal for either biradical used, 

which is not typically observed for biradicals and cross effect DNP. The disparity in T1 and T1DNP 

indicates that DNP mechanisms at 6 K and 90 K are not identical.33 This could be partially due to 

the difference in electron polarization at 6 K compared to 90 K. The increased polarization at 6 K 

makes electron-electron pairs with opposite spin orientation to participate in the cross effect less 

common.56 
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Figure 5. 1H T1 of [U-13C,15N] urea with (a) 5 mM AMUPol and (b) 5 mM TEMTriPol-1. 

2.5 Conclusions and Outlook 
Here, we definitively demonstrate that solid effect DNP is more sensitive below 6 K than at 90 K 

by performing CPMAS experiments with trityl. The sensitivity at 6 K was determined to be 3.2x 

greater than at 90 K. We also show that AMUPol offers significant advantages over TEMTriPol-

1 for quickly obtaining improved signal-to-noise below 6 K at 7 T. While AMUPol greatly 

depolarizes nuclear spins, the adjusted enhancement was still of similar magnitude to that of 

TEMTriPol-1. Furthermore, the polarization time required to achieve these enhancements 

drastically favored AMUPol, which required only one ninth the time to provide its maximum 

enhancement. The shorter T1DNP effectively enables AMUPol to provide 2.5 times more signal-to-

noise per unit time. While AMUPol exhibited these clear advantages between the two cross effect 

radicals, TEMTriPol-1 may still offer its own distinct advantages below 6 K at 7 T. For instance, 

a chelated gadolinium moiety could be covalently attached to trityl-nitroxide radicals to achieve 
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shorter electron spin relaxation properties.57 Furthermore, electron decoupling of trityl within 

TEMTriPol-1 could also mitigate detrimental effects due to the strong hyperfine interactions.24,41 

We have already shown electron decoupling with a trityl radical has the ability to improve the 

signal intensity while decreasing the linewidth of the signal at temperatures below 6 K.41 

Furthermore, this sensitivity comparison may not scale up to larger magnetic fields (> 18 T), where 

TEMTriPol-1 is known to provide more efficient DNP transfer than at 7 T.29,36  

Trityl yielded the highest sensitivity between all three radicals studied. Using the solid effect, trityl 

yielded 1.9x and 6.0x more signal-to-noise per unit square root time than the cross effect radicals 

AMUPol and TEMTriPol-1, respectively, at 6 K and 7 T. Furthermore, we demonstrated that at 6 

K the cross effect is saturated at about 5 W of microwave power with 5 mM AMUPol, and at 0.6 

W with 5 mM TEMTriPol-1. Since trityl uses the solid effect as its primary DNP mechanism, we 

do not expect DNP enhancements to diminish with stronger microwave fields, opening the 

possibility for even greater sensitivity at 6 K with greater microwaves powers. Greater microwave 

powers will also open the possibility of pulsed DNP for coherent manipulation of electron spins, 

especially with a narrow-line radical such as trityl. We have successfully performed electron 

decoupling on trityl below 6 K.41 We have also demonstrated that we can successfully decouple 

the hyperfine interactions between the electron spins and nuclear spins in close proximity to the 

radical.58 One advantage that TEMTriPol-1 has over trityl, though, is that the solid effect is less 

effective at fields for which TEMTriPol-1 is optimized (> 18 T). This opens the possibility that 

TEMTriPol-1, or other cross effect radicals designed for operation at high magnetic fields, will 

yield greater sensitivity at 90 K and/or 6 K. 

The overall signal enhancement of 1000x we have demonstrated using MAS DNP < 6 K will 

benefit structural biology and characterization of materials. For example, determining distance 
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constraints on biochemical structures involves multiple evolution dimensions, leading to currently 

lengthy experimental times.51–55 Maximizing the signal-to-noise ratio obtained in an NMR 

experiment by achieving the largest possible electron Boltzmann polarization, as well as 

optimizing the efficiency of DNP transfers, allows these experiments to be performed in a fraction 

of the time required otherwise.  

Aside from its in vitro applications, AMUPol has also been shown to be effective for enhancing 

NMR signals in an in vivo environment of HEK293-F cells.42 In-cell DNP experiments will be 

critical for elucidating the structure-function relationship of many biological systems in their 

native cellular environment. Maximizing the signal-to-noise of the sparsely-populated NMR spins 

in these cellular samples through DNP and through cooling the system down to cryogenic 

temperatures below 6 K will be necessary for such experiments.  

There are two distinct routes for improving the MAS DNP-NMR below 6 K. One is to use new 

radicals for continuous wave DNP transfers that are designed to have optimal relaxation properties. 

However, we believe continuous wave DNP will evolve into the pulsed regime, as microwave 

technology is developed and becomes widely available. A second route to ultra-sensitive NMR 

below 6 K is therefore the application of pulsed microwaves for time-domain transfer mechanisms, 

followed by pulsed electron decoupling. Therefore, we will develop new instrumentation to 

implement intense chirped microwave pulses for MAS.  
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Figure 6: Heatmaps of cholesterol positions in each of the 5 C1b-Merle27 simulations (A-E). 

Areas of higher intensity represent areas more frequently occupied by cholesterol. Red dots 

represent the average position of each backbone residue on the C1b domain. Also shown is an 

image of the acyl chain of Merle27 extending out to Leu250, in pink (F), a representative 

interaction between Trp252, in pink, and cholesterol in the C1b-Merle27 simulations (G,H), and 

an image Trp252, in pink, interacting with bryostatin in the C1b-bryostatin simulations (I). 

The acyl chain on Merle 27 extends out near Leu250, sterically hindering access of cholesterol to 

this residue. Thus, interactions between Leu250 and cholesterol were reduced, but still present. 

There were instances where the acyl chain on cholesterol interacted with the acyl chain on 

Merle27, but this was not a common interaction found in the simulations. Interestingly, another 

hotspot for cholesterol appears to involve residue Trp252 (Figure 6G,H). 

In the C1b-Merle27 simulations, the Trp252 sidechain extends away from the ligand, enabling it 

to interact with nearby cholesterol lipids. In the C1b-bryostatin simulations, however, it can be 

seen that the indole nitrogen of Trp252 is turned in toward bryostatin, stabilizing the protein-ligand 
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complex (Figure 6I). This makes the Trp252 side chain unavailable for interactions with 

cholesterol.  

These simulations suggest that interactions between the C1b domain and cholesterol could play an 

important role in influencing the cellular responses elicited from different modulators. The C1b-

phorbol and C1b-Merle27 complexes exhibit consistent predominant interactions with cholesterol 

through Leu250 and Trp252, respectively. Through changes in topology and differences in protein-

ligand interactions, these cholesterol interactions are not present in the C1b-bryostatin simulations. 

The lack of cholesterol interactions may serve a critical role in modulating the cellular localization 

of PKC, thus having an effect on which substrates are accessible to the kinase. This could have a 

profound impact on which cellular responses are triggered through modulators binding to the C1b 

domain. 

5.5 Conclusions and Outlook 
Through molecular dynamics simulations, a reasonable hypothesis can be proposed for why 

bryostatin and phorbol elicit different cellular effects within the cell. Namely, that cholesterol 

interactions with the C1b domain drive the cellular localization of the protein, affecting the 

substrate specificity of PKC. Through topological changes and variations in protein-ligand 

interactions, the C1b domain displays a significant decrease in cholesterol interactions when bound 

to bryostatin when compared to the C1b-phorbol and C1b-Merle27 complexes. This decrease in 

the C1b domain’s interactions with cholesterol when bound to byrostatin could affect its likelihood 

of translocating to cholesterol-rich regions of the cell membrane, such as lipid rafts, which will 

alter which substrates have accessibility to the active site of PKC-δ.  

With this working hypothesis, in vitro solid-state NMR experiments can be performed to verify 

whether or not these characteristics are likely to persist in a cellular membrane. By introducing 
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17O-labelled cholesterol into the phosphatidylserine lipid vesicles, interactions between the 

cholesterol and a singly labelled 15N-Leu250 or 15N-Trp252 residue can be explored and 

quantified. Furthermore, selective labelling on bryostatin and these same residues on the C1b 

domain can also be used to determine if the bound conformation of bryostatin does inhibit 

cholesterol interactions with those residues on the protein. While labelling cholesterol with 17O 

would be ideal, experiments performed with 13C or 19F labelled cholesterol may be more tractable 

for initial experiments. 

If the in vitro results support the hypothesis derived from the molecular dynamics simulations, it 

would ultimately be beneficial to confirm them with in-cell DNP. Ffurther improvements upon the 

sensitivity enhancements produced in chapters 2-4 will make these experiments more tractable. 

Improvements can be made through a combination of increasing microwave power, improving 

microwave coupling to the sample in the NMR rotor, and optimizing microwave polarization. 

These examples are outlined in more detail in Chapter 6. 
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With current and future improvements made in microwave power, experiments can be performed 

on PKC in vitro and in vivo to determine the extent of cholesterol interactions for each protein-

ligand complex observed in silico. One important step is to incorporate DNP polarizing agents 

into membrane systems. An elegant method would be to covalently attach a polarizing agent to 

the N-terminus of the C1b domain via solid phase peptide synthesis. This improves DNP 

sensitivity in non-glassy membranes and ensures that the radical is close to the target. Tethering 

of the trityl-Me3N radical would enable some of the most sensitive DNP NMR experiments to 

date while allowing for the decoupling of the electron-nuclear hyperfine interactions. Initially, 

selectively labeling Leu250, Trp252, and cholesterol can be useful for confirming the 

interactions between C1b domain and cholesterol in vitro. Similarly, this can be used to rule out 

interactions between these residues and cholesterol when the C1b domain is bound to bryostatin. 

Observing 15N chemical shift anisotropies has been shown to be an effective method for 

determining the presence of a hydrogen bond and could be applied to this system7. Confirming 

these results in vitro will be another preliminary step toward studying PKC-δ in intact human 

cells with DNP NMR. 
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