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ABSTRACT OF THE DISSERTATION

Developing nucleon self-energies to generate the ingredients for the description

of nuclear reactions

by

Mack Atkinson

Doctor of Philosophy in Physics

Washington University in St.Louis, 2019

Professor Willem Dickhoff (Chair)

The nucleon self-energies of 40Ca, 48Ca, and 208Pb are determined using a nonlocal dis-

persive optical model (DOM). By enforcing the dispersion relation connecting the real and

imaginary part of the self-energy, both experimental scattering data and nuclear structure

data are used to constrain these self-energies. The ability to calculate both bound and

scattering states simultaneously puts these self-energies in a unique position to consistently

describe exclusive knockout reactions such as (e, e′p). Using the well-constrained self-energy

describing 40Ca, the distorted-wave impulse approximation (DWIA) description of the (e, e′p)

reaction is shown to be valid for outgoing proton kinetic energies around 100 MeV. This

analysis also reveals the importance of high-energy proton reaction cross section data in

constraining spectroscopic factors of the (e, e′p) reactions. In particular, it is imperative

that high-energy proton reaction cross section data are measured for 48Ca in the near fu-

ture so that the quenching of the spectroscopic factor in the 48Ca(e, e′p)47K reaction can be

properly constrained using the DOM. Moreover, DOM generated spectral functions indicate

that the quenching of spectroscopic factors is due not only to long-range correlations, but

also partly due to the increase in the proton high-momentum content in 48Ca on account

xi



of the strong neutron-proton interaction. Single-particle momentum distributions of pro-

tons and neutrons in 48Ca and 208Pb calculated from these spectral functions confirm this

by clearly showing that neutron excess causes a higher fraction of high-momentum protons

than neutrons. In addition to proton reaction cross section data, high-energy neutron total

cross section data are also shown to constrain the distribution of neutrons in these nuclei,

leading to the prediction of thick neutron skins in both 48Ca and 208Pb. Using the DOM

spectral functions, the binding energy density of each nucleus is calculated. These energy

densities call into question the degree to which the equation of state for nuclear matter is

constrained by the well-known empirical mass formula.
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Chapter 1

Introductory Remarks

Generally speaking, low-energy nuclear physics is the study of how the properties of nuclei

emerge from the interaction of their consituent particles. In 1935, Yukawa suggested that

protons and neutrons, or nucleons, interact through the exchange of light mesons (pions) [1].

This simple picture of the nucleon-nucleon (NN) interaction explained how systems of pro-

tons and neutrons (nuclei) could be bound. This NN interaction also explains the strong,

short-range nature of the nuclear force which is evident from the hard-sphere-like nature

of NN scattering phase shifts in addition to the observation from elastic electron scattering

experiments that the radius of a given nucleus scales by A1/3 [1, 2]. Since then, enormous

progress has been made in developing this phenomenological picture through parametrized

NN interactions [3, 4]. More recently, the NN interaction has been calculated using a chiral

effective field theory (χEFT) in which a parametrized Lagrangian contains all the symmetries

of quantum chromodynamics (QCD) [5–7]. Both phenomenological and χEFT interactions

are constrained by proton-proton and proton-neutron scattering data as well as the binding

energy of the deuteron.

Even with these sophisticated NN interactions, there is still the many-body problem
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to overcome in order to be able to describe nuclei starting from these interactions. The

ground state of light systems up to 12C can be directly calculated using the Green’s function

Monte-Carlo (GFMC) method with the NN interaction as input [8, 9]. The ground state of

larger systems up to 16O can be directly calculated with less accuracy using auxiliary field

diffusion Monte-Carlo (AFDMC) [10]. Any ab-initio calculation of the structure of nuclei

larger than this relies on many-body approximations that require further softening of the

NN interactions [11–13]. The structure of any nucleus larger than A ≈ 48 (with isolated

exceptions such as 100Sn [14]) can only be calculated using mean-field methods that rely

on parametrized density functionals fit to a large set of nuclear structure data [15]. These

density functionals are far removed from the NN interaction, indicating that the theoretical

description of the majority of nuclei is phenomenological.

All of the properties of nuclei known today are due to experimental measurements of

nuclear reactions. Thus, it is important to connect calculations of nuclear structure with

these reactions. The inclusion of scattering states in the calculations mentioned in the

previous paragraph is exceedingly complicated. Variational Monte-Carlo (VMC) meth-

ods have been applied to calculate low-energy neutron-alpha (n-4He) [16] and no-core shell

model (NCSM) methods have been applied to low-energy neutron scattering of systems up

to 6He [17, 18]. While considerable progress in ab-initio nuclear reaction calculations is be-

ing made, parametrized optical potentials have been used for decades to accurately describe

nuclear reactions for a very wide range of nuclei [19].

These phenomenological optical potentials were constrained by nucleon-nucleus elastic

scattering data, so they could only describe states of nuclei in the continuum. While these

optical potentials are certainly sensitive to nuclear structure, their chosen functional form

prevented them from describing bound-state information. Thus, there was a disjoint descrip-

tion of the nucleus, where the ground state was described with a mean-field calculation while

the scattering states are described with an optical potential. This situation is alleviated by
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making the connection that the optical potential is the irreducible self-energy in a Green’s

function many-body formalism. The irreducible self-energy satisfies a dispersion relation

which links nuclear structure with scattering states [20,21]. In the seminal work of Mahaux

and Sartor [22], a dispersive optical model (DOM) is proposed in which a parametrized self-

energy is subject to this dispersion relation. In this thesis, DOM self-energies are fit to both

elastic scattering data and bound-state data in 40Ca, 48Ca, and 208Pb. This allows for test-

ing reaction models, (e, e′p) for example, since all the ingredients needed for these models

are constrained in the DOM. Furthermore, this approach can help make sense of data to

be generated at the new Facility for Rare Isotope Beams (FRIB) as the typical radioactive

nucleus is particularly sensitive to the interplay between bound and continuum states [23].

The results of the current DOM analysis lead to predictions of quantities such as neutron

skins and energy densities that are difficult to constrain with unambiguous experiments but

are closely tied to astrophysical objects such as neutron stars [24–27].

This thesis is divided into seven chapters, with this introduction being the first. The

aim is to be as self-contained as possible, so the second chapter is a detailed theoretical

background of the concepts used throughout all of the chapters. This chapter is also intended

to be a useful reference for anyone working with the DOM. To avoid repetition, introductions

to the concepts of chapters 3-6 are left to their corresponding introductory sections. The

work in Chap. 3 is published in Physical Review C, see Ref. [28]. Some of the work in

Chap. 4 is published in Physical Review Letters, see Ref. [29]. Chapter 7 contains some

concluding remarks and an outlook for the future. There are three appendices which each

contain relevant information that would otherwise detract from the general flow of the thesis.
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Chapter 2

Theoretical Background

This chapter serves as an overview of theoretical concepts relevant to the DOM and its

applications. In Sec. 2.1, the optical potential is derived from fundamental scattering theory.

Section 2.2 not only introduces the Lagrange basis, but provides details on the R-matrix

method that is used to solve scattering equations. The many-body formalism of the single-

particle propagator is presented in Sec. 2.3. The formalism of all of these sections are then

combined to introduce the DOM in Sec. 2.4. Finally, methods for numerically calculating

the single-particle propagator are discussed in Sec. 2.5

2.1 Nucleon-Nucleus Scattering

The goal of this section is to justify using a single complex potential to describe nucleon-

nucleus scattering. The interaction between the nucleon and the nucleus can be represented

by a sum over the interactions between the constituent nucleons of the nucleus and the free

nucleon. Consider all possible processes which can follow from the interaction of the nucleon
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with the nucleus,

a+ A→ a+ A elastic scattering

→ a+ A∗ inelastic scattering

→ b+B rearrangement

etc. (2.1)

where a denotes the nucleon and A is the target nucleus. The system a+A is referred to as

the entrance channel while a+A∗, b+B, etc. are referred to as exit channels [30]. Equation

(2.1) indicates that there can be several different channels with a and A as constituents (and

likewise with b and B as constituents, etc.). It is convenient to refer to these as partitions

such as α = a+ A or β = b+B.

The full Hamiltonian can be written as

Ĥ = Ĥα + K̂α + V̂α, (Ĥ − E)Ψ = 0, (2.2)

where Ĥα is the internal Hamiltonian of some partition α, K̂α is the kinetic-energy of the

relative motion between a and A, and V̂α is the potential of interaction between a and A.

(The use of α in these derivations is completely arbitrary; any partition β also satisfies

Ĥ = Ĥβ + K̂β + V̂β.) The internal Hamiltonian Ĥα consists of the Hamiltonians of a and A,

(Ĥa − Ea)ψa = 0 (ĤA − EA)ψA = 0

Ĥα = Ĥa + ĤA ψα = ψaψA.
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The potential V̂α is the interaction of all the constituents of A with a,

V̂α(rα, xα) =
A+1∑

i=1

V̂1i.

The total wave function Ψ for the system can be expanded over any complete set of internal

states ψα,

Ψ =
∑

α

ξ(rα)ψα(xα), (2.3)

where the coefficients ξα(rα) are channel functions that describe the relative motion of a and

A. Inserting this expansion into Eq. (2.2), multiplying on the left by ψ∗α, and integrating

over xα leads to an infinite set of coupled equations for each ξα(rα) [31],

[εα +Kα + 〈α| V̂α |α〉 − E]ξα(rα) =
∑

α′ 6=α
〈α| V̂α |α′〉 ξα′(rα).

Each channel function ξα(rα) has the following asymptotic form (analogous to Eq. (A.5)),

ξα(rα) ∼ eikα·rαδααi + fααi(r̂α,kαi)
eikαrα

rα
,

where αi is the entrance channel described by eikαi ·rαi and fααi is the amplitude for an

incoming plane wave from αi scattering to an outgoing spherical spherical wave in the α

channel.

In order to describe elastic scattering in this reaction, an infinite set of coupled equations

should be solved to obtain the elastic scattering amplitude fαiαi . The consequence of having

many other open channels to scatter to is that flux is taken from the elastic scattering

channel. Thus, an approximation should be made that does not involve solving for infinite

channels but can still describe the loss of flux to them. This can be done by modifying
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Eq. (2.3) to only include the entrance channel αi,

Ψmodel = ξαi(rαi)ψαi(xαi). (2.4)

A more formal way of stating this is through projection operators [32]

Ψmodel = P̂Ψ, Ψ = P̂Ψ + Q̂Ψ,

where P̂ and Q̂ are projection operators such that

P̂ + Q̂ = 1, P̂ 2 = P̂ , Q̂2 = Q̂, Q̂P̂ = P̂ Q̂ = 0. (2.5)

The idea of these projectors is that P̂ projects into a model space (P -space) of the most

important channels (in the case of elastic scattering this is only one, the entrance channel),

while the Q-space is comprised of the infinite other channels. Thus, considering only P -space

makes this reaction a more tractable problem. Now, Eq. (2.2) becomes

(Ĥ − E)(P̂Ψ + Q̂Ψ) = 0. (2.6)

Manipulating Eq. (2.6) using the properties in Eq. (2.5) leads to a Schrödinger equation for

the model wave function P̂Ψ [31],

(Ĥ − E)P̂Ψ = 0, (2.7)

where H is an effective Hamiltonian in P -space,

Ĥ = P̂ ĤP̂ + P̂ ĤQ̂
1

E − Q̂ĤQ̂+ iη
Q̂ĤP̂ . (2.8)
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The choice of the model wave function in Eq. (2.4) leads to further simplification of Eq. (2.8),

Ĥ = Ĥαi + K̂αi + V̂(rαi , xαi),

where V̂ is the effective interaction,

V̂ = P̂ V̂αiP̂ + P̂ V̂αiQ̂
1

E − Q̂ĤQ̂+ iη
Q̂V̂αiP̂ . (2.9)

This reformulation of the problem is advantageous since it allows one to work in the

simpler model-space. Indeed, Eq. (2.7) still represents the full problem with an infinite

number of channels; this fact is hidden in the effective interaction V . The advantage of this

formulation is the possibility of approximating V with a simpler form.

The first term in Eq. (2.9) straight-forwardly represents the interaction in P -space. The

second term compensates for the coupling to all channels in Q-space. This second term

merits further investigation. First, the coupling to the other channels in Q-space will result

in a loss of flux from the entrance channel. This indicates that Ĥ must be complex to account

for this absorption, which can be explicitly seen in Eq. (2.9), provided the energy allows for

zeros in the denominator. Second, Eq. (2.9) shows an explicit energy dependence. Finally,

the presence of Ĥ in the denominator includes the kinetic-energy of relative motion. Since

the kinetic-energy contains differential operators, V̂ will necessarily be nonlocal [31]. This

nonlocality manifests as an integral operator,

V̂Ψ =

∫
d3r′V(r, r′)Ψ(r′). (2.10)
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With these properties in mind, a simpler expression for V̂ is appropriate,

V̂ = P̂ V̂αiP̂ + ∆V̂ (E).

It is due to these properties that V̂ is often referred to as an optical potential, since a complex

potential is analogous to a complex index of refraction for the scattering of light [33]. Thus,

nucleon-nucleus scattering can be calculated using the techniques detailed in App. A by

using the optical potential.

2.1.1 Optical potentials

In the previous subsection, the optical potential was derived in the context of nucleon-

nucleus scattering. The task is now to find a suitable form for an optical potential that

can describe elastic scattering by approximating the coupling to all open channels. Typical

optical potentials are parametrized such that

V(r, E) = V (r) + iW (r;E),

where both V and W involve a set of parameters which are adjusted to reproduce elastic

scattering data. Due to the short-range nature of the nuclear force, a Woods-Saxon function

is often adopted for the radial dependence of V and W [31],

V (r) =
−V0

1 + e(r−rv)/av
,

where V0, rv, and av are adjustable parameters. The imaginary form has its own set of

parameters W0, rw, and aw. As for the energy dependence, this is usually separated from
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the radial dependence in the following way,

W (r;E) = W (r)WE(E).

Note that these potentials are local, contrary to Eq. (2.10). The reason for this is to simplify

the scattering equations. To make up for the fact that the potential should be nonlocal, it can

be shown that adding an energy dependence can simulate the effects of nonlocality [31, 34].

This method has issues which will be explained in Subsection (2.4.1), hence the explicit

inclusion of nonlocality in the DOM of this thesis.

To account for spin-orbit coupling, a surface term (derivative of a Woods-Saxon function)

is included,

V so
`s (r) = Vso

(
~
mπ

)2
1

a0r

−e(r−rso)/aso

[1 + e(r−rso)/aso ]
2` · s = Vso(r)` · s, (2.11)

where Vso, rso, and aso are adjustable parameters specific to this term. The chosen form is

inspired by a nonrelativistic reduction of the Dirac equation [31,35]. An intuitive explanation

for the surface form of Eq. (2.11) is that in nuclear matter there is no reference point for `,

so there is no significance in the direction of a particle’s spin relative to `. Now consider a

finite nucleus, the uniformity of the nuclear interior indicates (crudely) that the deviation

from nuclear matter occurs in the surface. Thus, the spin-orbit coupling (which is a feature

only of finite nuclei) should predominantly come from the surface. Equation (2.11) can be

written in a basis of good total angular momentum by noting that

` · s =
~2

2

[
j(j + 1)− `(`+ 1)− 3

4

]
.
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The optical potential in this basis is of the following form:

V`j(r;E) = V (r) + iW (r;E) + Vso(r)` · σ.

2.2 R-matrix theory

All scattering calculations in this thesis are done using R-matrix theory. The advantage of

R-matrix theory over standard integration methods is that it allows for the use of a finite,

discrete basis of square-integrable functions [36]. Note that the dimensions of the R-matrix

correspond to how many channels are included in the scattering calculation. As indicated

in Sec. (2.1), only the elastic channel is included, thus the R-matrix refers here to a 1 × 1

matrix (or equivalently just a scalar). In this case, the R-matrix is defined as [36]

R`j(E) =
1

a

u`j(a)

u
′
`j(a)

. (2.12)

2.2.1 Calculation of the R-matrix

In R-matrix theory, the configuration space is divided at a matching radius (a) into an

internal region and an external region [36]. The wave function in the external region is

simply the asymptotic expression from Eq. (A.4),

uext
`j (r) =

1

2ikr
[S`j(k)Õ`(kr)− Ĩ`(kr)], (2.13)
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where O`(kr) and I`(kr) are linear combinations of Coulomb functions corresponding to

outgoing and incoming wave functions, respectively,

O`(kr) = G`(kr) + iF`(kr) I`(kr) = G`(kr)− iF`(kr).

The wave function in the internal region can be expanded over some finite basis {φn} with

N basis functions as

uint
`j (r) =

N∑

n=1

cnφn(r). (2.14)

The particular basis used in this thesis is the Lagrange basis, which will be described in

Sec. (2.2.2). An issue that arises with this division is that the Hamiltonian is not Hermitian

in the internal region (0, a) [36]. Consider the kinetic-energy matrix element in the finite

basis,

〈n| T̂ |m〉 =

∫ a

0

drr

∫ a

0

dr′r′φn(r)

[−~2

2µ

d2

dr2

δ(r − r′)
r2

]
φm(r′), (2.15)

where the centrifugal part has been omitted for clarity. The condition of Hermiticity demands

that

〈n| T̂ |m〉 = 〈m| T̂ |n〉 , (2.16)

which is equivalent to switching i and j in Eq. (2.15). In order to check this condition, the

method of integration-by-parts [37] can be applied to the integral in Eq. (2.15), resulting in

∫ ∞

0

drφn(r)φ
′′
m(r) = φn(a)φ

′
m(a)− φ′n(a)φm(a) +

∫ ∞

0

φm(r)φ
′′
n(r). (2.17)

The surface terms in Eq. (2.17) do not vanish because the surface is defined at r = a, thus

the Hermiticity relation in Eq. (2.16) is violated. In order to remedy this, Claude Bloch

introduced an operator (the Bloch operator) to be added to the kinetic-energy which takes
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care of the surface term [38],

L̂ =
~2

2µ
δ(r − a)

d

dr
. (2.18)

With this addition, Ĥ` + L̂ is now Hermitian in the internal region. The Bloch operator

introduces an inhomogeneity into the Schrödinger equation,

(Ĥ`j + L̂ − E) |uint
`j 〉 = L̂ |uint`j 〉 → L̂ |uext`j 〉 , (2.19)

where |uint` 〉 can be replaced with |uext` 〉 on the right-hand-side owing to the nature of the

Bloch operator and the continuity condition

uint
`j (a) = uext

`j (a).

Another nice feature of the presence of the Bloch operator in Eq. (2.19) is that the continuity

of the derivatives at the boundary is guaranteed [36].

Now that the problem is well-posed, Eq. (2.19) can be manipulated by inserting various

complete sets in the following way

N∑

m=1

〈n| Ĥ`j + L̂ − E |m〉 〈m|uint
`j 〉 =

∫ ∞

0

drr2 〈n| L̂ |r〉 〈r|uext
`j 〉 . (2.20)

Noting that 〈m|uint
`j 〉 are the expansion coefficients in Eq. (2.14), uint

`j (r) can be found by

inverting Eq. (2.20),

uint
`j (r) =

~2

2µ
u
′ext
`j (a)

N∑

n,m=1

φn(a)(C−1)nmφm(r), (2.21)
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where the symmetric matrix C is defined as

Cnm = 〈n| Ĥ`j + L̂ − E |m〉 .

Evaluating Eq. (2.21) at r = a and using the definition of the R-matrix in Eq. (2.12) leads

to

R`(E) =
~2

2µa

N∑

n,m=1

φn(a)(C−1)nmφm(a). (2.22)

Once the R-matrix is calculated using Eq. (2.22), it can be used to calculate the scattering

matrix S` by inserting Eq. (2.22) into Eq (2.12) and using Eq. (2.13). This leads to the

following expression,

S`j =
Ĩ`(ka)− kR`j(E)Ĩ ′`(ka)

Õ`(ka)− kR`j(E)Õ′`(ka)
.

This can then be used to calculate the scattering wave function using Eq. (2.21) as well as

differential cross sections as explained in App. (A).

2.2.2 Lagrange Basis

The basis functions used in all calculations contained in this thesis are the Lagrange func-

tions [39]. Lagrange functions make use of orthogonal polynomials and Gauss quadrature [39]

to form a numerically efficient basis. In order to derive these basis functions, first consider

a family of orthogonal polynomials {pn} defined over an interval (b, c) such that

∫ c

b

dxpn(x)pm(x)w(x) = hnδnm,

where w(x) is the weight function associated with the family of orthogonal polynomials and
√
hn is their normalization [40]. A Gauss quadrature with N mesh points consists of the N
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zeros of the N th degree orthogonal polynomial

pN(xi) = 0

along with the N associated weights wi. The Gauss quadrature approximation of an integral

is then ∫ c

b

dxf(x)w(x) ≈
N∑

i=1

wif(xi). (2.23)

The mesh points and the weights for a given family of orthogonal polynomials can be calcu-

lated using the methods detailed in Sec. 3.6 of Ref. [39]. Typically, the weight function is

absorbed into f(x) such that Eq. (2.23) is instead written as

∫ c

b

dxg(x) ≈
N∑

i=1

λig(xi), (2.24)

where g(x) = w(x)f(x) and λi = wi/w(xi) [39]. Comparing to typical Riemann-sum type

integration methods, the number of mesh points needed to perform various integrals needed

throughout this thesis is reduced by a factor of 10. This approximation is extremely efficient

for functions which can be approximated by a polynomial, but one needs to be careful if

the function has any divergences or discontinuities [39]. Often, the integration range desired

in a calculation is not the range over which a particular family of orthogonal polynomials

is defined. To account for this, the mesh can be translated and scaled to fit the range of

the problem. For a scaling and translation such as y = ax + d, Eq. (2.24) changes in the

following way, ∫ c′

b′
g(y)dy ≈ a

N∑

i=1

λig(axi + d)→
N∑

i=1

λ̃ig(x̃i), (2.25)

where x̃i = axi + d and λ̃i = aλi represent the transformed Lagrange mesh.

Now consider a set of N functions {fi(x)} which are associated with the Gauss quadrature

15



in such a way that

fi(xj) =
δij√
λi
. (2.26)

For a given orthogonal polynomial of degree N , this condition is satisfied with the following

expression [39]

fi(x) =
λ
− 1

2
i

p
′
N(xi)

pN(x)

x− xi
.

For most problems, the Lagrange function is represented on a scaled and translated mesh

represented by Eq. (2.25),

fi(r) =
λ̃
− 1

2
i

p
′
N(xi)

apN( r−d
a

)

r − x̃i
, (2.27)

where this scaled Lagrange function satisfies a scaled version of the condition in Eq. (2.26),

fi(x̃j) = δijλ̃
− 1

2
i . (2.28)

2.2.3 Lagrange-Legendre Basis

In order to calculate the R-matrix described in Sec. (2.2), Legendre polynomials [40] are

employed to generate the Lagrange functions defined in Eq. (2.27). Legendre polynomials

are defined for x ∈ [−1, 1] while the internal region for scattering is defined for r ∈ [0, a].

Thus, the following transformation is required,

r =
a

2
(x+ 1).

In the literature [36, 39], the transformed Legendre mesh points are only transformed to

x̃i ∈ [0, 1],

x̃i =
1

2
(xi + 1) λ̃i =

1

2
λi,
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altering the Lagrange condition of Eq. (2.28) to

fi(ax̃j) = δij(aλ̃i)
− 1

2 . (2.29)

Furthermore, since the scattering wave function is the regular solution of Eq. (A.3) [41], it

satisfies the condition that

uint
`j (r = 0) = 0.

In order to enforce this boundary condition, the Lagrange functions can be weighted by a

factor of
(

r
axi

)
, leading to

fi(r) = (−1)N+i

(
r

ax̃i

)√
ax̃i(1− x̃i)

PN(2r/a− 1)

r − ax̃i
, (2.30)

where PN(x) is an N th-order Legendre polynomial as defined in Ref. [40]. These Lagrange-

Legendre functions can now be used as basis functions for calculating uint
`j (r) as in Eq. (2.14).

The true advantage of using the Lagrange basis for these calculations is revealed when

considering the matrix elements of the Hamiltonian. Consider first the matrix elements of

the potential,

〈n| V̂`j |m〉 =

∫ a

0

dr

∫ a

0

dr′fn(r)V`j(r, r′)fm(r′), (2.31)

where fn(r) = 〈n|r〉 is the basis Lagrange-Legendre basis function defined in Eq. (2.30).

Note that the factors of r2 and r′2 for the radial integrals in Eq. (2.31) are hidden by the

basis functions representing the r-weighted wave function u(r) and the r-weighted potential

as defined in Eq. (A.3). Using Eq. (2.25) to approximate the integrals in Eq. (2.31) leads to

〈n| V̂`j |m〉 = a2

N∑

α=1

N∑

β=1

λ̃αλ̃βfn(ax̃α)V`j(ax̃α, ax̃β)fm(ax̃β). (2.32)
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Since the Lagrange-Legendre functions are being evaluated at Legendre-mesh points in

Eq. (2.32), the Lagrange condition in Eq. (2.29) can be employed to simplify the poten-

tial matrix element to

〈n| V̂`j |m〉 = a(λ̃nλ̃m)
1
2V`j(ax̃n, ax̃m) (2.33)

Thus, the Lagrange basis has reduced the computation of the potential matrix element from

performing a double-integral to simply evaluating the potential at the mesh points. For the

case of a local potential, a similar analysis leads to

〈n| V̂ local
`j |m〉 = V local

`j (ax̃n)δnm.

The greatest advantage of this basis is the reduction of the kinetic-energy element to an

analytic expression in terms of the mesh points [39]. Using the same logic that was used for

the potential matrix elements, the kinetic-energy matrix element can be shown to be

〈n| T̂ + L̂ |m〉 = − ~2

2µ

[
a−

3
2 λ̃

1
2
nf
′′
m(ax̃n)− a−1fn(a)f ′m(a)

]
, (2.34)

where the Bloch operator (Eq. (2.18)) has been included and the centrifugal term has been

omitted (it is evaluated in the same way as the potentials). The expression in Eq. (2.34) can

be further simplified by taking advantage of various useful properties of Legendre polynomi-

als [39, 40]

〈n| T̂ + L̂ |m〉 =
~2

2µ

(4N2 + 4N + 3)x̃n(1− x̃n)− 6x̃n + 1

3a2x̃2
n(1− x̃n)2
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for n = m, and

〈n| T̂ + L̂ |m〉 =
~2

2µa2

(−1)n+m

[x̃nx̃m(1− x̃n)(1− x̃m)]
1
2

×
[
N2 +N + 1 +

x̃n + x̃m − 2x̃nx̃m
(x̃n − x̃m)2

− 1

1− x̃n
− 1

1− x̃m

]

for n 6= m. Note that these matrix elements are symmetric, which is due to the inclusion of

the Bloch operator.

2.2.4 Lagrange-Laguerre Basis

While Legendre polynomials work well for calculating positive energy phase shifts, they

are not ideal for bound-state calculations because they are defined over a finite domain and

require the Bloch operator to keep the Hamiltonian Hermitian. So, Laguerre polynomials are

used in negative energy calculations because they are defined for x ∈ [0,∞) [40]. Naturally,

this means that no modification is needed to satisfy the Hermiticity of the kinetic-energy

matrix. Since the size of a typical nucleus is on the order of 10 fm, the Laguerre mesh points

are scaled by a factor aL < 1 (typically around aL = 0.2) so that the potential of the nucleus

is properly sampled by the mesh. The corresponding Lagrange-Laguerre basis function is

fi(r) = (−1)ir(aLxi)
−1/2LN(r/a)

r − aLxi
,

where LN(x) is the N th-order Laguerre polynomial and xi is a Laguerre mesh point satisfying

LN(xi) = 0. These basis functions also satisfy the modified Lagrange condition of Eq. (2.29),

meaning that the matrix elements of the potential are equivalent to Eq. (2.33) using the

corresponding Laguerre mesh. The kinetic-energy matrix element has a different form due
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to the different properties of the Laguerre polynomial [39], where

〈n|T̂ |m〉 = − 1

12x2
n

[x2
n − 2(2N + 1)xn − 4]

for n = m, and

〈n|T̂ |m〉 = (−1)n−m
xn + xm

2
√
xnxm(xn − xm)2

for n 6= m.

With the Lagrange basis, no integrals or derivatives are necessary when calculating matrix

elements. The connection between the Lagrange functions and Gauss quadrature is why the

Lagrange basis is implemented in the current applications of the DOM. With the introduction

of the Lagrange basis alone, the current DOM code is roughly 60 times faster than its previous

implementation. Combined with the recent parallelization of the code, the overall speed of

DOM fits has increased by well over two orders of magnitude.

2.3 Green’s Functions

Green’s functions were originally formulated to aid in solving ordinary differential equa-

tions [42]. In general, Green’s function for a given differential equation is the solution to said

equation with an added (or replaced) inhomogeneity of a Dirac delta function. In particular,

Green’s function for the three-dimensional nonlocal Schrödinger equation is defined as

(
~2

2µ
∇2 + E)G(r, r′)−

∫

V
d3r1V (r, r1)G(r1, r

′) = δ(3)(r − r′). (2.35)

20



Another common use of Green’s function is in electrostatics, where it represents the potential

of a unit point source:

∇2G(x,x′) = −4πδ(3)(x− x′).

This Green’s function can then be used to find the potential of a general charge distribution,

given a set of boundary conditions [33]. This is to say that the idea of a Green’s function is

a general one with connections throughout all of science. With this in mind, any mention

of Green’s functions in this section will refer to Green’s function satisfying the Schrödinger

equation, Eq. (2.35).

2.3.1 Single-particle propagator in a one-body system

Most texts refer to the single-particle propagator and Green’s function synonymously [43].

Since the idea of Green’s function has been introduced, it is natural to now introduce the

concept of the propagator. Consider the time-dependent Schrödinger equation of a single

particle,

−i~ ∂
∂t
|ψ, t0; t〉+ Ĥ(r) |ψ, t0; t〉 = 0, (2.36)

where the Hamiltonian is chosen to be time-independent. The solution to Eq. (2.36) is

|ψ, t0; t〉 = e−
i
~ Ĥ(r)(t−t0) |ψ, t0〉 .

The state |ψ, t0; t〉 can be written as a wave function by projecting an eigenbra of coordinate

space

ψ(r, t− t0) = 〈r|ψ, t0; t〉 =

∫

V
d3r′ 〈r| e− i

~ Ĥ(r)(t−t0) |r′〉ψ(r′, t′ − t0), (2.37)

where a complete set (
∫
d3r′ |r′〉 〈r′| = 1) has been inserted. Equation (2.37) appears to

be an application of Green’s Theorem to the time-dependent Schrödinger equation with the
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matrix element acting as Green’s function. While Eq. (2.37) moves the state both into the

future and the past, the propagator is an object that describes propagation only into the

future

G(r, r′; t− t′) = − i
~
〈r| e− i

~ Ĥ(r)(t−t′) |r′〉 θ(t− t′), (2.38)

where the step function ensures this forward propagation. The factor of
(
− i

~

)
in Eq. (2.38)

is a normalization factor so that G(r, r′, t− t′) satisfies the following equation

[
i~
∂

∂t
−H(r)

]
G(r, r′, t− t′) = δ(t− t′)δ(r − r′),

which is consistent with the definition of Green’s function given in Sec. 2.3. The interpre-

tation of the propagator, G(r, r′, t − t′), is that it represents the probability amplitude of

finding the particle at position r at time t provided it originally started at position r′ at

time t′.

Now, consider a complete set of eigenfunctions of Ĥ, {|ψn〉}, such that

Ĥ |ψn〉 = εn |ψn〉 ,

and insert into Eq. (2.38)

G(r, r′; t− t′) = i~θ(t− t′)
∑

n

〈r|e− i
~ Ĥ(r)(t−t′) |ψn〉 〈ψn|r′〉

= i~θ(t− t′)
∑

n

ψn(r)ψn(r′)e−
i
~ εn(t−t′). (2.39)

Equation (2.39) is a Fourier series, which is inspiration to look at the Fourier transform of the

propagator. This will be done by rewriting Eq. (2.39) as an integral over energy. Consider
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the following representation of the step function

θ(t− t′) =
i

2π
e
i
~E(t−t′)

∫

C

dz
e−

i
~ z(t−t′)

z − E + iη
, η → 0+. (2.40)

There are two cases to consider in Eq. (2.40), backward and forward time propagation.

Backward time propagation means that t < t′, so the exponential in the integrand will decay

for large, positive, imaginary values of z, meaning that the contour should be closed in the

upper-half of the complex z-plane. Seeing as there are no poles in the upper-half, the contour

integral vanishes. Forward time propagation means that t > t′, so the exponential in the

integrand will decay for large, negative, imaginary values of z, meaning that the contour

should be closed in the lower-half of the complex z-plane. This integral can be evaluated

using the Cauchy Residue Theorem [44], resulting in the right-hand-side of Eq. (2.40) being

equal to 1. The behavior of this expression exactly describes that of the step function θ(t−t′).

Bringing the step function inside the sum in Eq. (2.39) and using Eq. (2.40) results in

G(r, r′; t− t′) =
1

2π~

∫

C

dze−
i
~ z(t−t′)

∑

n

ψn(r)ψ∗n(r′)

z − εn + iη

=
1

2π~

∫ ∞

−∞
dEe−

i
~E(t−t′)

∑

n

ψn(r)ψ∗n(r′)

E − εn + iη
. (2.41)

After close inspection, the last expression in Eq. (2.41) can be recognized as the Fourier

transform of the propagator in the energy domain, where

G(r, r′;E) =
∑

n

ψn(r)ψ∗n(r′)

E − εn + iη
= 〈r| 1

E − Ĥ + iη
|r′〉 . (2.42)

Now, apply (E − Ĥ) to Eq. (2.42) and the original definition for Green’s function of the

Schrödinger equation, Eq. (2.35), is recovered. The simpler expression for the propagator in

Eq. (2.42) is the reason that most calculations of G are done in the energy domain.
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At this point, to get a handle on the propagator, it is useful to consider the case when

no potential is present, i.e. Ĥ = T̂ where T̂ is the kinetic-energy operator. This is referred

to as the free propagator or free Green’s function,

G(0)(r, r′;E) = 〈r| 1

E − T̂ + iη
|r′〉 . (2.43)

This can be evaluated by inserting a complete set of plane waves into Eq. (2.43),

G(0)(r, r′;E) =

∫
d3k 〈r| 1

E − T̂ + iη
|k〉 〈k|r′〉 =

1

(2π)3

∫
d3k

eik·(r−r
′)

E − ~2k2
2m

+ iη
. (2.44)

The last integral in Eq. (2.44) can be calculated in spherical coordinates using contour

integration for the integral over k, closing the contours in the upper/lower-half of the complex

k-plane, resulting in

G(0)(r, r′;E) = − m

2π~2

eik0|r−r
′|

|r − r′| , (2.45)

where

k0 =

√
2mE

~
.

So the free propagator for the single-particle case is an outgoing spherical wave. This provides

the boundary conditions for any single-particle propagator, since all propagators behave like

a free propagator outside the range of the potential. The formalism is slightly different

when the Coulomb potential is present due to its infinite range, but this does not change

the fact that the propagator will act as an outgoing wave [43]. This boundary condition

is a direct consequence of choosing forward propagation in time. If instead backward time

propagation were enforced (θ(t′ − t)), the sign in the exponential in Eq. (2.45) would be

flipped, corresponding to an incoming wave.
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2.3.2 Single-Particle propagator in a many-body system

The previous subsection detailed the single-particle propagator in a system with only one

particle. It is useful to think of the propagator in this way to get a handle on it, but the

single-particle propagator of a many-body system is the relevant quantity for most nuclear

calculations [20]. In second-quantization (the language of many-body physics), the single-

particle propagator from the previous section can be written as

G(r, r′; t− t′) = − i
~
〈0| âre−

i
~ Ĥ(r)(t−t′)â†r′ |0〉 θ(t− t′), (2.46)

where |0〉 is the vacuum state and âr and â†r′ are annihilation and creation operators for

states at r and r′, respectively. This can be interpreted as a particle state propagating

forward in time in the vacuum. While Eq. (2.46) is expressed in the Schrödinger picture, it

can be expressed in a more compact form in the Heisenberg picture [43]

G(r, r′; t− t′) = − i
~
〈0| âr(t)â†r′(t′) |0〉 θ(t− t′), (2.47)

where

ÔH(t) = e
i
~ ĤtÔSe

− i
~ Ĥt.

Equation (2.47) reduces to Eq. (2.46) by noting that the vacuum is the zero-energy eigenstate

of the Hamiltonian.

Moving now to a many-body system, the definition of the single-particle propagator needs

to be modified to account for the presence of other particles. Instead of using the vacuum

as a reference state, the ground state of the A-particle system is used. This means that
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Eq. (2.47) becomes

G(p)(r, r′; t, t′) = − i
~
〈ΨA

0 | âr(t)â†r′(t′) |ΨA
0 〉 θ(t− t′), (2.48)

where |ΨA
0 〉 is the fully correlated ground-state wave function of the A-body Hamiltonian

Ĥ |ΨA
0 〉 = EA

0 |ΨA
0 〉 .

The superscript on the propagator (G(p)) denotes the fact that Eq. (2.48) is describing the

propagation of an added particle in the presence of the ground state of the A-body system.

This clarification is needed since one can also describe the propagation of a hole in the

presence of the ground state of the A-body system. For this reason, G(p) is referred to as

the “particle propagator” while G(h) is referred to as the “hole propagator”, defined as

G(h)(r, r′; t, t′) =
i

~
〈ΨA

0 | â†r(t)âr′(t′) |ΨA
0 〉 θ(t′ − t).

The step function for the hole propagator corresponds to propagation of the hole backward

in time. Note that the distinction between particle and hole propagators was not necessary

in the previous subsection since there cannot be a hole in the vacuum (âr |0〉 = 0).

The full single-particle propagator is a combination of G(p) and G(h) in the following way

G(α, β; t, t′) = − i
~
〈ΨA

0 | T [aα(t)a†β(t′)] |ΨA
0 〉 , (2.49)

where T is the time-ordering operation (see Ref. [20] for details) and the symbols α and β

represent a general basis. Applying the time-ordering operation and using the definition of
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the Heisenberg operators, Eq. (2.49) becomes

G(α, β; t, t′) = − i
~

[
θ(t− t′)e

i
~E

A
0 (t−t′) 〈ΨA

0 | aαe−
i
~ Ĥ(t−t′)a†β |ΨA

0 〉

− θ(t′ − t)e i~EA0 (t′−t) 〈ΨA
0 | aαe−

i
~ Ĥ(t′−t)a†β |ΨA

0 〉
]

= G(p)(α, β, t, t′) +G(h)(α, β; t, t′).

The above expression is analogous to Eq. (2.46) with the main differences being that there is

now a hole propagator and that there are additional exponentials involving the ground-state

energy. Following the logic that led to Eq. (2.39), inserting complete sets of the Hamiltonian

leads to

G(α, β; t, t′) = − i
~

[
θ(t− t′)

∑

m

e
i
~ (EA0 −EA+1

m )(t−t′) 〈ΨA
0 | aα |ΨA+1

m 〉 〈ΨA+1
m | a†β |ΨA

0 〉

− θ(t′ − t)
∑

n

e
i
~ (EA0 −EA−1

n )(t′−t) 〈ΨA
0 | aα |ΨA−1

n 〉 〈ΨA−1
n | a†β |ΨA

0 〉
]
,

where the complete sets are from the A+ 1 system

Ĥ |ΨA+1
m 〉 = EA+1

m |ΨA+1
m 〉

and the A− 1 system

Ĥ |ΨA−1
n 〉 = EA−1

n |ΨA−1
n 〉 .

Again, the Fourier transform of the single-particle propagator will be more useful in
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calculations. Just as with Eq. (2.41),

G(α, β;E) =
∑

m

〈ΨA
0 | aα |ΨA+1

m 〉 〈ΨA+1
m | a†β |ΨA

0 〉
E − (EA+1

m − EA
0 ) + iη

+
∑

n

〈ΨA
0 | a†β |ΨA−1

n 〉 〈ΨA−1
n | aα |ΨA

0 〉
E − (EA

0 − EA−1
n )− iη . (2.50)

Equation (2.50) is known as the Lehmann representation [20] of the single-particle propaga-

tor. Removing the complete sets of eigenstates from Eq. (2.50) leads to

G(α, β;E) = 〈ΨA
0 |aα

1

E − (Ĥ − EA
0 ) + iη

a†β |ΨA
0 〉

+ 〈ΨA
0 | a†β

1

E − (EA
0 − Ĥ) + iη

aα |ΨA
0 〉 . (2.51)

Note again the connection to Eq. (2.41) with the main difference being the second term in

Eq. (2.51), which corresponds to the propagation of a hole in the many-body ground state.

2.3.3 Aspects of the single-particle propagator

Before discussing how to calculate the single-particle propagator, it is important to illustrate

the benefits that come from knowing the propagator of a many-body system. The propagator

contains information that has direct connections to many experimental observables. The first

feature to notice is that the denominators in Eq. (2.50) correspond to the excitation energies

of the (A + 1)/(A − 1) systems with respect to the ground state of the A-body system.

Naturally, the (A + 1) excited states correspond to the poles of the particle propagator

while the (A− 1) excited states correspond to the poles of the hole propagator. These hole

energies are probed through particle knock-out experiments [45] while the particle energies

are probed with stripping experiments [46]. The numerators of Eq. (2.50) are the transition

strengths from the ground state of the A-body system to the corresponding excited states of

28



the (A+1)/(A−1) -body systems. To extract transition strengths, it is useful to consider the

propagator on the diagonal, G(α, α;E), since this makes the numerator an absolute square,

G(α, α;E) = G(α;E) =
∑

m

| 〈ΨA
0 | aα |ΨA+1

m 〉 |2
E − (EA+1

m − EA
0 ) + iη

+
∑

n

| 〈ΨA
0 | a†β |ΨA−1

n 〉 |2
E − (EA

0 − EA−1
n )− iη .

The numerators can be expressed with energy-dependent spectral functions, which pro-

vide the transition probability densities to excited states at any given energy. Consider

Eq. (2.51) for a large system. The spacing between energy levels in a system decreases with

size, therefore it is reasonable to formulate a continuous version of Eq. (2.51). The denom-

inator of the first term in Eq. (2.51) contains the difference between excited states of the

(N + 1) system and the ground state of the N system. This can be rewritten as

EN+1
m − EN

0 = (EN+1
m − EN+1

0 ) + (EN+1
0 − EN

0 ) = EN+1
x + ε+

f , (2.52)

where EN+1
x is the excitation energy of the (N + 1) system and ε+

f is the particle-addition

threshold. The same can be done for the denominator of the second term,

EN
n − EN−1

0 = (EN
0 − EN−1

n ) + (EN−1
0 − EN−1

n ) = ε−f − EN+1
x , (2.53)

where EN−1
x is the excitation energy of the (N − 1) system and ε−f is the particle-removal

threshold. Now, the sum in Eq. (2.51) can be changed to

∑

n

→
∫
dn→

∫
dE

dn

dE
→
∫
dE.
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This, combined with Eq. (2.52) and Eq. (2.53), leads to

G(α;E) =

∫ ∞

0

dE ′
[

A(α;E ′)

E − E ′ − ε+
f + iη

+
B(α;E ′)

E + E ′ − ε−f − iη

]
, (2.54)

where the integration is over the excitation energies, which explains the positive integration

bounds. To analyze Eq. (2.54), the following identity can be invoked

1

E ± iη = P 1

E
∓ iπδ(E). (2.55)

This identity mediates the separation of the real and imaginary components of G such that

ImG(α;E) = −πA(α;E − ε+
f ) + πB(α;−E + ε−f ).

As stated earlier, the energy-arguments of A and B are positive since they correspond to

excitation energies. Therefore, ImG can be separated into three energy domains,

ImG(α;E) =





−πA(α;E − ε+
f ), E > ε+

f

0, ε−f < E < ε+
f

πB(α; ε−f − E), E < ε−f

. (2.56)

Using Eq. (2.55), the real part of G is

ReG(α;E) = P
∫ ∞

0

dE ′
[

A(α;E ′)

E − E ′ − ε+
f

+
B(α;E ′)

E + E ′ − ε−f

]
. (2.57)

The limits of integration in Eq. (2.57) can be massaged to make the connection to ImG more

explicit,

ReG(α;E) = P
∫ ∞

ε+f

dE ′
A(α;E ′ − ε+

f )

E − E ′ + P
∫ ε−f

−∞
dE ′

B(α; ε−f − E ′)
E − E ′ . (2.58)
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The form of Eq. (2.58) along with Eq. (2.56) suggests the following dispersion relation,

ReG(α;E) =
1

π
P
∫ ∞

−∞
dE ′

ImG(α;E ′)

E − E ′ sgn(ε+
f − E ′). (2.59)

Thus, the spectral function is simply the imaginary part of the propagator. The particle

spectral function is defined as

Sp(α;E) = − 1

π
ImG(α, α;E)

=
∑

n

| 〈ΨA+1
n | â†α |ΨA

0 〉 |2δ(E − (EA+1
n − EA

0 )). (2.60)

The delta function in Eq. (2.60) indicates that the poles of the propagator when E > ε+
f

correspond to the particle part, which is consistent with Eq. (2.56). The interpretation of

the particle spectral function is that it is the probability density for adding a particle at

energy E to an A-body system to create an (A + 1)-body system. Equation (2.60) shows

that this involves summing the probabilities of ending in each possible excited state of the

A+1 system with an energy of EA+1
n = EA

0 +E as a result of adding a particle. The particle

spectral function is observed experimentally through the same stripping reactions that probe

the A+ 1 excited states [46].

The hole spectral function can be calculated analogously,

Sh(α;E) =
1

π
ImG(α, α;E)

=
∑

m

| 〈ΨA−1
m | âα |ΨA

0 〉 |2δ(E − (EA
0 − EA−1

m )). (2.61)

Conversely to the particle case, the delta function in Eq. (2.61) indicates that the only

imaginary component in the energy range of E < ε−f comes from the hole part of the

propagator. The interpretation of the hole spectral function is that it is the probability

31



density for removing a hole at energy E from an A-body system to create an (A− 1)-body

system. Equation (2.61) shows that this involves summing the probabilities of ending in

each possible excited state of the A− 1 system with an energy of EA−1
n = EA

0 −E as a result

of removing a hole. The hole spectral function is observed experimentally with knockout

reactions such as (e, e′p) reactions [45].

Spectral functions provide a sense of how important many-body correlations are in a sys-

tem. In the case of an atomic nucleus, the independent particle model (IPM) interpretation

would result in hole spectral functions with delta functions only at the single-particle energy

levels with transition probabilities equal to one. In reality, the atomic nucleus is a correlated

system, meaning that the spectral function will consist of many delta functions with varying

strengths. This implies that the hole being removed has a probability of being connected

with many excited states at various energies, not just the single-particle energy calculated

in the IPM. To get an idea of what this looks like, Fig. 2.1 is an excitation energy spectrum

measured in an 40Ca(e,e’p)39K experiment [45]. This excitation spectrum corresponds to the

hole spectral function (Eq. (2.61)) with a shifted energy denominator since it is plotted as a

function of Ex = E − E(39K)
0 . In the IPM, the 1s1

2
orbital is the second least bound proton

shell in 40Ca. This shell is 2.5 MeV more bound than the least bound proton shell, so one

would expect to see a single peak at Ex = 2.5 MeV with a normalization of unity. While it

is true that the majority of the strength resides in the peak at Ex = 2.5 MeV, Fig. 2.1 shows

that there is additional strength measured throughout the energy domain of the experiment.

While the spectral function is interesting on its own, it can also be used to calculate

observables such as the one body density matrix, defined as

ρ(α, β) = 〈ΨA
0 | ρ̂ |ΨA

0 〉 = 〈ΨA
0 | â†αâβ |ΨA

0 〉 . (2.62)
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Figure 2.1: Spectral strength as a function of excitation energy for the removal of the
1s1

2
orbital from 40Ca and extracted from the 40Ca(e, e′p)39K experiment [45, 47]. Ex is the

excitation energy with respect to the ground state of 39K.

By inspecting Eq. (2.61), it is clear that Eq. (2.62) is obtained through an integral over

energy of Sh(α, β;E),

ρ(α, β) =

∫ εF

−∞
dESh(α, β;E). (2.63)

In nuclei, the diagonal of the one-body density matrix in coordinate space can represent the

matter density or the charge density,

ρ(r) = ρ(r, r).

The occupation of particles with quantum numbers α in a nucleus can be calculated by
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integrating the diagonal elements of the one-body density matrix,

nα =

∫
d3rρα(r). (2.64)

There is also strength above the Fermi-energy contained in the particle spectral function,

which can be calculated in a similar way,

dα =

∫
d3r

∫ ∞

εf

Spα(r, r;E). (2.65)

The occupation and depletion satisfy the following sum rule [20, 21]

nα + dα = 1, (2.66)

which is a natural result, since the entire particle must be present when considering the

entire energy domain. Consequences of this sum rule are explored in more detail in later

chapters.

2.3.4 The Dyson equation

At this point, it should be clear that the propagator is a useful tool for studying nuclei. While

the single-particle propagator is defined in Eq. (2.49), it is not obvious how to evaluate it.

The propagator can be expanded in a perturbation series by introducing the Interaction

picture [20,21], which then leads to the self-consistent equation for the propagator known as

the Dyson equation. In order to rewrite the propagator in a perturbative way, the Gell-Mann

and Low theorem can be employed [21].

Theorem 1 (Gell-Mann and Low). Let Ĥ = Ĥ0 + e−ε|t|Ĥ1 be the Hamiltonian of an inter-

acting system where Ĥ0 is the non-interacting Hamiltonian such that Ĥ0 |Φ0〉 = E0 |Φ0〉 and
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|Φ0〉 is the nondegenerate ground state, then

lim
ε→0

Ûε(0,±∞) |Φ0〉
〈Φ0| Ûε(0,±∞) |Φ0〉

=
|Ψ0〉
〈Φ0|Ψ0〉

is an eigenstate of Ĥ,

Ĥ
|Ψ0〉
〈Φ0|Ψ0〉

= E
|Ψ0〉
〈Φ0|Ψ0〉

,

provided 〈Φ0|Ψ0〉 is non-vanishing.

Using Theorem 1 to rewrite all instances of |Ψ0〉 in Eq. (2.49) and transforming Heisenberg

operators to Interaction operators results in

〈Ψ0| T
[
aαH(t)a†βH(t′)

]
|Ψ0〉

〈Ψ0|Ψ0〉
= lim

ε→0

〈Φ0| T
[
Ûε(∞, t)aαI(t)Ûε(t, t′)a†βIÛε(t′,−∞)

]
|Φ0〉

〈Φ0| Ûε(∞, 0)Ûε(0,−∞) |Φ0〉
,

(2.67)

where subscripts I and H denote the Interaction picture and the Heisenberg picture, re-

spectively. The time-evolution operators in Eq. (2.67) can be expanded in the Interaction

picture [20,21] which leads to

G(α, β; t, t′) =

∑∞
n=0

(−i
~

)n ∫∞
−∞ dt1...

∫∞
−∞ dtn 〈Φ0| T

[
Ĥ1(t1)...Ĥ1(tn)âα(t)â†β

]
|Φ0〉

∑∞
m=0

(−i
~

)m ∫∞
−∞ dt

′
1...
∫∞
−∞ dt

′
m 〈Φ0| T

[
Ĥ1(t′1)...Ĥ1(t′m)

]
|Φ0〉

, (2.68)

where the limit as ε→ 0 has been taken. It is now clear that the propagator has an infinite

number of terms, and Eq. (2.68) generates the perturbation series term-by-term.

To get an idea of how each term is generated, it is useful to consider the first two terms

in the perturbation series. The zeroth-order term of the series is just G(0)(α, β, t − t′), as

expected. The first-order term is more involved to calculate. Let the interacting Hamiltonian,
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Ĥ1, be a two-body interaction

Ĥ1 = V̂ =
1

4

∑

αβγδ

〈αβ|V |γδ〉 â†αâ†βâδâγ.

With this form of the interacting Hamiltonian, the first-order term from the numerator of

Eq. (2.68) is

G(1)
num(α, β, t− t′) =

−i
~
∑

γδεθ

∫ ∞

−∞
dt1 〈γδ|V |εθ〉

× 〈Φ0| T
[
â†γ(t1)â†δ(t1)âθ(t1)âε(t1)âα(t)â†β(t′)

]
|Φ0〉 . (2.69)

The time-ordering of the six operators in Eq. (2.69) results in six separate contributions to

the first-order approximation to the propagator. Each higher order has more operators to

time-order, which becomes exceedingly tedious very quickly. Luckily, Wick’s theorem can

be used to express the time-ordering of operators in a systematic way.

Theorem 2. Wick’ Theorem

T [Û V̂ Ŵ ...X̂Ŷ Ẑ] = N(Û V̂ Ŵ ...X̂Ŷ Ẑ) +N(sum over all possible pairs of contractions)

Wick’s Theorem greatly simplifies the calculation of each term in the propagator, since

the expectation value of any normal-ordered product (N) in the ground-state is non-zero only

for fully-contracted sets of particle/hole creation/annihilation operators [20]. Furthermore,

each contracted pair corresponds to a free-propagator

âα(t)•âβ(t′)†• = i~G(0)(α, β; t− t′).

This indicates that all contributions to the propagator can be written in terms of the free
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propagator, which is known. Since each contribution is a product of free propagators and

interaction terms, they can be represented diagrammatically as Feynman diagrams [21]. To

illustrate, each contribution to the numerator of the first-order term is show in Fig. 2.2.

The diagrams in Fig. 2.2 can be separated into two types, connected and disconnected.

Diagrams (a-c) are connected while diagrams (d-f) are disconnected. It can be shown that

the disconnected diagrams are exactly canceled by the denominator in Eq. (2.68) [21]. Thus,

the propagator is the sum of all connected Feynman diagrams

G(α, β; t− t′) =
∞∑

n=0

(−i
~

)n ∫ ∞

−∞
dt1...

∫ ∞

−∞
dtn 〈Φ0| T

[
Ĥ1(t1)...Ĥ1(tn)âα(t)â†β(t′)

]
|Φ0〉connect .

The procedure for calculating the single-particle propagator now consists of drawing all

connected, topologically distinct Feynman diagrams at each order. The Feynman rules can

then be used to convert each diagram to a calculable integral/sum [20].

t′

t1

t

(a) (b) (c)

(d)t′

t1

t

(e) (f)

Figure 2.2: First-order contributions to the single-particle propagator. Solid lines with arrows
corresponds to free propagators while dashed lines correspond to a two-body interaction.

Each term in the perturbation expansion for G(α, β; t − t′) can be Fourier-transformed

so that the propagator in the energy domain, G(α, β;E), is calculated term-by-term [20].
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Contributions to the propagator in the energy domain can also be represented with a corre-

sponding Feynman diagram. There is a separate set of Feynman rules for the diagrams in

the energy domain [20].

After drawing diagrams of increasing order in the energy domain, it becomes clear that all

connected diagrams share the same property of beginning and ending with a free propagator.

Given this fact, it must be true that the propagator can be represented by the Feynman

diagram in Fig. 2.3, where the double-line represents the exact single-particle propagator

= + Σ

Figure 2.3: Reducible self-energy expansion

and the ball labeled Σ represents the self-energy. This defines the self-energy as the sum of

all intermediate diagrams that can be drawn between the top and bottom free propagators.

With some inspection, it is apparent that the self-energy can also be drawn order-by-order.

To illustrate, the first- and second-order self-energy contributions are shown in Fig. 2.4.

All self-energy diagrams can be separated into two different categories, irreducible and

reducible. Reducible diagrams are those which contain at least two parts that are only con-

nected by a free propagator; Fig. 2.4(b) is an example of a reducible diagram. Conversely,

irreducible diagrams are those which cannot be divided into at least two valid diagrams

by “cutting” free-propagator lines. the remaining diagrams in Fig. 2.4 are examples of

irreducible diagrams. The sum of all irreducible self-energy contributions provides the ir-

reducible self-energy, Σ∗. After further analysis, it can be seen that Σ∗ can generate all

diagrammatic contributions to the propagator with the diagram in Fig. 2.5 . Seeing as this

is an infinite sum, Fig. 2.5 can be reformulated as Fig. 2.6 by realizing that the diagrams
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(a) (b)

(c) (d)

Figure 2.4: First- and second-order contributions to the self-energy

below the dashed line in Fig. 2.5 are the exact same diagrams that make up the propagator.

The equation describing Fig. 2.6 is the Dyson equation

G(α, β;E) = G(0)(α, β;E) +
∑

γδ

G(0)(α, γ;E)Σ∗(γ, δ;E)G(δ, β;E). (2.70)

Given any irreducible self-energy, Eq. (2.70) will generate the corresponding propagator to all

orders. So the problem of finding the single-particle propagator has been reduced to finding

an appropriate irreducible self-energy. It is not possible to calculate the exact irreducible self-

energy, so approximations must be made to suit the system under consideration. Rather than

approximate the self-energy order-by-order, it can be generated by introducing a two-particle

propagator [20]. Another method for approximating the self-energy is to parametrize it as

an optical potential (see Sec. 2.1.1). This parametrization leads to the Dispersive Optical

Model (DOM), which is detailed in the next section.
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= + Σ∗ +

Σ∗

Σ∗

+

Σ∗

Σ∗

Σ∗

+

Σ∗

Σ∗

Σ∗

Σ∗

+ ...

Figure 2.5: Irreducible self-energy expansion

= + Σ∗

Figure 2.6: Diagrammatic Dyson Equation

2.4 The Dispersive Optical Model

The DOM, first introduced by Mahaux and Sartor [22], is a parametrized self-energy which

makes use of a dispersion relation, which is obeyed by the exact self-energy, that relates

the imaginary part of the potential to its real part over all energies. The parametrization

is inspired by the connection between the irreducible self-energy and the optical potential,

which is detailed in Subsection (2.4.2). See Ref. [48] for an in-depth review of the DOM.
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2.4.1 Dispersion Relation

The irreducible self-energy can be divided into a static (energy-independent) component and

a dynamic (energy-dependent) component. The static component is the Hartree-Fock term;

it is real and consists only of diagrams whose free propagator lines begin and end on the same

interaction. The dynamic component is comprised of all other diagrams and is in general

complex,

Σ∗(α, β;E) = Σ∗HF (α, β) + Σ∗D(α, β;E).

By its nature, Σ∗D shares the same analytic properties as G [49]. This means that it also

satisfies a dispersion relation similar to Eq. (2.59),

ReΣ∗D(α, β;E) =
1

π
P
∫ ∞

−∞
dE ′

ImΣ∗D(α, β;E ′)

E − E ′ .

Thus, to describe ReΣ∗D at any energy, ImΣ∗D must be known at all energies (positive and

negative). When this constraint is enforced in an optical potential, it ensures that negative

energy and positive energy observables are described simultaneously. This dispersion relation

is the reason why the DOM is successful in describing nuclei.

Including the static term leads to the full dispersion relation,

ReΣ∗(α, β;E) = Σ∗HF (α, β) +
1

π
P
∫ ∞

−∞
dE ′

ImΣ∗(α, β;E ′)

E − E ′ . (2.71)

While Eq. (2.71) would, in principle, generate a full self-energy that describes nuclei, the

Σ∗HF term does not provide enough binding [20]. Since the goal is to parametrize the static

term, it would be more useful if the static term in Eq. (2.71) was able to provide more

binding. To this end, an alternate form of Eq. (2.71) can be derived by subtracting ReΣ∗ at
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the Fermi energy,

ReΣ∗(α, β;E) = ReΣ∗(α, β; εF ) +
1

π
P
∫ ∞

−∞
dE ′ImΣ∗(α, β;E ′)

[
1

E − E ′ −
1

εF − E ′
]
. (2.72)

This subtracted form is used to generate the results presented throughout this thesis. Note

that since ImΣ∗ is zero between the particle addition and removal thresholds (just as with

G in Eq. (2.56)), the integral in Eq. (2.72) is split into two integrals corresponding to the

hole and particle energy domains. These thresholds are different from those of G [20].

Equation (2.72) is a very powerful constraint that is used in the DOM to generate a

proper irreducible self-energy. This dispersion relation ensures that Σ∗ can be simultane-

ously described at positive and negative energies. This makes it possible to parametrize the

irreducible self-energy at all energies. Thus, elastic-scattering data is used to constrain the

self-energy at positive energies while structure information (charge density, energy levels,

particle number, etc.) is simultaneously used to constrain the self-energy at negative ener-

gies. Throughout this process of adjusting parameters to describe data, Eq. (2.72) guarantees

that the irreducible self-energy stays well defined [28,29].

2.4.2 Self-Energies and optical potentials

When considering the derivations of the irreducible self-energy in Sec. 2.3.4 and the optical

potential in Sec. 2.1, it is clear that these objects are related [48]. The goal of this subsection

is to show that these quantities are effectively equal.

Consider an operator Ĥ(p) which satisfies

(E − Ĥ(p)(E))Ĝ(p)(E) = 1, (2.73)

where this defines the particle Hamiltonian as Ĥ(p), and Ĝ+ is the resolvent of the particle
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propagator defined in Eq. (2.48) such that

G(p)(r, r′;E) = 〈r| Ĝ(p)(E) |r′〉 . (2.74)

Note that Ĥ(p)(E) is not the same as the full many-body Hamiltonian Ĥ. Since the energy

domain of Ĝ+(E) is (ε+
F ,∞), as explained in Sec. 2.3.3, this is also the energy domain of

Ĥ(p)(E). Thus, in this energy domain, the resolvent form of the Dyson equation can be

written as

Ĝ(p)(E) = Ĝ(0)(E) + Ĝ(0)(E)Σ̂∗(E)Ĝ(p)(E), (2.75)

where Ĝ(0)(E) and Σ̂∗(E) are defined in the same way as Eq. (2.74). Choosing Ĥ0 = T̂ and

comparing Eq. (2.75) and Eq. (2.73) leads to the following form of the particle Hamiltonian,

Ĥ(p)(E) = T̂ + Σ̂∗(E). (2.76)

In order to relate Eq. (2.76) to the effective Hamiltonian in Eq. (2.8), projection operators

are employed. Consider the following identity,

(
E − Ĥ(p)

)(
E − Ĥ(p)

)−1

= 1 =
(
E − Ĥ(p)

)(
P̂ + Q̂

)(
E − Ĥ(p)

)−1

,

where the properties in Eq. (2.5) have been used. The same projection operator is used that

is used in Sec. 2.1, but written in second quantization,

P̂ |Ψ(A+1)〉 = â†ξ |ΨA
0 〉 . (2.77)

From here, it can be shown that the relation between the particle Hamiltonian and the
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effective Hamiltonian from Eq. (2.8) is [50]

H(E) = (1− ρ̂)H(p)(E) + ρ̂E, (2.78)

where ρ̂ is the one-body density operator defined in Eq. (2.62). While the Hamiltonians

in Eq. (2.78) are not exactly the same, it can be shown that the scattering wave functions

obtained from each are asymptotically equivalent [50].

To show this, the elastic overlap function must first be introduced,

|χ(0)
E 〉 = 〈ΨA

0 |Ψ0(A+1)〉 , (2.79)

where |Ψ0(A+1)〉 is the scattering wave function in which the target is still in its ground state,

Ĥ(A+1) |Ψ(0(A+1)〉 = (EA
0 + E) |Ψ(0(A+1)〉 .

It can be shown that |Ψ0(A+1)〉 satisfies an (A+ 1)-body Lippmann-Schwinger equation [50],

|Ψ0(A+1)
k 〉 =

iη

Ek − (Ĥ − EA
0 ) + iη

â†k |ΨA
0 〉 . (2.80)

Using Eq. (2.80) in Eq. (2.79) to find the elastic overlap function leads to

χ
(0)
k (r) = 〈ΨA

0 | âr |Ψ0(A+1)
k 〉 = iη 〈ΨA

0 | âr
1

Ek − (Ĥ − EA
0 ) + iη

â†k. |ΨA
0 〉 (2.81)

The quantity on the right-hand-side of Eq. (2.81) is the particle propagator defined in

Eq. (2.51) with α = r and β = k. Using the particle Hamiltonian as defined in Eq. (2.73),
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the resolvent of the particle propagator can be written as

Ĝ(p) =
1

Ek − Ĥ(p) + iη
, (2.82)

which leads to

χ
(0)
k (r) = G(p)(r,k;Ek) = 〈r| iη

Ek − Ĥ(p) + iη
|φk〉 .

This equation can be manipulated using Eq. (2.76) to produce the Lippmann-Schwinger

equation for one-body scattering due to the irreducible self-energy,

|χ(0)
k 〉 = |φk〉+ Ĝ(p)(Ek)Σ̂

∗(Ek) |φk〉 . (2.83)

This means that |χ(0)
k 〉 is an eigenstate of the particle Hamiltonian,

Ĥ(p)(E) |χ(0)
E 〉 = E |χ(0)

E 〉 .

Thus, the elastic overlap function has been shown to truly be the elastic scattering wave

function and can be calculated through single-particle scattering using the particle Hamil-

tonian.

To make the connection with the model wave function, compare the elastic overlap func-

tion with |ξ〉, which can be derived from Eq. (2.77),

ξ(r) = 〈r|ξ〉 = 〈ΨA
0 | P̂ |ΨA+1〉 . (2.84)

There is a subtle but important difference between Eq. (2.79) and Eq. (2.84) which is that

|Ψ0(A+1)〉 is an eigenfunction of the full A+ 1 Hamiltonian while P̂ |Ψ(A+1)〉 is the projection

of the full A + 1 eigenfunction to a combination of the ground state of the target nucleus
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and the scattered nucleon. In order to find a relation between these similar functions, the

following property of this particular projector can be invoked,

〈ΨA
0 | ar(1− P̂ ) |Ψ(A+1)

0 〉 = 0,

which can be verified using Eq. (2.77). From here, it can be shown that

|ξ〉 =

(
1 +

ρ̂

1− ρ̂

)
|χ(0)
E 〉 , (2.85)

By inserting a complete set of natural orbitals, which are the eigenfunctions of the one-body

density matrix [50], Eq. (2.85) becomes

ξ(r) = χ(+)(r) +
∑

n

ψn(r)
n

1− n 〈n|χ
(0)
E 〉 ,

where n(r) are natural orbitals and n are the corresponding eigenvalues. Natural orbitals

are all bound states, so asymptotically,

ξ(r) ∼ χ
(0)
E (r).

Thus, the scattering wave function calculated from either the irreducible self-energy or the

optical potential will yield the same elastic scattering cross section. That being said, the

interior of the wave functions will not necessarily be the same. Since it was shown that

the elastic overlap function calculated from the irreducible self-energy exactly represents the

elastic scattering wave function, it is safe to say that self-energy interpretation of elastic

scattering is more complete.

This link between the irreducible self-energy and the optical potential implies that Σ∗ can

be parametrized in much the same way as optical potentials have been in the past. Thus,
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Woods-Saxon forms are used in a manner similar to that outlined in Sec. 2.1.1. The exact

functional form and parametrization of the current implementation of the DOM is provided

in App. B.

2.4.3 Properties of the DOM propagator

At first glance, it would seem that choosing Ĥ0 = T̂ precludes any possibility to represent

the hole propagator since this choice would make the propagator equivalent to that of a

single-body system as in Sec. 2.3.1. However, it was shown in the previous subsection that

the particle Hamiltonian (with the choice of Ĥ0 = T̂ ) contains all of the information of the

full Hamiltonian while being projected onto a single-body space. The same can be done for

the hole propagator with the appropriately defined projection operator,

P̂ (h) |Ψ(A−1)〉 = âξ(−) |ΨA
0 〉 .

This equation shows the full wave function |Ψ(A−1)〉 begin projected onto the single config-

uration where there is a hole, |ξ(−)〉, and the ground state of the A-body system. While

the language for describing this situation is cumbersome compared to the particle case, the

formalism is the same. Analogously, the hole Hamiltonian can be defined such that

(E − Ĥ(h)(E))Ĝ(h)(E) = 1,

where Ĝ−(E) is the resolvent of G(h)(α, β;E) defined in Eq. (2.51). Again, choosing Ĥ0 = T̂

connects the Dyson equation with the hole Hamiltonian such that

Ĥ(h)(E) = T̂ + Σ̂∗(E).
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Thus, choosing Ĥ0 = T̂ is simply projecting the many-body problem onto a one-body space,

regardless of the energy domain.

With this in mind, the DOM propagator is well-defined over the entire energy domain as

(E − ĤDOM(E))ĜDOM(E) = 1, (2.86)

where the DOM Hamiltonian is defined as

ĤDOM(E) = T̂ + Σ̂∗DOM(E),

and Σ∗DOM(r, r′;E) is detailed in App. B. Since the DOM propagator satisfies Eq. (2.86),

then necessarily it satisfies Eq. (2.35). This fact is convenient, since Green’s function of the

Schrödinger equation has useful properties.

Consider Green’s Identity, which is stated without proof [42]

Identity 1 (Green’s Identity). Let U1(r) and U2(r) be “reasonable” scalar functions of

position r, then

∮

S
dA · [U1(r)∇U2(r)− U2(r)∇U1(r)] =

∫

V
d3r[U1(r)∇2U2(r)− U2(r)∇2U1(r)]. (2.87)

Green’s function of the nonlocal Schrödinger equation, Eq. (2.35), satisfies Green’s Iden-

tity. One consequence of this is that Green’s function is symmetric.

Proposition 1. Let G(r, r′) be a Green’s function for the nonlocal three-dimensional

Schrödinger equation satisfying the boundary condition in Eq. (2.45), then G(r, r′) is sym-

metric.

G(r, r′) = G(r′, r)
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Proof. Using Green’s theorem (Eq. (2.87)) with U1(r) = G(r, ra) and U2(r) = G(r, rb),

∮

S
dA · [G(r, ra)∇G(r, rb)−G(r, rb)∇G(r, ra)]

=

∫

V
d3r[G(r, ra)∇2G(r, rb)−G(r, rb)∇2G(r, rb)]. (2.88)

Taking the volume as all space, the surface integral in Eq. (2.88) vanishes

∮

S
dA · [G(r, ra)∇G(r, rb)−G(r, rb)∇G(r, ra)] = 0. (2.89)

This can be seen by first noting that G(r, r′) is asymptotic to the free Green’s function,

Eq. (2.45), for large values of r. Thus, without loss of generality, G(0)(r, r′) will be used to

show the validity of Eq. (2.89). The surface element dA is in the radial direction, so

dÂ = r̂ =⇒
[
dA ·G(0)(r, ra)∇G(0)(r, rb)

]
= G(0)(r, ra)

∂

∂r
G(0)(r, rb).

So the pieces to the integrand in Eq. (2.89) are

G(0)(r, ra) =
eikra

4π ra
,

where

ra = |r − ra| =
√
r2 + r2

a − 2r · ra,

and

∂

∂r
G(0)(r, ra) =

eikra

4π r2
a

(r − ra cos θra)

(
ik − 1

ra

)
.

Now, without loss of generality, let r̂a = ẑ. Thus, when considering the surface integral in
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Eq. (2.88),

θra = θ θrb = θ − θb.

Considering that there is spherical symmetry, the surface integral becomes

∮

S
→ 2π lim

r→∞
r2

∫ 1

−1

d cos θ

[
eik(ra+rb)

(4π)2 ra r2
b

(r −rb cos(θ − θb))
(
ik − 1

rb

)

− eik(ra+rb)

(4π)2 rb r2
a

(r − ra cos θ)

(
ik − 1

ra

)]
. (2.90)

Taking the limit and keeping in mind that

lim
r→∞

r = r,

the integrand of Eq. (2.90) becomes

lim
r→∞

e2ikr

8π2r
[ra cos θ − rb cos(θ − θb)] = 0 =⇒

∮

S
= 0

Now, the only thing left to address is the volume integral in Eq. (2.88). It can be evaluated

by using Eq. (2.35) to substitute for terms involving ∇2G, resulting in

0 =
2µ

~2

∫

V
d3rG(r, ra)

[∫

V
d3r′V(r, r′)G(r′, rb)− EG(r, rb)− δ(3)(r − rb)

]

− 2µ

~2

∫

V
d3rG(r, rb)

[∫

V
d3r′V(r, r′)G(r′, ra)− EG(r, ra)− δ(3)(r − ra)

]
.

This simplifies to

0 = G(rb,ra)−G(ra, rb)

+

∫

V
d3r

∫

V
d3r′ [G(r, ra)V(r, r′)G(r′, rb)−G(r, rb)V(r, r′)G(r′, ra)] . (2.91)
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The double-integral in Eq. (2.91) is addressed by switching r and r′ in the second term of

Eq. (2.91), which does not change the result because both r and r′ are integrated over all

space

∫

V
d3r

∫

V
d3r′G(r, rb)V(r, r′)G(r′, ra) =

∫

V
d3r

∫

V
d3r′G(r′, rb)V(r′, r)G(r, ra). (2.92)

Since the potential is symmetric, the integrand in the right-hand-side of Eq. (2.92) is equal to

the first term in the integral of Eq. (2.91). Thus, the double-integral in Eq. (2.91) vanishes,

leaving

G(r, r′) = G(r′, r).

2.5 Methods of calculating G

This section will be addressing the radial Schrödinger equation, valid for spherically sym-

metric potentials. The radial Schrödinger equation is simplified when considering r-weighted

Green’s function (the energy dependence is suppressed for clarity)

G̃(r, r′) := rG(r, r′)r′,

and

Ṽ (r, r′) := rV (r, r′)r′.
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Implementing these r-weighted forms leads to the following form of the radial Schödinger

equation

−~2

2µ

d2

dr2
G̃(r, r′) +

~2`(`+ 1)

2µr2
G̃(r, r′) +

∫ ∞

0

dr1Ṽ (r, r1)G̃(r1, r
′) = δ(r − r′), (2.93)

where µ is the reduces mass of the given nucleon-nucleus system. Note that the integral in

(2.93) would normally have a factor of r2
1 weighting the integrand, but this factor is actually

absorbed in the r-weighted functions Ṽ (r, r1) and G̃(r1, r
′). This convention of using a tilde

to specify that a function is weighted by r will be used throughout the remains of this

chapter.

2.5.1 Local differential equation method

The first method is to directly solve the radial differential equation, Eq. (2.93), as detailed

in [42]. This solution is valid when the potential is local, i.e. V(r, r′) → δ(r−r′)
r2

Vloc(r). The

solution has the following form:

G(r, r′) =





f(r)g(r′)
−~2
2µ
W (r′)

, r ≤ r′

f(r′)g(r)
−~2
2µ
W (r′)

, r ≥ r′
(2.94)

where f(r) and g(r) are the regular and irregular solutions to the homogeneous Schrödinger

equation, and W (r′) is the Wronskian, defined as

W (r) = f ′(r)g(r)− f(r)g′(r). (2.95)
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This solution can be verified by integrating the delta function from Eq. (2.93)

lim
ε→0

∫ r′+ε

r′−ε
dr

[−~2

2µ

d2

dr2
G(r, r′) +

~2`(`+ 1)

2µr2
+ V (r)G(r, r′)

]
= 1

and finding that the derivative is the only non-zero term in the integral.

So the problem has been reduced to finding the regular and irregular solutions to the

homogeneous Schrödinger equation. Equation (2.94) is a general expression for a Green’s

function; boundary conditions are needed to specify the particular problem for which Green’s

function is being used. It is vital to consider what boundary conditions to impose in order

to find Green’s function corresponding to the Lehmann representation. Outside the range of

the potential, Green’s function is identical (within a phase) to the free propagator. There-

fore, considering the exact form of the free propagator (Eq. (2.45)) reveals the boundary

conditions. For positive energies, k is real, so Eq. (2.45) represents an outgoing wave. Thus,

the boundary conditions needed are those of an outgoing wave. At negative energies, k is

imaginary, so Eq. (2.45) represents exponential decay. The procedure for finding f and g in

all cases is identical other than the boundary conditions. The positive energy case will now

be elucidated, so then the only information needed to solve the negative-energy case is that

of the boundary conditions.

E > 0

The regular solution, f(r), needs to satisfy the boundary condition that

f(0) = 0.

It should be clear now that the regular solution corresponds to the scattering wave function

detailed in Sec. 2.2. The irregular solution, g(r), will diverge at the origin, so its boundary
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condition should be imposed at the matching radius R,

g(R) = G`(R) + iF`(R).

Having a boundary condition at R forces the equation to be solved “backwards”, meaning

that the solution starts from R and propagates to the origin, resulting in g(r). Just as in

the case of the regular solution, g(r) needs to asymptotically match with a phase-shifted free

solution as it approaches the origin (rather than approaching∞ as in the case of the regular

solution). To do this, a matching radius near the origin, a1, must be chosen such that the

centrifugal term in Eq. (2.93) far outweighs the potential,

~2`(`+ 1)

2µa2
1

� V (a1).

The matching at a1 is of the following form:

g(a1) = sin(δ`)F`(a1) + cos(δ`)G`(a1).

The solution then follows a similar logic to that detailed in Sec. 2.2 except for the addi-

tional complication that arises from g(r) diverging at the origin. This fact means that the

particular Lagrange-Legendre basis used to calculate f(r) cannot be used, since the basis

functions are multiplied by r to enforce the boundary condition at the origin. Instead, the

Lagrange basis used is defined without a factor of r,

φi(r) = (−1)N+i
√
axi(xi − 1)

PN(2r/a− 1)

r − axi
.

While this leaves the matrix elements of the potential unchanged, the kinetic-energy matrix

elements have a different expression; see Ref. [36] for details. This also leads to a slightly
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different expression for the internal wave function

uint(r) =
∑

ij

φi(r)C−1
ij [φj(a)u′ext(a)− φj(a1)u′ext(a1)],

where a is the typical matching radius used in Sec. 2.2. The matrix Cij is also altered by an

additional Bloch operator at r = a1,

Cij = 〈i|T + V + L(a)− L(a1) |j〉 .

E < 0

As was stated earlier, the only difference between positive and negative energy is the bound-

ary condition. At negative energies, Green’s function is asymptotic to exponential decay.

The free solutions to the homogeneous Schrödinger equation at negative energies are the

regular and irregular Whittaker functions M` and W`, respectively [40], rather than Bessel

(or Coulomb) functions. The regular solution, f(r), satisfies the boundary condition

f(0) = 0,

and the matching

f(R) = M`(R).

There is no need for a coefficient in front of M` because the normalization of the solution

will be canceled in the expression for Green’s function (Eq. (2.94)).
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The irregular solution, g(r), satisfies the boundary condition

g(R) = W`(R),

and the matching

g(a1) = sin(δ`)W`(a1) + cos(δ`)M`(a1).

2.5.2 Nonlocal differential equation method

Equation (2.94) is not valid for a nonlocal potential (which is the case for the nonlocal DOM).

The method of varied parameters does not work when the potential is nonlocal; the integral

term in Eq. (2.93) is the root of the issue. This can be seen by the fact that the Wronskian,

W (r), is no longer constant (W ′(r) 6= 0). Differentiating Eq (2.95)

d

dr
W (r) = f ′′(r)g(r)− g′′(r)f(r),

and using Eq. (2.93) to substitute for f ′′ and g′′ results in

d

dr
W (r) =

2µ

~2

(
g(r)

∫ ∞

0

dr1V(r, r1)f(r1)− f(r)

∫ ∞

0

dr1V(r, r1)g(r1)

)
6= 0. (2.96)

The integrals, a consequence of nonlocality, are the reason Eq. (2.96) is not equal to zero.

Because of this, G(r, r′) is not symmetric with respect to r and r′ if it is represented by

Eq. (2.94). This contradiction with Prop. (1) seems to imply that there needs to be an

additional term in Eq. (2.94) to recover symmetry. This issue merits further investigation in

the future.
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2.5.3 Inverting the Dyson equation

Another way to calculate the propagator is by solving the Dyson equation through matrix

inversion, which is used in Eq. (2.82). At positive energies, this inversion is numerically

unstable due to the oscillations of the free propagator. Therefore, this method is only applied

for calculations of the propagator at negative energies. It is preferable to the differential

equation method since the propagator in Eq. (2.86) is symmetric. The propagator in the

Lagrange-Laguerre basis is,

〈m| Ĝ`j |n〉 =
[
Eδn,m − 〈n| T̂` |m〉 − 〈n| Σ̂∗`j(E) |m〉

]−1

.

A typical calculation requires only 30 grid points to reach convergence.

2.5.4 Momentum-Space Method

In order to calculate the propagator at positive energies, the problem is cast into momentum

space. This method is very similar to calculations of the T -matrix in momentum-space

using the Lippmann-Schwinger equation [43]. Using the Dyson equation, an expression for

the reducible self-energy can be written as

Σ`j(k, k
′;E) = Σ∗`j(k, k

′;E) +

∫ ∞

0

dk1k
2
1Σ∗`j(k, k1;E)G0(k1;E)Σ`j(k1, k

′;E), (2.97)

where Σ∗`j(k, k
′;E) is by performing a double Fourier-Bessel transform,

Σ∗`j(k, k
′;E) =

2

π

∫ ∞

0

drr2

∫ ∞

0

dr′r′2j`(kr)Σ
∗
`j(r, r

′;E)j`(k
′r′). (2.98)
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To deal with the pole in G0(k;E), Eq. (2.55) can be used to rewrite Eq. (2.97) as,

Σ`j(k, k
′;E) = Σ∗`j(k, k

′;E) +
2µ

~2
P
∫ ∞

0

dk1k
2
1

Σ∗`j(k, k1;E)Σ`j(k1, k
′;E)

k2
0 − k2

1

−iπµk0

~2
Σ∗`j(k, k0;E)Σ`j(k0, k

′;E). (2.99)

The principle part in Eq. (2.99) can be evaluated by subtracting out the singularity,

P
∫ ∞

0

dk1k
2
1

Σ∗`j(k, k1;E)Σ`j(k1, k
′;E)

k2
0 − k2

1

=

∫ ∞

0

dk1k
2
1

Σ∗`j(k, k1;E)Σ`j(k1, k
′;E)− Σ∗`j(k, k0;E)Σ`j(k0, k

′;E)

k2
0 − k2

1

. (2.100)

The principle part of the subtracted term in Eq.(2.100) evaluates to zero, which is why there

is an equality. Additionally, the subtracted term removes the divergence at k1 = k0, hence

the lack of principle parts in the right-hand side of Eq. (2.100). Following the arguments in

Ref. [51], Eq. (2.99) can be formulated into a matrix equation using a Laguerre mesh,

(1 + Â)Σ̂`j = Σ̂∗`j. (2.101)

It is interesting to note that by comparing Eq. (2.97) with the T -matrix derived from

Eq. (2.83) that

Σ(E) = T (E).

This leads to a way to benchmark this method by generating elastic-scattering cross sections

from Σ(k0, k0;E) and comparing to results obtained using the method described in App. (A).

Typically, 30 Laguerre mesh points are sufficient to reach convergent results.

Thus, the reducible self-energy can be found by inverting Eq. (2.101), leading to the
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single-particle propagator,

G`j(k, k
′;E) = G(0)(k;E) +G(0(k;E)Σ`j(k, k

′)G(0)(k′;E).

To transform the single-particle propagator to coordinate-space, a double Fourier-Bessel

integral transform is necessary,

G`j(r, r
′;E) =

2

π

∫ ∞

0

dkk2

∫ ∞

0

dk′k′2j`(kr)G`j(k, k
′;E)j`(k

′r′). (2.102)

Once again, to evaluate the integral in Eq. (2.102), the separation in Eq. (2.55) must be used.

This results in a long expression which will be omitted here, but can be found in Ref. [52].

It is important to point out that the integral in Eq. (2.98) diverges if the irreducible self-

energy includes the Coulomb potential. Therefore, this calculation is only exact for neutrons,

while calculations for protons require an arbitrary exponential cutoff to be included with the

Coulomb potential [53]. For this reason, it would be quite useful if the issue with the

differential equation method for nonlocal potentials were resolved, since it does not involve

a divergent integral.
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Chapter 3

A DOM Analysis of 40Ca(e, e′p)39K

3.1 Introduction

The shell model, in which the nucleons fill certain orbitals, is well suited to describe the

structure of a nucleus. The best place to test this description is in or around (double)

closed-shell nuclei. In the simplest picture, in which residual interactions are neglected, all

orbitals are 100% filled up to the Fermi level according to the Pauli principle, and those above

it are empty. However, due to residual interactions, there is depletion of orbitals below the

Fermi energy and filling of those above it, as seen in the spectral functions of Sec. (2.3). The

precise amount of this depletion/filling is still a topic under investigation. The best tool to

study this experimentally is the (e, e′p) reaction [45,54–59]. The (e, e′p) reaction involves an

incoming electron colliding with a target nucleus and ejecting a proton alongside the outgoing

electron. This process is displayed graphically in Fig. 3.1. At sufficiently high momentum

transfer, the proton can be knocked out with enough energy such that a description within

the distorted-wave impulse approximation (DWIA) is expected to be applicable [60–62] so

that depletion (and also filling) of orbits can be studied.
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A

Figure 3.1: Feynam diagram of the (e, e′p) reaction. The red oval represents the complex
interaction of the nucleus. The electron transfers momentum q and energy ω to the ejected
proton p.

The canonical analysis of this reaction, practiced by the Nikhef group [45, 54], employs

a standard global optical potential for the distorted proton wave and calculates the bound-

state wave function (overlap function) of the proton in a Woods-Saxon potential well, which

is adjusted to describe the momentum dependence of the measured cross sections. A scaling

factor of about 0.6-0.7 (relative to a completely filled orbital) is then required to describe

the overall magnitude [58]. This scaling factor corresponds to the normalization of the

overlap function between the target ground state and low-lying single-hole states, usually

referred to as the (reduced) spectroscopic factor. Often this spectroscopic factor is reported

multiplied with a factor of (2j + 1) corresponding to the complete filling of a shell with

angular momentum j. Furthermore, the data show that additional removal strength with

essentially the same overlap function is located at nearby energies (see Fig. 2.1), providing

clear evidence of the fragmentation of the single-particle strength [45,47].

The theoretical interpretation of these experimental results, reviewed in Refs. [59,63], has

mainly been concerned with the explanation of this reduction in the spectroscopic strength to

60-70% of the IPM value. Whereas the main reduction of the strength appears to be due to

the coupling to low-lying surface vibrations and higher-lying giant resonances associated with

long-range correlations (LRC), it has been well documented that additional short-range and

tensor correlations (SRC) can be responsible for a 10-15% depletion of the IPM value [63].
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The interpretation of spectroscopic factors has been questioned in the literature [64–66] as

well as the possibility of measuring momentum distributions or occupation probabilities [67].

In order to address this issue, it is useful to rephrase the interpretation of the (e, e′p) cross

section as a question whether the DWIA is a valid reaction model for this process. It is

also important to describe the data with a consistent set of ingredients. For example, in

the standard Nikhef analysis, the potential used to describe the distorted proton wave is

unrelated to the one that generates the overlap function and its normalization is a scaling

parameter to fit the data.

It is possible to provide all the of ingredients for the DWIA from the DOM description of

all available elastic nucleon scattering data as well as separation energies, particle number,

total binding energy, and the nuclear charge density for 40Ca. Indeed, the distorted outgoing

proton wave and the overlap function with its implied normalization are all provided by

the DOM to allow a consistent description of the 40Ca(e, e′p)39K cross section for the three

available energies of 70, 100, and 135 MeV of the outgoing proton. The states analyzed

for this reaction are the first two states of 39K, corresponding to the 0d3
2

and 1s1
2

valence

hole states in 40Ca in the IPM. The three different proton energies were chosen to test the

validity of the DWIA used to calculate the theoretical cross sections for this range of energies,

which involves the folding of the ejected proton’s bound-state wave function (overlap function

with the appropriate normalization) with its outgoing distorted wave to calculate the cross

section [62,68]. In the past, the spectroscopic factor was found by scaling the calculated cross

sections to match the data. In the present analysis, the DOM also provides the spectroscopic

factor which allows for a consistent description of the cross section and thereby an assessment

of the accuracy of the DWIA description. In addition, it is possible to check the consistency

between the data that determine the DOM self-energy and the (e, e′p) cross sections.
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3.2 Theoretical description of the (e, e′p) cross section

In (e, e′p) reactions, the interaction between the electron and the bound proton in the target

nucleus is responsible for the removal of the proton. To describe the cross section for this

process, not only is this interaction needed, but also the distortion of the incoming/outgoing

electron and the outgoing proton [69]. The distinction of the roles of these interactions

implies that this scattering process can be treated in the general framework of collision

theory [69,70]. Consider the process of (e, e′p)

e+ A→ e′ + p+B

describing the entrance channel α and the exit channel β. The kinematics of this can be

described with

k = pB + k′ + p′ MA + Ee = EB + E ′e + E ′p,

where k and k′ are the incoming and outgoing electron momenta, pB is the recoil momentum

of the residual A − 1 nucleus, p′ is the momentum of the ejected proton, MA is the mass

of the target nucleus A, Ee and E ′e are the energies of the incoming and outgoing electron,

and E ′p is the energy of the ejected proton. The convention of c = 1 is used throughout this

thesis. Conservation of momentum at the nuclear vertex in Fig. 3.1 implies that the initial

momentum of the proton inside the target nucleus A can be expressed as

pm = −pB = p′ − q,

where q = k−k′ is the momentum transferred by the electron and pm is labeled to indicate

that this is a “missing momentum” from the target nucleus. Similarly, a missing energy can
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be defined as

Em = ω − T ′p − TB,

where ω = Ee − E ′e is the energy transferred by the electron, T ′p is the kinetic energy of the

ejected proton, and TB is the kinetic energy of the recoiling nucleus B. The missing energy

is the separation energy of the proton from the target nucleus plus the excitation energy of

the residual nucleus [45]. Thus, it is reasonable to think that the coincidence cross section

(detecting the outgoing electron and proton) will depend on the probability of finding a

proton of momentum pm and energy Em in the target nucleus of the experiments performed

at Nikhef discussed here [69]. It is the goal of this section to show that this is indeed a good

approximation.

The total Hamiltonian of the scattering process can be written as

Ĥ = Ĥα + ĥα + ĤI = Ĥβ + (ĥβ + V̂) + ĤI ,

where Ĥα,β contain the internal Hamiltonians of each channel as well as the kinetic energy

of relative motion (see Sec. 2.1), ĥα,β are the Hamiltonians describing the distortion of the

electron due to the nucleus, V̂ is the potential of nucleus B distorting the outgoing proton,

and ĤI is the interaction responsible for the removal of the proton. The T -matrix between

α and β can then be written as (see Eq. (A.12)),

Tβ,α = 〈Ψ(−)
β | ĥα + ĤI |φα〉 , (3.1)

where |φα〉 is the plane-wave stationary state of Ĥα and |Ψ(−)
β 〉 is the solution of Ĥ having

the asymptotic behavior corresponding to channel β [69]. In order to simplify Eq. (3.1), the

plane wave state can be replaced with a distorted state |χ(−)
β 〉 which satisfies the following
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Lippmann-Schwinger equation [70],

|χ(−)
β 〉 = |φβ〉+

1

E − Ĥβ − iη
(V̂ + ĥβ) |χ(−)

β 〉 . (3.2)

Equation (3.2) can be used to manipulate Eq. (3.1) in such a way that

Tβα = 〈χ(−)
β | ĥα |φα〉+ 〈χ(−)

β | ĤI |Ψ(+)
α 〉 , (3.3)

where the Lippmann-Schwinger equation for |Ψ(+)
α 〉 was also used [70]. The first term in

Eq. (3.3) vanishes since the distorting potential ĥα cannot connect the α and β channels.

The T -matrix can be further simplified by approximating |Ψ(+)
α 〉 with the first term in its

Lippmann-Schwinger expansion (Born approximation),

|Ψ(+)
α 〉 ≈ |χ(+)

α 〉 ,

which leads to

Tβα = 〈χ(−)
β | ĤI |χ(+)

α 〉 .

This approximation to the T -matrix is known as the distorted-wave Born approximation

(DWBA) [31, 69]. In the calculations of (e, e′p) cross sections throughout this chapter, the

distorting electron interactions ĥα,β are approximated with an effective momentum approx-

imation (EMA) [47], which decouples the Leptonic and Hadronic contributions to the cross

section [60, 69]. With this simplification, the state associated with the α channel is a plane

wave.

In order to properly describe the interaction ĤI , concepts from quantum field theory are

borrowed. In the following derivations, various details are omitted for the sake of brevity

and clarity. For a more thorough demonstration, see Ref. [69]. The interaction between the
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electromagnetic field associated with the electron and the nuclear current can be expressed

with the Hamiltonian density

ĤI(xλ) = −eAµ(xλ)Ĵµ(xλ),

where x is a 4-dimensional space-time point, Aµ(x) is the potential due to a free electron

current, and Ĵµ(x) is the nuclear current density [60, 69]. The scattering matrix (S-matrix)

in the DWBA can now be expressed as [71]

Sβα =

∫
d4xλ 〈χ(−)

β | ĤI |φα〉 .

Note that in this case, since α 6= β, the S-matrix and the T -matrix are equivalent within a

scalar factor. Often, it is nicer to work with the S-matrix since it is unitary [41, 70]. The

initial and final states can be represented as product states in momentum space,

|φα〉 ≡ |kpA〉 |χ(−)
β 〉 ≡ |k′p′pB〉 ,

where the momenta are associated with Fig. 3.1. Enforcing translation invariance leads to a

more explicit expression for the T -matrix [69],

Tβα =
e2

q2
λ

ū(k′, σ′)γµu(k, σ) 〈p′pB| Ĵµ(0) |pA〉 , (3.4)

where u(k, σ) are Dirac spinors for free electrons and γµ are the Dirac matrices [69]. In order

to calculate a cross section, an average over the spins of the incoming and outgoing electrons

is necessary,

dσ ∝
∑

σσ′

|Tβα|2 → LµνWµν ,
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where Lµν is the lepton tensor

Lµν ∝
∑

σσ′

AµAν∗

and Wµν is the hadron tensor

Wµν ∝ 〈Ĵµ〉 〈Ĵν〉 .

Thus, to calculate the cross section, the nuclear current in Eq. (3.1) must be found. Consider

the current operator in second quantization,

Ĵλ(0) =
∑

σσ′′

∫
d3p

2p0(2π)3

∫
d3p′′

2p′′0(2π)3
â†σ′′(p

′′) 〈p′′σ′′| Ĵfλ (0) |pσ〉 âσ(p),

where 〈p′σ′| Ĵfλ (0) |pσ〉 is the matrix element of the nucleon current density operator between

free nucleons [69]. The matrix element of the current operator in Eq. (3.4) can now be

expressed as

〈p′pB| Ĵλ(0) |pA〉 =
∑

σσ′′

∫
d3p

2p0(2π)3

∫
d3p′′

2p′′0(2π)3

× 〈pσ′′pBσB| â†σ′′(p′′)âσ(p) |pAσA〉 〈p′σ′| Ĵfλ (0) |pσ〉 . (3.5)

In what follows, the impulse approximation (IA) will be implemented to simplify the

description of the (e, e′p) cross section. The assumptions under the IA are that the virtual

photon is absorbed by a single nucleon, and it is this very same nucleon that is detected

in coincidence with the outgoing electron [69]. To better understand how the calculation

proceeds, it is useful to first consider a plane-wave impulse approximation (PWIA) which

corresponds to ignoring V , the distorting potential of the outgoing proton. With this ap-
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proximation, Eq. (3.5) can be simplified by noting that

âσ′′(p
′′) |p′σ′pBσB〉 = 2p′′0(2π)3δ(p′′ − p′)δσ′′σ′ |pBσB〉 . (3.6)

Using Eq. (3.6) and momentum conservation reduces Eq. (3.5) to [69]

〈p′pB| Ĵλ(0) |pA〉 =
∑

σ

1

2p0(2π)3
〈pBσB| âσ(p) |pAσA〉 〈p′σ′| Ĵfλ (0) |pσ〉 . (3.7)

With a bit of algebra, it can be shown that the hadron tensor can be factorized into a

component from the off-shell free-nucleon current and a nuclear structure component,

Wµν ∝
∑

σAσBσ

| 〈pBσB| âσ(p) |pAσA〉 |2 ×
∑

σσ′

〈pσ| Ĵf∗λ (0) |p′σ′〉 〈p′σ′| Ĵfλ (0) |pσ〉 . (3.8)

The first sum in Eq. (3.8) is the hole spectral function in momentum space S(h)(p;E) (see

Sec. (2.3.3)). Thus, when Eq. (3.8) is contracted with the lepton tensor, only the second sum

in Eq. (3.8) will combine with Lµν to become the off-shell electron-proton cross section [60,69]

resulting in

d6σ

dk′0dp
′
0dωk′dωp′

∝ σoff
epS(p;E). (3.9)

In Eq. (3.9), σoff
ep is not extremely well defined in the sense that it is calculated in a variety

of differing ways [69, 72]. The off-shell nature of the electron-proton cross section is due to

the fact that the proton is bound in a nucleus, and is explicitly stated by

Em 6= (p2
m +m2

p)
1/2. (3.10)

All calculations presented in this chapter are done using the proposed off-shell cross section

σcc
1 from Ref. [72]. The basic idea is to extrapolate from the free on-shell nucleon current by

accounting for the energy difference in Eq. (3.10).
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While the factorization of the cross section in Eq. (3.9) is a nice result, the PWIA is

not close to reality. In order to reasonably describe the (e, e′p) cross section, the potential

distorting the ejected proton, V , cannot be ignored (DWIA). The distorting potential alters

Eq. (3.6) such that the delta function is replaced by a distorted wave

aσ′′ |p′pBσB〉 = 2p′′0(2π)3χ
(−)
σ′σ′′(p

′,p′′) |(pA − p)σB〉 , (3.11)

where

χ
(−)
σ′σ′′(p

′,p′′) =
1

(2π)3/2

∫
d3rχ

(−)
p′σ′(r)η∗σ′′e

−ip′′·r

is the Fourier transform of the distorted wave function in configuration space, and ησ′′ is a

Pauli spinor [31, 69]. The nonlocality of the distorted wave in Eq. (3.11) alters the matrix

elements of the current operator from Eq. (3.7), leading to a nontrivial mixing of the nuclear

structure component and the electron-proton currents [69]. A consequence of this mixing

is that the six-fold cross section can no longer be factorized into a product of the off-shell

electron-proton cross section and the spectral function of the proton in the target nucleus.

Even so, experimental momentum distributions are typically divided by the off-shell electron-

proton cross section [45,47,60,69,73]

S(DWIA)(pm;Em) =
1

kσoff
ep

d6σ

dEk′0dΩk′dp′0Ω′p
, (3.12)

where the superscript explicitly indicates that this is not the true spectral function as defined

in Sec. (2.3.3). This distinction will be made clear in Sec. (3.5) with figures of both S(pm;Em)

and S(DWIA)(pm;Em). While Eq. (3.12) is not exactly the spectral function, its calculation

involves the hole spectral function of the target nucleus as well as the distorted wave of

the ejected proton due to the (A − 1) residual nucleus. Thus, comparing calculations of

SDWIA(pm, Em) with (e, e′p) experiments simultaneously probes both bound and scattering
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Figure 3.2: Parallel kinematics of (e,e’p) experiment

states.

The treatment of the electrons as non-interacting plane waves in the DWIA is not suf-

ficient [45, 47]. The proper treatment would involve using solutions of the Dirac equation

with the distorting potentials hα,β [69]. Instead, for nuclei with up to about 20 protons, an

approximation of the distortion effects is made using the EMA [47]. Since the distortion is

primarily caused by the Coulomb potential, an effective momentum accounting for this can

be written as

keff = k + k̂

∫
d3rVc(r)φ2

`j(r),

where Vc(r) is the Coulomb potential of the distorting nucleus [47,60,74]. The EMA is used

in all calculations of (e, e′p) cross sections throughout this thesis.

It has been demonstrated that the IA is suitable for large momentum transfer on medium

to heavy mass nuclei [45, 60, 69]. In the IA, all higher-body terms of the nuclear current

operator (such as meson-exchange terms) are neglected [60]. The contributions of various

meson-exchange currents have the most strength in the transverse and interference structure
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functions of the cross section. In the past, (e, e′p) cross sections obtained at Nikhef have

been successfully described by utilizing the DWIA [45]. The Nikhef group was able to

choose conditions in which the removed proton carried momentum parallel or antiparallel to

the momentum of the virtual photon. This configuration is referred to as parallel kinematics

and is shown in Fig. 3.2. Under these conditions, the transverse structure functions are

suppressed and the interference structure functions vanish [47,60,69]. Therefore, the process

can be interpreted as requiring an accurate description of the transition amplitude connecting

the resulting excited state to the ground state by a known one-body operator. This transition

amplitude is contained in the polarization propagator which can be analyzed with a many-

body description involving linear response [20]. Such an analysis demonstrates that the

polarization propagator contains two contributions. The first term involves the propagation

of a particle and a hole dressed by their interaction with the medium, but not each other. The

other term involves their interaction. The latter term will dominate at low energy when the

proton that absorbs the photon participates in collective excitations like surface modes and

giant resonances. When the proton receives on the order of 100 MeV, it is expected that the

excited state that is created can be well approximated by the dressed particle and dressed

hole excitation [75]. In fact, when strong transitions are considered, like in the present

work, two-step processes have only minor influence [45,76], further justifying the IA. When

supplying the DWIA with the appropriate ingredients in the past, the distorted wave was

typically obtained from a standard local global optical potential such as the one from Ref. [77]

for 40Ca. The overlap function (used for the spectral function) was obtained by adjusting the

radius of a local Woods-Saxon potential to the shape of the 40Ca(e, e′p)39K cross section while

adjusting its depth to the separation energy of the quasihole. Its normalization was obtained

by adjusting the calculated DWIA cross section to the actual data [58]. Standard nonlocality

corrections were applied to both the outgoing and removed proton wave functions [78], in

practice making the bound-state wave function the solution of a nonlocal potential.
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3.3 DOM fit of 40Ca

The DOM is capable of describing both scattering and bound-state quantities, as has been

explained in Sec. (2.4). Thus, the nonlocal DOM is particularly well suited for a DWIA

analysis of the (e, e′p) cross section as detailed in the previous section. In order to use the

DOM self-energy for predictions, the parameters are fit through a weighted χ2 minimization

of available elastic differential cross section data ( dσ
dΩ

), analyzing power data (Aθ), reaction

cross sections (σr), total cross sections (σt), charge density (ρch), energy levels (ε`j), particle

number, and root-mean-square charge radius (rrms). In order to minimize the χ2, the Powell

method is used to search through the parameter space [79]. All of the parameters of the

DOM are presented in App. B together with the chosen functional forms. One advantage

of the Powell method is that it does not require the calculation of a gradient in parameter

space, which is computationally expensive.

As noted in Sec. 2.2, all scattering data are calculated using R-matrix theory in com-

bination with a Lagrange-Legendre basis. For specific details of the calculation of phase

shifts, see App. A. The nonlocal DOM description of 40Ca data was presented in Ref. [80].

In the mean time, additional experimental higher-energy proton reaction cross sections [81]

have been incorporated which caused some adjustments of the DOM parameters compared

to Ref. [80]. The resulting change to the proton reaction cross section (Eq. (A.8)) is shown

in Fig. 3.3. The remaining observables of the fit are described in a similar way as in the

previous fit. The neutron total cross section (Eq. (A.7)) is shown in Fig. 3.4. The elastic

differential cross sections (Eq. (A.6)) at energies up to 200 MeV for protons and neutrons are

shown in Fig. 3.5. The analyzing powers (Eq. (A.19)) for neutrons and protons are shown

in Fig. 3.6.
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Figure 3.3: The proton reaction cross section for 40Ca. The solid line represents the current
fit, while the dashed line depicts the previous fit [80]. The circular data points [82] were
included in the previous fit, while the square data points [81] have been added in the current
fit.
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Figure 3.4: Neutron total cross section (solid line) and reaction cross section (dashed line)
generated from the DOM self-energy. The circles represent measured total cross sections and
the squares measured reaction cross sections. References to the data are given in Ref. [82].

73



20 40 60 80 100120140160

Elab >100
100>Elab >40
40>Elab >20
20>Elab >10

p+40Ca

20 40 60 80 100120140160

n+40Ca
dσ

/d
Ω

[m
b/

sr
]

θcm [deg] θcm [deg]

Figure 3.5: Calculated and experimental proton and neutron elastic-scattering angular dis-
tributions of the differential cross section dσ

dΩ
. The data at each energy is offset by factors of

ten to help visualize all of the data at once. References to the data are given in Ref. [82].
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Figure 3.6: Results for proton and neutron analyzing power generated from the DOM self-
energy. References to the data are given in Ref. [82].

In order to provide the structure information as well, it is important that the DOM also

describe bound-state data. Since the DOM is represented in a basis of good total angular

momentum, the single-particle propagator for a given `j can be found from the corresponding
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Dyson equation of Eq. (2.70) by explicitly inserting the basis

α→ αr`j β → βr`j,

where αr and βr correspond to a Lagrange-Laguerre basis (see Sec. 2.2.2), resulting in

G`j(αr, βr). The point-density distribution for each orbital, ρ`j(αr), can then be calcu-

lated using Eq. (2.62). The occupation of each orbital can be found by applying Eq. (2.64)

to ρ`j(αr). Summing these distributions over angular momentum leads to the total point

distribution for protons or neutrons,

ρN,Z(αr) =
1

4π

∑

`j

(2j + 1)ρN,Z`j (αr), (3.13)

where the superscripts N and Z refer to neutrons and protons. While in principle, the sum

in Eq. (3.13) includes all values of `→∞, in practice this sum is performed up to some `max

such that contributions from higher ` are negligible. For 40Ca, convergence is reached for

`max = 10. The number of neutrons and protons in 40Ca is calculated by summing ρN,Z(αr)

over αr. The parametrization of the 40Ca self-energy in this thesis results in Z = 19.8 and

N = 19.7. As 20 is the experimental number, this allows for small contributions from higher

`-values [28]. The point distribution in Eq. (3.13) can be transformed to configuration space

using the Lagrange-Laguerre basis functions introduced in Sec. 2.2.2. The charge density

is then obtained by folding in the charge distribution of the proton and the neutron with

their respective point distributions ρZ(r) and ρN(r) (see App. C), resulting in Fig. 3.7. The

experimental charge density in Fig. 3.7 is extracted from elastic electron scattering cross

sections using the parametrized sum of Gaussians from Ref. [83].

In calculating the spectral functions needed for the charge density, each `j contribution

having a corresponding bound level in the IPM has a peak roughly at the position of the
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Figure 3.7: Experimental and fitted 40Ca charge density. The solid line is calculated using
Eq. (3.13) with a center-of-mass correction and folding with the proton charge distribution.
The experimental band represents the 1% error associated with the extracted charge density
from elastic electron scattering experiments [83,84].

corresponding occupied single-particle orbit [20]. The contribution of each `j shell at energy

E is represented by the spectral strength S`j(E),

S`j(E) =
∑

αr

S`j(αr, αr;E). (3.14)

This contribution to S`j(E) from particular quasihole orbitals φn`j can be calculated as

Sn−`j (E) =
∑

αr,βr

[φn`j(αr)]
∗Sh`j(αr, βr;E)φn`j(βr).
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Figure 3.8: Proton spectral functions of the IPM orbitals in 40Ca. The location of the peaks
correspond to the binding energies of the corresponding quasihole, see Table 3.1.

The spectral strengths of the IPM orbitals of 40Ca are shown in Fig. 3.8, which demonstrates

how the quasihole peaks get narrower as the levels approach εF . This is a consequence of

the imaginary part of the irreducible self-energy decreasing when approaching εF . In fact,

the two least bound proton levels in Fig. 3.8 (1s1
2

and 0d3
2
) have spectral functions that are

essentially delta functions peaked at their respective energy levels, where the imaginary part

of the self-energy vanishes. For these orbitals, the spectral function is dominated by a single

term from the sum in Eq. (2.61),

Sn`j(αr, βr;E) = 〈ΦA
0 | â†αrn`j |ΦA−1

m 〉 〈ΦA−1
m | âβrn`j |ΦA

0 〉 δ(E − εn`j), (3.15)

where |ΦA−1
m 〉 is the discrete excited state with total angular momentum and parity consistent
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with the quasihole state described by principal quantum number n and angular momenta `j

which has an energy of εn`j. These overlap functions are related to quasihole wave functions,

φn`j(αr), which are the solutions to the Schrödinger-like equation derived from the Dyson

equation, Eq. (A.3). This relation is

〈ΦA−1
m | âβrn`j |ΦA

0 〉 =
√
Zn`jφn`j(αr),

where Zn`j is the normalization of the quasihole wave function, known as the spectroscopic

factor [20]. This spectroscopic factor is the very same factor that has been interpreted as a

scaling factor for knockout reactions [28, 47]. At energies close to εF , where the imaginary

part of the self-energy vanishes, the spectroscopic factor can be derived from the Dyson

equation,

Zn`j =

(
1−

∂Σ∗`j(αqh, αqh;E)

∂E

∣∣∣∣
εn`j

)−1

,

where αqh corresponds to the quasihole state that solves Eq. (A.3) [20]. This is interpreted

as the spectral strength at the quasihole energy εn`j, represented by a delta function. Note

that because of the presence of imaginary parts of the self-energy at other energies, there

is also strength located there, thus the spectroscopic factor will be less than 1 and also less

than the occupation probability.

Not only are the spectral functions generated by these quasihole wave functions important

in producing the correct charge density, but the quasihole energies can be directly measured

as excitation energies of the discrete excited states of the (A − 1) nucleus [28]. For bound

levels above εF (0f7
2

for protons, see Fig. 3.8), these energies correspond to the excited states

of the (A+ 1) nucleus after a particle is added. Table (3.1) shows a comparison of the DOM

energy levels for protons and neutrons with the experimental values in 40Ca.
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Table 3.1: Comparison of experimental and fitted mean energies for various proton and
neutron orbitals for 40Ca.

Protons DOM Exp.
[MeV] [MeV]

0d3/2 -8.13 -8.3
0d5/2 -14.4 -14.3
1s1/2 -9.19 -10.8
0f7/2 -2.85 -1.09

Neutrons DOM Exp.
[MeV] [MeV]

0d3/2 -15.4 -15.6
0d5/2 -21.72 -22.3
1s1/2 -16.5 -18.3
0f7/2 -9.80 -8.36

It should now be clear that the DOM can accurately generate all ingredients needed for

the DWIA calculation of the 40Ca(e, e′p)39K cross section. The scattering results show that

the DOM distorted waves at proton energies of 70, 100, and 135 MeV are accurate. The

reproduction of the charge density and excitation energies indicate that the hole spectral

functions of the 0d3
2

and 1s1
2

orbitals are also accurate. The distribution of single-particle

strength for the two relevant proton orbits to the 40Ca(e, e′p)39K will be discussed in Sec. 3.5.

It reveals that the strength for these orbits is fragmented over all energies, positive and

negative, rather than concentrated at one energy as in the IPM. Note that the distribution

at positive energies is constrained by elastic-scattering data, emphasizing the relevance of

correlations beyond the IPM [85]. Since the DOM has so far been limited to 200 MeV positive

energy, a few percent of the sum rule in Eq. (2.66) has been found above this energy [85].

3.4 Experimental (e, e′p) cross section

The experimental data for the 40Ca(e, e′p)39K reaction that are presented in this thesis were

obtained with the electron beam from the Medium Energy Accelerator (MEA) at Nikhef

in Amsterdam with natural calcium targets. For further details of the experiment, see

Ref. [28]. An example of the quality of the data is displayed in Fig. 3.9, demonstrating

the fragmentation of the strength for Tp=100 MeV, pm=140 MeV/c. Different spin-parity
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identifications are displayed when known from other experiments.
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Figure 3.9: 40Ca(e, e′p) at missing momentum 140 MeV/c radiatively unfolded excitation-
energy spectrum for the reaction 40Ca(e, e′p) at missing momentum 140 MeV/c, showing the
well resolved transitions to the Jπ = 3/2+ ground state and 1/2+ first excited state in 39K.
Above Ex = 5 MeV several transitions to states with mostly Jπ = 5/2+ are identified. The
peak at Ex ≈ 4 MeV results from the reaction 16O(e, e′p)15Ng.s. due to oxygen contamination
in the target. The curve is a multiple Gaussian fit to the data.

The Tp=100 MeV data were analyzed previously in Ref. [45] with bound-state wave

functions calculated in a Woods-Saxon well (free parameters: well radius and spectroscopic

factor) and distorted outgoing proton wave functions calculated in a global energy-dependent

optical-model potential described by Schwandt et al. [77]. For this purpose, the well-resolved

transitions to the ground state (3/2+) and first excited state (1/2+) at 2.522 MeV in 39K were

selected. In order to facilitate the comparison, the reduced cross sections σexp(pm, E
0
i , θi) in

each data set A, B, and C were transformed to the highest-employed beam energy E0
h in

that set according to

σexptr (pm, E
0
h, θh) =

σth(pm, E
0
h, θh)

σth(pm, E0
i , θi)

σexp(pm, E
0
i , θi),
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where in parallel kinematics the scattered electron angle θh follows directly from momentum

and energy conservation given the fixed value of T ′p. This transformation assumes that the

factorization of the cross section between the off-shell electron-proton cross section and the

spectral function is reasonable (see Sec. (3.2)). The model dependence of such a transfor-

mation was found to be less than 1%, as derived from a comparison of the transformed cross

section obtained with the Schwandt optical potential [77] (th=Schwandt) and the present

DOM potential (th=DOM), respectively.

3.5 Results

The calculations of the (e, e′p) cross sections in this thesis were performed by employing DOM

ingredients that were constrained by other experimental data, as explained in Sec. (3.3). Ap-

propriate distorted waves and overlap functions with their normalization were thus generated

that allow for a DWIA description of the exclusive (e, e′p) cross section for valence holes in

40Ca. Agreement with cross sections therefore supports the description of the reaction in a

DWIA framework, but also confirms the overall consistency of the DOM approach including

its interpretation of the normalization of the overlap functions as spectroscopic factors that

can be confronted with data.

The higher-energy proton reaction cross section data incorporated in the current fit dic-

tate that the proton reaction cross section stay flat for energies in the region around 150

MeV, as shown in Fig. 3.3. This means there is more absorption at higher energies than in

the previous fit, leading to increased strength in the imaginary part of the self-energy. Due

to the dispersion relation of the self-energy, Eq. (2.72), this increases the spectral strength at

positive energies when the Dyson equation is solved. The sum rule pertaining to the integral

over all energies of the strength of the valence holes then implies that strength is transferred

from below the Fermi energy to the energies with an increased imaginary self-energy. This
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resulting loss of strength below the Fermi energy reduces the spectroscopic factors by about

0.05 compared to the results reported in Ref. [80].

The present DOM self-energy leads to the spectral strength distributions in Fig. 3.10. The

experimental bars are the results of an angular-momentum decomposition of the experimental

spectral function at Tp = 100 MeV as described in Ref. [47]. The experimental distributions

for ` = 0, 2 clearly show that the strength is already strongly fragmented at low energies. The

main peak in each case represents the valence hole transition of interest in this thesis. The

DOM strength is plotted as a continuous function employing the imaginary part of the self-

energy, which is very small near the Fermi energy, to clarify that only one peak is generated

in the present implementation. The DOM therefore does not yet include the details of the

low-energy fragmentation of the valence hole states which requires the introduction of pole

structure in the self-energy [63].
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Figure 3.10: Spectral strength as a function of excitation energy for (a) the 1s1
2

and (b)
the 0d3

2
proton orbitals, calculated from the DOM using Eq. (2.61) and extracted from the

40Ca(e, e′p)39K experiment [45, 47]. The peaks in the DOM curves and experimental data
correspond to the quasihole energies of the protons in 40Ca. The DOM peak in (a) does not
exactly match the experiment (see Ref. [80]). The distance between the quasihole peak and
the smaller contributions is substantially larger in (b) than in (a). Note that the experimental
fragments in (b) above 4 MeV mostly correspond to 0d5

2
strength.

The spectroscopic factor of Eq. (3.3) corresponds to the main peak of each distribution

shown in Fig. 3.10. It is calculated directly from the 40Ca DOM self-energy resulting in

values of 0.71 and 0.74 for the 0d3
2

and 1s1
2

peaks, respectively. The results are probed in

more detail by analyzing the momentum distributions of the 40Ca(e, e′p)39K reaction.

In the past, the DWIA calculations by the Nikhef group have been performed using the
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DWEEPY code [68]. For the present work, the momentum distributions are calculated by

adapting a recent version of the DWEEPY code [61] to use the DOM bound-states, distorted

waves, and spectroscopic factors as inputs. Before confronting the DOM calculations with

the experimental cross sections it is necessary to consider the consequences of the low-energy

fragmentation as shown in Fig. 3.10. For the 0d3
2

ground-state transition, there is a clear

separation with higher-lying fragments, most of which cannot be distinguished from 0d5
2

contributions as the experiments were not able to provide the necessary polarization infor-

mation. In addition, these higher-lying fragments appear to carry little 0d3
2

strength [73].

Therefore, the DOM spectroscopic factor can be directly used to calculate the cross section of

the ground-state peak. The situation is different for the 1s1
2

distribution which, while domi-

nated by the large fragment at 2.522 MeV, exhibits substantial nearby strength as shown in

Fig. 3.10a. These contributions come from other discrete poles in the propagator, reflecting

the mixing of the 1s1
2

orbit to more complicated excitations nearby in energy. Currently the

origin of these additional discrete poles is not explicitly included in the DOM, although there

is a smooth energy-dependent imaginary term in the self-energy to approximate their effect

on the spectral strength [20]. This approximation is sufficient when discussing integrated

values such as the charge density and particle number, but falls short when considering

details of the low-energy fragmentation into discrete energies as in the present situation.

The calculated DOM spectroscopic factor therefore includes strength in the neighborhood

of the quasihole energy, resulting in an inflated value. This effect is only noticeable in the

` = 0 case because there is a non-negligible amount of strength in the region near the peak.

The experimental data can be used to account for this effect by enforcing that the ratio

between the strength of the peak to the total spectral strength shown in the energy domain

of Fig. 3.10 is the same between the data as for the DOM,

ZDOM
F∫

dE SDOM(E)
=

Zexp
F∫

dE Sexp(E)
. (3.16)
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Accounting for the contributions to the momentum distribution from different energies by

scaling the DOM spectroscopic factor is justified by observing that the shape of the mo-

mentum distribution calculated at similar energies is identical, with the strength being the

only difference [45]. The scaling of the spectroscopic factor leads to a reduction from 0.74 to

0.60. As mentioned, no correction is needed for the 0d3
2

spectroscopic factor. The resulting

momentum distributions are shown in Figs. 3.11-3.13. The previous analysis of the Nikhef

group at Tp = 100 MeV [45] produced a comparable reproduction of the data with somewhat

smaller spectroscopic factors, as shown in Table 3.2.

In order to estimate the uncertainty for the DOM spectroscopic factors, we followed

the bootstrap method from Ref. [86] which was also employed in Ref. [29] to assess the

uncertainty for the neutron skin in 48Ca. New modified data sets were created from the

original data by randomly renormalizing each angular distribution or excitation function

within the experimental error to incorporate fluctuations from the systematic errors. Twenty

such modified data sets were generated and refit. The resulting uncertainties are listed in

Table 3.2.

Table 3.2: Comparison of spectroscopic factors in 40Ca deduced from the previous analy-
sis [45] using the Schwandt optical potential [77] to the normalization of the corresponding
overlap functions obtained in the present analysis from the DOM including an error estimate
as described in the main text.

Z 0d3
2

1s1
2

Ref. [45] 0.65± 0.06 0.51± 0.05
DOM 0.71± 0.04 0.60± 0.03
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Figure 3.11: 40Ca(e, e′p)39K spectral functions in parallel kinematics at an outgoing proton
kinetic energy of 100 MeV. The solid line is the calculation using the DOM ingredients,
while the points are from the experiment detailed in [45]. (a) Distribution for the removal of
the 0d3

2
. The curve contains the DWIA for the 3/2+ ground state including a spectroscopic

factor of 0.71. (b) Distribution for the removal of the 1s1
2

proton with a spectroscopic factor
of 0.60 for the 1/2+ excited state at 2.522 MeV.

The DOM results yield at least as good agreement with the data as the standard analysis

of Ref. [45] for the 100 MeV outgoing protons. The main difference in the description can be

pinpointed to the use of nonlocal potentials to describe the distorted waves. Nonlocal poten-

tials tend to somewhat suppress interior wave functions of scattering states and introduce an
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additional ` dependence as compared to local potentials. The current consistent treatment

clarifies that spectroscopic factors will be larger by about 0.05 when the proper nonlocal dis-

persive potentials are employed. The DOM treatment of experimental data associated with

both the particle and hole aspects of the single-particle propagator furthermore allows for a

positive assessment of the quality of the DWIA to describe exclusive (e, e′p) cross sections

with outgoing proton energies around 100 MeV.
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Figure 3.12: As for Fig. 3.11, but for an outgoing proton energy of 70 MeV.

It is therefore fortunate that additional data have been obtained at 70 and 135 MeV to
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further delineate the domain of validity for the DWIA description of the reaction. Figure 3.12

displays the results when DOM ingredients are employed at this lower energy for the two

valence hole states in 39K. The only difference in the DOM calculations for these cases is

the use of a different proton energy, yielding different outgoing proton waves. The overlap

function and the spectroscopic factors remain the same. In Fig. 3.12 the results are shown

for Tp = 70 MeV. The description is of similar quality as the 100 MeV case.
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Figure 3.13: As for Fig. 3.11, but for an outgoing proton energy of 135 MeV.

The agreement with the data at 135 MeV shown in Fig. 3.13 is slightly worse but still
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acceptable. At this energy (and corresponding value of the electron three-momentum trans-

fer) the contribution of the transverse component of the excitation operator, where other

mechanisms contribute in addition to those included in the present operator, will be larger.

Two-body current contributions are more relevant at this energy, causing the IA to break-

down. In particular, 135 MeV is right at the pion-production threshold, which will certainly

affect the (e, e′p) cross section [60,69]. Given these results, it seems that parallel kinematics,

in which the longitudinal part of the operator dominates, and a proton energy around 100

MeV, as chosen by the Nikhef group, is optimal for probing the removal probability of valence

protons. This can only be achieved when an analysis is conducted in which all ingredients

are provided by a nucleon self-energy that is constrained by all relevant available data as in

the DOM. The excellent agreement found here therefore supports the validity of the DOM

approach as it is able to automatically account for the DWIA cross section in the domain

where this approximation is expected to be valid.

The DOM results also generate the complete spectral distribution for the 0d3
2

and 1s1
2

orbits according to Eqs. (2.60) and (2.61). These distributions are displayed in Fig. 3.14 from

-100 to 100 MeV. The energy axis refers to the (A−1) system below the Fermi energy and the

(A+1) system above. For plotting purposes, the small imaginary part near the Fermi energy

was employed giving the peaks a small width. The occupation probabilities are obtained from

Eq. (2.64) and correspond to 0.80 and 0.82 for the 0d3
2

and 1s1
2

orbits, respectively. The

strength at negative energy not residing in the DOM peak therefore corresponds to 9 and

7%, respectively. This information is constrained by the proton particle number and the

charge density. The strength above the Fermi energy is constrained by the elastic-scattering

data and generates 0.17 and 0.15 for the 0d3
2

and 1s1
2

orbits, respectively, when Eq. (2.65)

is employed up to 200 MeV. The sum rule given by Eq. (2.66) therefore suggests that an

additional 3% of the strength resides above 200 MeV, similar to what was found in Ref. [85].

Strength above the energy where surface physics dominates can be ascribed to the effects of
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short-range and tensor correlations. The main characterizations of the strength distribution

shown in Fig. 55 of Ref. [63] are therefore confirmed for 40Ca. The present results thus

suggest that it is possible to generate a consistent picture of the strength distributions of

these orbits employing all the available experimental constraints. Therefore, it is indeed

quite meaningful to employ concepts like spectroscopic factors and occupation probabilities

when discussing correlations in nuclei.

3.6 Conclusions

The main conclusion of this chapter is that a consistent description of all available exper-

imental data that are unambiguously related to the nucleon single-particle propagator is

essential in providing accurate ingredients for a DWIA description of the (e, e′p) reaction.

91



This description is provided by the DOM when it is implemented with nonlocal potentials

up to at least 200 MeV in the elastic-scattering domain. The availability of (e, e′p) data

at 70, 100, and 135 MeV of proton outgoing energy also delineates a window in which the

DWIA provides an accurate description of the exclusive cross section with energies around

100 MeV appearing to be optimal. It is important to note that it is also essential to consider

the kinematics that favor the longitudinal part of the excitation operator which is dominated

by a one-body component. This analysis therefore confirms the general conclusions reached

in the past by the Nikhef group [58].

The confrontation of the DOM ingredients with the (e, e′p) cross sections also demon-

strates a necessary avenue for its further improvement. It is fortunate that a rather complete

experimental picture of the ` = 0 fragmentation at low energy has also been determined uti-

lizing the (e, e′p) reaction [47]. Using the experimental strength distribution without relying

on their absolute values, it is possible to determine the fraction carried by the largest frag-

ment at 2.522 MeV. Since the DOM does not yet provide the details of this low-energy

fragmentation, it was possible to identify the fraction of the DOM strength to be compared

to the experimental cross section for the 2.522 MeV transition using this experimental infor-

mation. The resulting cross sections for both the ground state and 2.522 MeV state are then

accurately described by the DWIA employing the DOM results. Nevertheless, the DOM

requires further improvement to incorporate more details on the low-energy fragmentation

leading possibly to additional state dependence. This improvement is particularly relevant

for the description of strength distributions of weakly or deeply bound nucleons as they occur

in (N −Z) asymmetric nuclei. See Sec. 6.3 for an analysis of the quenching of spectroscopic

factors going from 48Ca to 40Ca. Indeed, this feature must be addressed in the ongoing

discussion related to spectroscopic factors deduced from transfer [87] and knockout [88] re-

actions, which appear to be in contradiction with each other. As has been highlighted here,

it is important to clarify the amount of spectroscopic strength in the immediate vicinity of
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the main fragment. This issue will only be more critical when a continuum of one of the

nucleon species is nearby [89].

The success of the DWIA for the description of the (e, e′p) reaction has implications for

the possibility of employing other reactions. In particular, the (p, pN) reaction above approx-

imately 200 MeV incoming energy appears an attractive possibility [90]. The availability of

a proper description of the three distorted waves and the normalized overlap function using

the DOM implies that it is possible to gauge the effective nucleon-nucleon interaction for

this process by comparing with the (e, e′p) results. If successful, such an analysis would lend

itself to an extension to rare isotopes for which this reaction is available [91,92]. The current

status of transfer reactions also suggests that the DOM can provide important contributions

to the extraction of spectroscopic information [46, 93]. Before a consistent description of

transfer reactions utilizing the DOM can be implemented, it will be necessary to improve

the description of the deuteron distorted wave to the level currently achieved for single

nucleons.

Finally, the discussion of absolute spectroscopic factors can now be shifted to the level of

observable (e, e′p) cross sections in which the quality of the reaction description (DWIA) can

be tested by a direct comparison with data. Of particular value in reaching agreement with

(e, e′p) cross sections within the DOM framework is the availability of reaction cross section

data, including those above 100 MeV, that directly quantify the strength of the coupling

of the single-particle degree of freedom to other excitations through the imaginary part of

the self-energy. The values for the valence spectroscopic factors of 0.71 for the 3/2+ ground

state in 39K and 0.60 for the 1/2+ excited state appear to be the final answer in the quest for

absolute values for 40Ca. Taking into account the uncertainties associated with all the data

that provide the presented self-consistent analysis, a bootstrap error analysis was employed

to estimate that the accuracy in these values is ±0.04.
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Chapter 4

Neutron Skin Thickness of Asymmetric Nuclei

4.1 Introduction

A fundamental question in nuclear physics is how the constituent neutrons and protons are

distributed in the nucleus. In particular, for a nucleus which has a large excess of neutrons

over protons, are the extra neutrons distributed evenly over the nuclear volume or is this

excess localized in the periphery of the nucleus forming a neutron skin? A quantitative

measure is provided by the neutron skin, defined as the difference between neutron and

proton root-mean-squared (rms) radii,

∆rnp = rn − rp,

where

r2
n,p =

1

Nn,p

∫ ∞

0

drr4ρn,p(r), (4.1)

and Nn,p is the normalization of the particle point-distributions ρn,p(r). Note that the stan-

dard convention is to define the neutron skin with respect to the nucleon point-distributions,
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thus the size of the nucleons are not taken into account in theoretical calculations (the

size of the nucleons are also factored out from experimental form factors [26]). Accurate

knowledge of the distribution of neutrons in nuclei is important for calculations of the

nuclear matrix elements relevant to β-decay processes [94, 95]. Furthermore, the nuclear

symmetry energy, which characterizes the variation of the binding energy as a function of

neutron-proton asymmetry, opposes the creation of nuclear matter with excesses of either

type of nucleon. The extent of the neutron skin is determined by the relative strengths of

the symmetry energy between the central near-saturation and peripheral less-dense regions.

Therefore, ∆rnp is a measure of the density dependence of the symmetry energy around

saturation [67, 96–98]. This dependence is very important for determining many nuclear

properties, including masses, radii, fission properties, and the location of the drip lines in

the chart of nuclides. Its importance extends to astrophysics for understanding supernovae

and neutron stars [99,100], and to heavy-ion reactions [101].

Given the importance of the neutron skin in these various areas of research, a large num-

ber of studies (both experimental and theoretical) have been devoted to it [102]. While

the value of rp can be determined quite accurately from electron scattering [103], the ex-

perimental determinations of rn are typically model dependent [102]. However, the use of

parity-violating electron scattering does allow for a nearly model-independent extraction of

this quantity [27]. The present value for 208Pb extracted with this method from the PREX

collaboration at Jefferson Lab yields a skin thickness of ∆rnp=0.33+0.16
−0.18 fm [26]. Future

electron-scattering measurements are expected to reduce the experimental uncertainty. In

this chapter, a DOM analysis of the neutron skins of 48Ca and 208Pb is presented. The

point distributions generated by the single-particle propagator of the DOM self-energy are

constrained by both structure and scattering data. Thus, the DOM is uniquely capable of

providing insight into the connection between the neutron skin and scattering processes.
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4.2 48Ca

4.2.1 Neutron Skin of 40Ca

Before considering the neutron skin for 48Ca, it is important to benchmark this method by

considering the predictions for the N = Z system 40Ca. In 40Ca [80], the neutron and proton

self-energies were assumed identical apart from the Coulomb contribution, and they were fit

simultaneously to a large amount of data including the charge distribution. It is therefore

not surprising that the point neutron density distribution is very similar to the proton

one, see Fig 4.1. It is clear from Fig. 4.1 that the Coulomb potential reduces the proton

point distribution in the interior while extending its reach. The extracted skin thickness

is ∆rnp=-0.06 fm. Indeed, a very small, but negative, value is expected as protons have

an extra repulsion from the Coulomb force which forces them slightly further apart. Other

theoretical predictions for this system range from ∆rnp=-0.02 to -0.10 fm [104–106].

Given that the fitted neutron and proton self-energies are identical apart from the

Coulomb potential, the DOM extracted result may be considered highly constrained. In

order to test this, the neutron data alone has been refit to see if the value of ∆r40
np changes.

At the same time, it is also important to obtain an error estimate arising from the uncer-

tainties of the experimental data. The statistical uncertainties associated with the fitted

scattering data sets are typically quite small, but the largest uncertainties are systematic

associated with the normalization of the cross sections. In addition, the large number of

elastic differential cross sections in the data sets overwhelm the total calculated χ2, giving

little sensitivity in the fits to total and reaction cross sections and bound-state data. There-

fore, a weighted χ2 fit is implemented, giving more weight to these other data sets so they

properly influence the final outcome. It is thus clear that the standard χ2 analysis, which

assumes all errors are statistical, cannot be used to estimate the ∆rnp error. Instead, follow-

ing Ref. [86], a bootstrap method is employed. New modified data sets were created from
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the original data by randomly renormalizing each angular distribution or excitation function

within ±10% to incorporate fluctuations from the systematic errors. Forty such modified

neutron data sets were generated and refit. The mean of the new fitted skin thickness is

∆rnp=-0.065±0.008 fm. This is almost identical to the original value obtained from fitting

the combined neutron and proton data.
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Figure 4.1: Proton (blue line) and neutron (red line) point distributions in 40Ca calculated us-
ing Eq. (3.13). The neutron skin calculated with these distributions is ∆rnp=-0.065±0.008 fm

4.2.2 Fit of 48Ca

The DOM self-energy of 40Ca was presented in Sec. (3.3). In order to fit a self-energy for 48Ca,

asymmetry parameters were added to the 40Ca self-energy. Some parameters are left fixed

at the values used for 40Ca. Briefly, the magnitudes and radius parameters of these Woods-

Saxon terms for the asymmetry contributions to the Hartree-Fock, volume, and surface
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imaginary contributions are varied independently in the 48Ca fits. The asymmetric Hartree-

Fock component is allowed to have a different nonlocality parameter and for the main N = Z

component, the radius parameter is also allowed to vary. Details of the parametrization can

be found in App. (B).

Previously, a fit of 48Ca was published in Ref. [29,52], quoting a neutron skin of ∆rnp =

0.249 ± 0.023 fm. However, just as in the case of 40Ca in Sec. (3.3), the proton reaction

cross section is too low at 200 MeV. While there is no experimental data for 48Ca at these

energies, there is data at 700 MeV [107] of the proton reaction cross section of 40Ca and

48Ca. Comparing the available data for σ40
react(E) at 200 MeV and 700 MeV reveals that

the reaction cross section essentially stays flat between these energies, which is consistent

with the shape of the DOM fit for 40Ca in Fig. 3.3. It is reasonable to expect that σ48
react(E)

assumes the same shape as σ40
react(E) at high energies. Thus, data points are extrapolated

from the 40Ca experimental data at energies above 100 MeV by applying the ratio that is

seen in the 700 MeV data for σ48
react(E)/σ40

react(E), see Table 4.1. The extrapolated points are

shown as blue squares in Fig. 4.2 while the updated fit is represented with the solid curve.

Table 4.1: Experimental proton reaction cross section data at 700 MeV taken from Ref. [107].

Nucleus 40Ca 48Ca 48Ca/40Ca
σreact(E) 614± 38 mb 736± 46 mb 1.19

The remainder of the fit did not change significantly from Ref. [29], but is still shown here

for completeness. Note also that the neutron skin did not change. The proton and neutron

elastic differential cross sections are shown in Fig. 4.3. The proton analyzing power is shown

in Fig. 4.4 (only proton analyzing powers are displayed because there are no experimental

analyzing power data for neutrons). The neutron total cross section can be seen in Fig. 4.7(a).

The charge density is presented in Fig. 4.5. The fit resulted in 19.8 protons and 27.9 neutrons

with an `max = 10. The DOM calculated energy levels are reported in Table 4.2.
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Table 4.2: Comparison of experimental and fitted mean energies for various proton and
neutron orbitals for 48Ca. References to the experimental levels can be found in Ref. [82].

Protons DOM Exp.
[MeV] [MeV]

0d3/2 -14.6 -12.5
1s1/2 -13.9 -12.5
0f7/2 -8.3 -9.9
1p3/2 -3.5 -5.14
1p1/2 -2.0 -3.11

Neutrons DOM Exp.
[MeV] [MeV]

0d3/2 -17.8 -16.8
1s1/2 -15.9 -17.1
0f7/2 -9.9 -9.6
1p3/2 -5.4 -6.5
1p1/2 -4.2 -3.6
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Figure 4.2: The proton reaction cross section for 48Ca. The solid line represents the current
fit while the dashed line depicts the previous fit [29]. The circular points are the same
experimental data used in Ref. [82] and are included in the previous fit. The square points
are extrapolated from the σ40

react(E) experimental data points at the corresponding energies.
The extrapolation is explained in the main text.
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Figure 4.3: Calculated and experimental proton and neutron elastic-scattering angular dis-
tributions of the differential cross section dσ

dΩ
in 48Ca. The data at each energy is offset by

factors of ten to help visualize all of the data at once. References to the data are given in
Ref. [82].
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Figure 4.4: Results for proton analyzing power generated from the DOM self-energy of 48Ca.
The data and calculation at each energy at offset by a linear factor of 2 in order to visualize
everything in a single plot. There are currently no experimental data on neutron analyzing
power. References to the data are given in Ref. [82].
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Figure 4.5: Comparison of experimental, ρexp (blue shaded region), and fitted, ρch (solid
black line), charge distribution for 48Ca. The neutron matter distribution is plotted as ρn
(blue short-dashed line), while the weak charge distribution is plotted as ρw (red long-dashed
line). The sign of ρw is flipped to allow for a better comparison with the neutron and charge
distributions.

4.2.3 Analysis of the neutron skin in 48Ca

The experimental charge distribution is well reproduced as shown in Fig. 4.5. The neutron

matter distribution clearly extends out to larger radii forming a neutron skin. The weak

charge distribution, calculated by folding the weak proton and neutron form factors with

their respective point distributions [26], is shown as ρw (the sign is flipped in order to com-

pare with the other densities). The neutron skin of 48Ca deduced from these distributions is

∆rnp=0.249±0.023 fm, where again the bootstrap method was used to estimate the exper-

imental uncertainty. This value overlaps with the range of values (0.12-0.26 fm) predicted

with 48 reasonable nuclear energy-density functionals (EDFs) in Ref. [108], but is larger
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compared to the range of 0.12-0.15 fm obtained with the coupled-cluster method [11].

To further understand which data in the fit exhibit the most sensitivity to skin thick-

ness, additional fits were constrained where selected values of rn are forced in the DOM

calculations. This is achieved by varying the radius parameters of the main real potential

(rHFn and rHFasyn in App. B) and refitting the other asymmetry dependent parameters. The

weighted χ2 as a function of the calculated rn is plotted as the data points in Fig. 4.7(b) and

the absolute minimum at rn=3.67 fm corresponds to the skin thickness of 0.249 fm. There

is some fine-scale jitter in the variation of χ2 with rn. To concentrate on the larger-scale

variation, the data points shown in Fig. 4.7(b) are local averages with the error bars giving

the range of the jitter.

The location of the ab initio results is also indicated at rn ∼3.56 fm where the χ2 is

larger. The shown χ2 has been subdivided into its contributions from its two most important

components (dashed curves); from the elastic-scattering angular distributions and from the

total neutron cross sections. The former has a smaller sensitivity to rn, and its χ2 is slightly

lower for the smaller values of rn which are more consistent with the ab initio result as

illustrated in Fig. 4.6 where a fit with a forced value of ∆rnp=0.132 is compared to the best

DOM fit and to the data. While this new calculation improves the reproduction of these

data, the deviations of both curves from the data are typical of what one sees in global

optical-model fits. In addition, these experimental angular distributions only cover a small

range of bombarding energies (7.97 to 16.8 MeV) and may not be typical of other energies.
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Figure 4.6: Comparison of experimental n+48Ca elastic-scattering angular distributions [82,
109] to the best DOM fit of all data (solid curves) and to a constrained fit with the skin
thickness forced to ∆rnp=0.132 fm (dashed curves) which is consistent with the ab initio
result.

The total cross section exhibits larger sensitivity and the experimental data cover a large

range of neutron energies (6 to 200 MeV). Two data sets are available (circles and diamonds)

but are inconsistent by ∼10% at Elab ∼10 MeV, where their ranges overlap. The high-

energy data set [110] (circles) was used in the DOM fit as it was obtained with 48Ca metal,

while the low-energy set [111] (diamonds) employed 48CaCO3 and required a subtraction of

∼70% of the signal due to neutron absorption from the CO3 component. Therefore, the χ2

contribution is displayed only from the high-energy set. This χ2 exhibits a broad minimum

from rn= 3.66 to 3.75 fm allowing values of ∆rnp up to 0.33 fm.
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Figure 4.7: (a) Comparison of the experimental total neutron cross sections of 48Ca (dia-
monds [111], circles [110]) to DOM fits with constrained values of rn. The curve labeled with
a triangle is for the rn value of the DOM best fit, while the curve labeled with a square is
for a value consistent with the ab initio result (see Fig. 4.6). (b) The χ2 from fitting all data
(solid curve) and its contribution from the elastic-scattering angular distributions and the
total neutron cross section (short-dashed and long-dashed curves respectively). Each point
corresponds to a fit around its value of rn.
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Figure 4.7(a) illustrates the sensitivity to rn where the solid and dashed curves corre-

spond to the fits indicated by triangular and square data points in Fig. 4.7(b), respectively.

The former is the best fit while the latter has a skin-thickness consistent with the ab initio

result. The latter calculation under predicts the maximum at 40 MeV while over predicting

the 80-180 MeV region. These differences arise almost exclusively from the elastic-scattering

contribution to the total cross section whose energy dependence displays large-scale oscil-

lations due to the interference between transmitted and externally scattered neutrons [31]

leading to a phase shift that depends on the size and depth of the real component of the

neutron self-energy. Note that the results shown in Fig. 4.7 are from the previous fit of

Ref. [29]. The main difference in the updated fit is the description of high-energy proton

reaction cross sections, as shown in Fig. 4.2. Thus, the conclusions drawn from Fig. 4.7 are

representative of the current fit as well.

To further visualize where the extra neutrons in 48Ca are located, the calculated proton

and neutron point distributions weighted by r4 for both 40Ca and 48Ca are shown in Fig. 4.8 .

The distributions are weighted by r4 to visualize the contribution to the rms radii in Eq. (4.1).

These distributions have been subdivided into the contribution from lower-` orbitals (s1/2,

p3/2, p1/2, d5/2, and d3/2) and that from the remaining higher-` orbitals which is dominated

by the f7/2 component. For 40Ca, the proton and neutron distributions are very similar as

expected given there is essentially no neutron skin. For 48Ca, the contribution from the lower-

` orbitals, common to both neutrons and protons, is very similar to the 40Ca results. Not

surprisingly, the magnitude of the neutron skin comes predominately from the f7/2 orbital,

reflecting its centrifugal barrier.
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Figure 4.8: Decomposition of the r4 weighted point densities for protons and neutrons in
(a) 48Ca and (b) 40Ca. These are subdivided into the contribution from the lower-` orbitals
[s1/2,p3/2, p1/2, d5/2, and d3/2] designated by “` < 3” and the remaining higher-` orbitals
“` ≥ 3”.
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4.3 208Pb

A DOM analysis of 208Pb leads to a connection with current experimental data on the

neutron skin. Unfortunately, the current experimental value of the neutron skin in 208Pb

from the PREX experiment [26] allows for a large range of values (∆r208
np = 0.15 fm - 0.49 fm).

This error range is too large to constrain the majority of the theoretical predictions of the

neutron skin from mean-field calculations [108]. Another measurement of the neutron weak

form factor of 208Pb is scheduled for the summer of 2019 at Jefferson Lab under the title

of PREX2. This is an updated version of the original PREX experiment which is intended

to provide a much narrower error bar for the neutron skin in 208Pb. Thus, it is exciting to

make a prediction of the neutron skin before it is measured with high precision.

4.3.1 Fit of 208Pb

The functional form of the 208Pb self-energy is equivalent to that of 48Ca. Starting from the

parameters for 48Ca, the χ2 was minimized for a similar set of experimental data for 208Pb

(see App. B for specific values of parameters). The neutron total cross section (Eq. (A.7))

is shown in Fig. 4.10. The elastic differential cross sections (Eq. (A.6)) at energies up to 200

MeV for protons and neutrons are shown in Fig. 4.11. The analyzing powers (Eq. (A.19))

for neutrons and protons are shown in Fig. 4.12.
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Figure 4.9: The proton reaction cross section for 208Pb. References to the experimental data
points can be found in Ref. [80].
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Figure 4.10: Neutron total cross section (solid line) generated from the DOM self-energy for
208Pb. The circles represent measured total cross sections. References to the data are given
in Ref. [82].
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Figure 4.11: Calculated and experimental proton and neutron elastic-scattering angular
distributions of the differential cross section dσ

dΩ
for 208Pb. The data at each energy is offset

by factors of ten to help visualize all of the data at once. References to the data are given
in Ref. [82].
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Figure 4.13: Experimental and fitted 208Pb charge density. The solid black line is calculated
using Eq. (3.13) and folding with the proton charge distribution (see App. C) while the
experimental band represents the 1% error associated with the extracted charge density from
elastic electron scattering experiments using the sum of Gaussians parametrization [83, 84].
Also shown is the weak charge distribution, ρw (red long-dashed line), and the neutron
matter distribution, ρn (blue short-dashed line).

The charge density of 208Pb is shown in Fig. 4.13. The experimental band is extrapolated

from elastic electron scattering differential cross sections [83]. This data is well reproduced

after using the DOM charge density from Fig. 4.13 as the ingredient in a relativistic elastic

electron scattering code [112]. The elastic scattering cross section is shown in Fig. 4.14.
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Table 4.3: Comparison of experimental and fitted mean energies for various proton and
neutron orbitals for 208Pb. References to the experimental levels can be found in Ref. [82].

Protons DOM Exp.
2p1/2 1.015 -0.17
2p3/2 0.2869 -0.68
1f5/2 -0.376 -0.98
0i13/2 -1.956 -2.19
1f7/2 -2.527 -2.9
0h9/2 -3.263 -3.8
2s1/2 -7.591 -8.01
1d3/2 -8.325 -8.36
0h11/2 -9.067 -9.35
1d5/2 -10.25 -9.701
0g7/2 -11.83 -11.5
0g9/2 -16.29 -15.77

Neutrons DOM Exp.
2d3/2 -1.097 -1.4
1g7/2 -1.385 -1.45
3s1/2 -1.324 -1.9
2d5/2 -1.775 -2.37
0j15/2 -0.368 -2.51
0i11/2 -2.565 -3.16
1g9/2 -3.195 -3.935
2p1/2 -7.126 -7.37
1f5/2 -8.099 -7.94
2p3/2 -7.727 -8.27
0i13/2 -8.326 -9
1f7/2 -9.933 -9.71
0h9/2 -10.24 -10.78

4.3.2 Analysis of 208Pb Neutron Skin

The result of this DOM fit of 208Pb is the prediction that ∆r208
np = 0.250. It is no surprise

that this falls within the range of allowed values from the PREX experiment, but it will

be interesting to compare this prediction to the updated experimental value from PREX2

in the coming year. This is also within the range of skin values (0.12 - 0.28 fm) of the 48

nuclear EDFs used in Ref. [108]. Currently, ab-initio calculations cannot be applied to heavy

systems such as 208Pb, so these mean-field results are the only other theoretical predictions

of the neutron skin in 208Pb.

The proton and neutron point distributions are plotted in Fig. 4.15. Unlike in 48Ca, the

difference in the number of protons and neutrons is quite large. In order to better visualize

how the particle distributions contribute to the neutron skin, a plot of the distributions

weighted by r4 and normalized according to Eq. (4.1) is presented in Fig. 4.16. It is clear

from Fig. 4.16 that the neutron distribution is more extended than the protons, resulting in
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a positive neutron skin (just as with 48Ca).
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Figure 4.15: Neutron (red) and proton (blue) point distributions in 208Pb. Each distribution
is calculated using Eq. (3.13).
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Figure 4.16: Neutron (red) and proton (blue) point distributions in 208Pb weighted by r4

and normalized according to Eq. (4.1). Each distribution is calculated using Eq. (3.13).

4.4 Conclusions

A nonlocal dispersive optical-model analysis of the asymmetric nuclei 48Ca and 208Pb has

been performed. The neutron skins of these nuclei (along with 40Ca) are shown in Table. 4.4.

The neutron skins of 48Ca and 208Pb are quite similar. Since 208Pb and 48Ca have similar

asymmetry parameters, indicated by αasy (see App. B) in Table 4.4, it may seem reasonable

that they have similar neutron skins. However, consider Fig. 4.17, which is a comparison of

the neutron and proton distributions in 48Ca and 208Pb. Even normalized by particle number,

the particle distributions in 208Pb and 48Ca are quite distinct due to the size difference of

the nuclei. In light of this, the neutron skin of 208Pb is biased to be larger by the increase in

the rms radii of the proton and neutron distributions. Thus, a more interesting comparison
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can be made by normalizing ∆rnp by rp,

∆r̃np =
1

rp
∆rnp =

rn
rp
− 1,

where ∆r̃np is the normalized neutron skin thickness. This normalization serves to remove

size dependence when comparing neutron skins of different nuclei. The result of this nor-

malization is shown in Table 4.4. The difference between normalized skins of 208Pb and 48Ca

in Table 4.4 reveals that the rms radius of the neutron distribution does not simply scale

by the size of the nucleus for nuclei with similar asymmetries. While it is true that the

nuclear charge radius scales roughly by A1/3 (and by extension so does rp), the same cannot

be said about rn. If one is to scale by the size of the nucleus, then the fact that the Coulomb

repulsion (which scales with the number of protons) extends the proton distribution should

be considered. Since 208Pb has four times more protons than 48Ca, the effect of the Coulomb

repulsion on the neutron skin of 208Pb could be up to four times more than the effect on the

48Ca neutron skin, which can reasonably be taken from the calculated skin of −0.06 fm in

40Ca. In Chap. 5, the Coulomb potential is removed from 208Pb, resulting in an increased

neutron skin of 0.38 fm. The results of the normalized neutrons skins with Coulomb removed

are listed in Table 4.4 where it is clear that the Coulomb potential has a strong effect on

the neutron skin. This points to the fact that the formation of a neutron skin cannot be

explained by the asymmetry alone. Whereas the asymmetry in 48Ca is primarily caused

by the eight additional neutrons in the f7
2

shell, there are several different additional shell

fillings between the neutrons and protons in 208Pb. It seems that these shell effects make it

more difficult to predict the formation of the neutron skin based on macroscopic properties

alone. A systematic study of more nuclei with similar asymmetry, αasy, to 208Pb and 48Ca

would help in determining the details of the formation of the neutron skin. This will lead

to a better understanding of the symmetry energy of the equation of state (EOS) of nuclear
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matter, which is vital to proceed in the current multi-messenger era onset by the first direct

detection of a neutron star merger [25].

Table 4.4: DOM Predicted neutron skins for 40Ca, 48Ca, and 208Pb. Also shown are the
neutron skins normalized by rp as well as neutron skins with the Coulomb potential removed
from the self-energy (see Chap 5).

Nucleus 40Ca 48Ca 208Pb
αasy 0 0.167 0.211
rp 3.47 fm 3.45 fm 5.454 fm
rn 3.46 fm 3.70 fm 5.96 fm

∆rnp −0.06 fm 0.249± 0.023 fm 0.250 fm
∆r̃np −0.0173 fm 0.0704± 0.0067 fm 0.0480 fm

∆rnoCnp 0.00 fm 0.309± 0.023 fm 0.380 fm

∆r̃noCnp 0.00 fm 0.089± 0.0067 fm 0.070 fm
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Figure 4.17: Neutron (red) and proton (blue) point distributions in 208Pb weighted by r4

and normalized according to Eq. (4.1). Each distribution is calculated using Eq. (3.13).
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Chapter 5

DOM Binding Energies and Nuclear Matter

5.1 Introduction

In the DOM fits of 40Ca, 48Ca, and 208Pb, the self-energy at negative energies was not only

constrained by quasihole energies, particle numbers, and charge densities, but also by the

total binding energy of each nucleus. In addition to the total binding energy, an energy

density can be defined such that its volume integral is the total binding energy. These

energy densities make it possible to relate the energy of these nuclei to energy calculations in

infinite nuclear matter (NM) [113,114]. In particular, the link between the energy minimum

at nuclear saturation and the empirical mass formula is explored in this chapter. For decades,

the accepted value for the minimum energy of NM at saturation has been the empirical value

around E0 ≈ −16 MeV [115–117]. In light of the results presented in this thesis coupled with

the NM results from Ref. [113, 114], the validity of the accepted value for E0 is questioned.

This in turn could change the nuclear equation of state (EOS), which is highly relevant in

determining neutron-star structure [118,119].
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5.2 Binding Energy in DOM Fits

The binding energy of a nucleus can be expressed as the expectation value of the Hamiltonian

using the full A-body wave function,

EA
0 = 〈ΨA

0 |Ĥ|ΨA
0 〉 .

In second quantization, this expectation value can be written as

〈ΨA
0 |T̂ + V̂ |ΨA

0 〉 =
∑

αβ

〈α|T̂ |β〉 〈ΨA
0 |â†αâβ|ΨA

0 〉+
1

4

∑

αβγδ

〈αβ|V̂ |γδ〉 〈ΨA
0 |â†αâ†βâδâγ|ΨA

0 〉 , (5.1)

where 〈αβ|V̂ |γδ〉 is the anti-symmetrized matrix element of the two-body nucleon-nucleon

interaction [20]. The first term in Eq. (5.1) involves the density matrix, which can be

directly calculated from the single-particle propagator using Eq. (2.63). The potential term

in Eq. (5.1) has an indirect connection to the single-particle propagator. Consider an energy-

weighted integral of the hole spectral function,

∫ εF

0

dEESh(α, α;E) = 〈ΨA
0 |T̂ |ΨA

0 〉+ 2 〈ΨA
0 |V̂ |ΨA

0 〉 . (5.2)

The equality in Eq. (5.2) can be verified by substituting Eq. (2.61) for the spectral function

and doing standard manipulations of the creation/annihilation operators to match the second

quantized form of Eq. (5.1) [20, 49]. Thus, adding another factor of the expectation value

of the kinetic energy to Eq. (5.2) leads to the Migdal-Galitski sum rule for the binding

energy [120],

EN,Z
0 =

1

2

∑

αβ

∫ εF

0

dE
[
〈α|T̂ |β〉Sh(α, β;E) + δαβES

h(α, α;E)
]
, (5.3)
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where EN,Z
0 refers to the total binding energy of the neutrons or protons, and

EA
0 = EN

0 + EZ
0 .

It is important to note that this derivation assumes there are no three-body terms in the

nucleon-nucleon interaction. While it is known that there is a three-body force, it is much

weaker than the two-body force [8]. In chiral interactions, the three-body force does not

even appear until next-to-next-to-leading order (NNLO) in the chiral expansion [5], but is

important to generate NM saturation. With this in mind, for the purpose of the simplest

DOM analysis, the energy sum rule of Eq. (5.3) is taken to be exact.

With Eq. (5.3), the binding energy of nuclei are also included in DOM fits. The particle

numbers and binding energies, both calculated from sum rules, of 40Ca, 48Ca, and 208Pb are

shown in Table 5.1.

Table 5.1: Comparison of the DOM calculated particle numbers and binding energies of
40Ca, 48Ca, and 208Pb and the corresponding experimental values.

N Z DOM EA
0 /A Exp. EA

0 /A
40Ca 19.84 19.78 -8.46 -8.55
48Ca 27.9 19.8 -8.84 -8.66
208Pb 126.0 81.8 -7.76 -7.87

The close agreement with experiment in Table 5.1 along with the reproduction of exper-

imental charge densities indicates that the hole spectral function is well constrained. The

link between spectral functions, particle distributions, and binding energies in 40Ca, 48Ca,

and 208Pb will be explored in this chapter.
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5.3 Energy Density

The energy density, E(r), of a nucleus can be defined such that

EA
0 =

∫
d3rE(r) = 4π

∫ ∞

0

drr2E(r). (5.4)

Since the DOM is calculated in a coordinate-space basis of Lagrange functions, E(r) can be

calculated using Eq. (5.3),

E(r) =
1

2

∫ εF

0

dE

[∑

β

〈r|T̂ |β〉Sh(r, β;E) + ESh(r, r;E)

]

=
1

2

∑

αγ

∫ εF

0

dE

[
N∑

β

fα(r) 〈α|T̂ |β〉Sh(γ, β;E)fγ(r) + Efα(r)Sh(α, γ;E)fβ(r)

]
, (5.5)

where the second line comes from inserting complete sets of the Lagrange-Laguerre basis,

and fα(r) are the corresponding Lagrange-Laguerre basis functions of Sec. 2.2.2. The first

term in Eq. (5.5) represents the kinetic energy density,

T (r) =
N∑

αβγ

∫ εF

0

dEfα(r) 〈α|T̂ |β〉Sh(γ, β;E)fγ(r),

where the volume integral of T (r) is the total kinetic energy of the nucleus. It is now trivial

to define the potential energy density as

V(r) = E(r)− T (r),

where the volume integral of V(r) is the total potential energy of the nucleus. The energy

density of 40Ca weighted by the volume element 4πr2 is shown in Fig. 5.1. The weighting

in Fig. 5.1 is chosen to emphasize the parts of the energy density that contribute to the

integral in Eq. (5.4). The nucleon point-density is shown in addition to the energy densities
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in Fig. 5.1 to demonstrate that the radial dependence of the energy density is very similar

to that of the nucleon point-density.

Self-consistent Green’s function (SCGF) calculations in NM from Ref. [114] are repre-

sented by points in Fig. 5.1. Each different shape corresponds to the use of a different NN

interaction in the SCGF calculation, where the triangular points correspond to the charge-

dependent Bonn (CD-Bonn) interaction [121], the circular points correspond to the Argonne

v18 (AV18) interaction [3], and the square points correspond to the Idaho next-to-next-to-

next-to-leading order (N3LO) chiral interaction [4]. The calculation in NM is for specific

values of the nuclear density which are mapped to radii using the DOM matter density.

These results cannot be directly compared to the energy density in finite nuclei because

there is no Coulomb force included in NM. A way around this is to take advantage of isospin

symmetry in N = Z nuclei. Since there are an equal number of protons and neutrons in 40Ca,

isospin symmetry implies that the proton and neutron distributions would be the same if

the Coulomb force were ignored. Thus, using twice the neutron energy density in 40Ca is an

effective way of removing the influence of the Coulomb force. The resulting nuclear-matter-

like energy densities are represented as dashed lines in Fig. 5.1. The agreement with the NM

calculations is striking provided that only SRC and tensor correlations are included [122].

This is indicative that the interior of 40Ca (near saturation) acts like NM.
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Figure 5.1: The energy density of 40Ca calculated from the DOM using Eq. (5.5). The solid
lines correspond to the full calculation while the dashed lines are twice the contribution from
neutrons. The curves correspond to the energy density (blue lines), kinetic energy density
(orange lines), potential energy density (black lines), and nucleon point-density (red lines).
All curves are weighted by a volume element 4πr2. The points are taken from a SCGF
calculation in NM for three different interactions based on Ref. [114].

The interaction with the best agreement with the DOM energy density in Fig. 5.1 is

AV18. It is interesting that AV18 correctly predicts the nuclear saturation density, ρ ≈

0.16 fm [115,117], in the SCGF calculation of Ref. [113], but saturates at about −11.5 MeV.

The accepted value for the energy at nuclear saturation comes from the well-known empirical

mass formula (Bethe-Weizsäcker mass equation),

BE(A,Z) = aVA− aSA2/3 + aCZ(Z − 1)A−1/3 − aA(A− 2Z)2A−1 + δ, (5.6)

where aV , aS, aC , aA, and δ are parameters fit to nuclear masses [1]. Ignoring the symmetry
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energy at the moment, the only overlap between Eq. (5.6) and NM is the volume term, aVA.

Because of this, it seems natural to assume that the binding energy of NM at saturation

should be aV = −15.85 MeV [115, 117]. However, it is clear from Fig. 5.1 that the core of

the nucleus does not contribute to the binding energy. Because the nuclear core minimally

contributes to the total binding energy, there is no reason that the energy in the core should

contribute to the empirical mass formula. Therefore, with the interpretation that NM is

representative of the core of finite nuclei, there is no strong constraint that the binding

energy of NM has to be aV . This implies that the AV18 interaction produces consistent

results for not only the density at saturation, but also the energy [113].

The fact that the binding energy density traces the nucleon density in Fig. 5.1 is not

surprising when considering the decomposition of the binding energy with full A-body wave

functions,

EA
0 = 〈ΨA

0 |Ĥ|ΨA
0 〉 = EA

0 〈ΨA
0 |ΨA

0 〉 = EA
0

∫
d3r1d

3r2...d
3rA
∣∣ΨA

0 (r1, r2, ..., rA)
∣∣2

= EA
0

∫
d3r1

[∫
d3r2...d

3rA
∣∣ΨA

0 (r1, r2, ..., rA)
∣∣2
]
, (5.7)

where the complete set {|r1r1...rA〉} has been inserted and all other quantum numbers are

suppressed for clarity. Noting that the bracketed term in Eq. (5.7) is the one-body density

distribution ρ(r), the binding energy can be written as

EA
0 =

EA
0

A

∫
d3rρ(r) =

∫
d3rE(r) =⇒ E(r) =

(
EA

0

A

)
ρ(r). (5.8)

The exact result in Eq. (5.8) reveals that the energy density is simply the nucleon density

scaled by the binding energy. While Eq. (5.8) is exact, it cannot be used as a replacement

for Eq. (5.5) because there is no guarantee that the DOM propagator is equal to the exact

propagator, which would be built from the exact A-body ground-state wave function using
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Eq. (2.51). This is demonstrated in Fig. 5.2, which shows the energy density in 40Ca calcu-

lated using both Eq. (5.5) and Eq. (5.8). The general agreement of the curves in Fig. 5.2 is

quantified by the similarity of the rms radii of the energy density and the scaled matter den-

sity of 3.477 and 3.480, respectively. This reveals that the DOM description of the density

is close to exact. It is not surprising that there are deviations, since the DOM fit constrains

the density, which is only an indirect way of constraining the full A-body wave function. In

principle, Eq. (5.8) is a good test to determine how close a given many-body approximation

is to solving for the actual eigenfunction of the Hamiltonian.
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Figure 5.2: Comparison of the energy density of Eq. (5.5) (blue line) to the scaled nucleon
density of Eq. (5.8) (red line) in 40Ca.

In order to further explore the relationship between NM and the interior of the nucleus,

the energy in the interior can be approximately calculated from the energy density using

Eq. (5.8),

E(r) ≈ E(r)

(
A

ρ

)
. (5.9)

The approximation in Eq. (5.9) should be valid for small values of r, where the nuclear

density is relatively constant and saturated (see Fig. 3.7). The energy in the interior of 40Ca
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is displayed in Fig. 5.3. The NM points close to r = 2 fm correspond to nuclear saturation.

The predicted energies using CD-Bonn and N3LO interactions are close to -16 MeV (aV )

while the energy from AV18 is significantly less bound. Note that neither the CD-Bonn nor

the N3LO interactions reproduce the NM saturation density in Ref. [113]. With this in mind,

the DOM predicts that the energy in the interior is significantly less bound than -16 MeV,

with about a 1 MeV difference from the AV18 result at saturation.
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Figure 5.3: Binding energy as a function of radius in 40Ca. The solid blue curve is the
DOM energy. The points are SCGF NM calculations from Ref. [114].

The nuclear energy density can be further explored in 48Ca and 208Pb. Figure 5.4 shows

the comparison of the calculated energy density (Eq. (5.5)) to the scaled energy density

(Eq. (5.8)) for 48Ca and 208Pb, respectively. The agreement between Eq. (5.8) and Eq. (5.5)

in 48Ca and 208Pb is comparable to that of 40Ca, which is quantified with their rms radii

listed in Table. 5.2. The case of 208Pb is particularly interesting, because the interior is so
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much larger than in 40Ca and 48Ca. This implies that finite-size (surface) effects are minimal

in this region of 208Pb, making it an ideal system to compare with NM. The trick of using

isosopin symmetry to remove the effect of the Coulomb interaction on the energy density of

40Ca is not valid in 208Pb, since it has more neutrons than protons. Therefore, the Coulomb

energy (EC) must be explicitly subtracted from the 208Pb binding energy, which can be

calculated from the charge density,

EC =
1

2

∫
d3rρch(r)VC(r), (5.10)

where VC(r) is the Coulomb potential which is calculated from ρch(r) in the usual way [33].

The Coulomb energy density, EC(r), can be defined analogously to Eq (5.4). Using Eq. (5.10),

EC(r) can be subtracted from E(r) to remove the effects of the Coulomb interaction.

Table 5.2: Comparison of the rms radii of the energy densities of 40Ca, 48Ca, and 208Pb.

40Ca 48Ca 208Pb
rE 3.480 3.673 5.270
rρ 3.477 3.665 5.672
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Figure 5.4: Comparison of the energy density of Eq. (5.5) (blue line) to the scaled nucleon
density of Eq. (5.8) (red line) in (a) 48Ca and (b) 208Pb.

While removing EC(r) from E(r) does provide a NM-like energy density, more steps

need to be taken to compare with the NM calculations from Ref. [114]. An additional

complication in comparing 208Pb to NM is that the effect of the Coulomb potential is still

reflected in the matter density of 208Pb. So, the only way to truly compare to nuclear matter

is to completely remove the Coulomb potential from the DOM self-energy. In doing this, the
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quasihole energy levels become much more bound, which increases the number of protons.

To account for this, εF is shifted such that it remains between the particle-hole gap of the

protons in 208Pb. This corresponds to a shift of 19 MeV. The resulting Coulomb-less matter

distribution of 208Pb is compared to the full matter distribution in Fig. 5.5. The Coulomb-

less matter distribution is more concentrated in the core since there is no Coulomb repulsion.

An interesting consequence of this is an increased neutron skin thickness of 0.38 fm.
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Figure 5.5: Matter distributions in 208Pb. The solid red line is total matter distribution
calculated from the full DOM self-energy. The dashed red line is the total matter density
calculated from the DOM self-energy without the Coulomb potential. The solid blue line
is the scaled proton matter distribution calculated from the full DOM self-energy. The
dashed blue line is the scaled proton matter distribution calculated from the DOM self-
energy without the Coulomb potential. The points indicate how the NM densities from
Ref. [114] map to the Coulomb-less, scaled proton matter density.

Even with this modification, the Coulomb-less matter distribution still cannot be com-

pared to the NM results since it never equals ρsat , as demonstrated by the dashed red curve
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in Fig. 5.5. Since only the proton matter density is constrained by elastic electron scattering

data, the total matter density has often been extrapolated from the proton matter density

with a scaling of A/Z to account for the asymmetry [20]. This is applied to the Coulomb-less

proton matter density in order to map the NM calculation from densities to coordinates. It

is interesting that when Coulomb is removed, the scaled proton matter density shown in

Fig. 5.5 has a value of 0.18 fm−3 rather than 0.16 fm−3 in the interior of 208Pb.
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Figure 5.6: Modified energy density of 208Pb. The solid blue curve is E ′(r) calculated
from the DOM self-energy with the Coulomb potential removed. The dashed blue curve is
E(r) calculated from the full DOM self-energy with EC(r) removed. The points are SCGF
asymmetric NM calculations from Ref. [114].

Of course, the removal of VC from Σ∗ necessarily means that the resulting modified energy

density, E ′(r), calculated using Eq.(5.5) already has EC(r) removed. This is demonstrated by

the plot of E ′(r) and E(r)−EC(r) in Fig. 5.6. Small differences in the two curves in Fig. 5.6

can be attributed to the differences in the matter distributions involved in calculated E(r)
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and E ′(r). Note that the energy of 208Pb is essentially constant up to 5 fm, indicative that

finite-size effects are minimal in this region. Also included in Fig. 5.6 are the corresponding

NM points. As seen in previous figures, the NM points calculated using AV18 are the

closest to the DOM result. Even in the core of 208Pb, where the larger core is a more ideal

approximation of NM, the energy does not correspond to the canonical value for E0, as

shown in Fig. 5.7.
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Figure 5.7: Binding energy as a function of radius in 208Pb. The solid blue line is the energy
of 208Pb calculated using the DOM self-energy with the Coulomb potential removed. The
points are SCGF asymmetric nuclear matter calculations from Ref. [114].

5.4 Conclusions

The binding energy density of 40Ca, 48Ca, and 208Pb has been analyzed in the DOM frame-

work. A comparison of the energy as a function of radius for all three nuclei is shown in
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Fig. 5.8, where the Coulomb interaction has been removed from each nucleus. The energies

in the core of each nucleus are all within 5 MeV of each other, all of which are significantly

less bound than -16 MeV. Furthermore, Fig. 5.3 clearly shows that the core of the nucleus

does not contribute to the total binding energy. The interpretation that the core of the

nucleus is a close approximation to NM leads to the inevitable conclusion that the binding

energy of NM at saturation is not necessarily −16 MeV. This is indeed puzzling when consid-

ering that the volume term is the only term in the empirical mass formula that is supposed

to describe symmetric NM. Perhaps this means that the macroscopic description of nuclear

binding energies in Eq. (5.6) is not a sufficient way to make a link to NM. One way to address

this is to make use of the fact that the energy density tracks the matter density, as shown in

Figs. 5.2, 5.4 and Eq. (5.8), and construct an alternate nuclear mass formula which depends

on density and asymmetry rather than A and Z.
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133



Chapter 6

Momentum Distributions

6.1 Introduction

The mean-field description of the nucleus breaks down when the relative distance between two

nucleons in the nucleus is less than 1.5 fm [123]. At these small distances, pairs of nucleons

exhibit short-range correlations (SRC) due to the combination of the short-range repulsion

and the attractive tensor force of the nucleon-nucleon potential. These SRCs give rise to

high-momentum nucleon pairs which have been measured with inclusive (e, e′) inelastic scat-

tering by the Continuous Electron Beam Accelerator Facility (CEBAF) Large Acceptance

Spectrometer (CLAS) collaboration at Jefferson Lab in 3He, 4He, 12C, and 56Fe [124]. A

result of these measurements is that anywhere between 8%− 27% of nucleons in these nuclei

have momenta larger than the Fermi momentum, kF = 1.4 fm−1. Realistic many-body cal-

culations of low-A nuclei using variational Monte Carlo (VMC) techniques reveal that the

majority of this high-momentum content comes from the tensor force in the nucleon-nucleon

interaction [125]. This non-negligible fraction of high-momentum nucleons is further proof

that there are correlations beyond the mean-field in nuclei. Correlations beyond the mean-
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field are contained in the energy dependence of the hole spectral function, so it is natural to

investigate the high-momentum content of 40Ca, 48Ca, and 208Pb using the DOM propagator.

The momentum distribution, n(k), is the diagonal part of the density matrix in momen-

tum space, which can be calculated by Fourier transforming the one-body density matrix

(Eq. (2.63)) from configuration space,

n(k, k′) =
2

π

∞∑

`j

(2j + 1)

∫ ∞

0

drr2

∫ ∞

0

dr′r′2j`(kr)ρ`j(r, r
′)j`(k

′r′), (6.1)

where the Fourier transform has been decomposed into partial waves using spherical Bessel

functions. Note the importance of the off-diagonal elements of the density matrix in config-

uration space. An equivalent method of calculating the momentum distribution is to solve

the Dyson equation in momentum space. Either way, the momentum distribution comes

from an integral over energy of the hole spectral function.

6.2 High-Momentum Content of 40Ca

The momentum distribution of 40Ca calculated from the DOM self-energy is displayed in

Fig. 6.1. The solid lines are found from the full DOM density matrix using Eq. (6.1). The

dashed line corresponds to a mean-field result obtained by approximating the spectral func-

tion with the quasihole wave functions (normalized to one) for the occupied orbitals according

to the IPM picture of 40Ca. This Hartree-Fock-like (HF) momentum distribution has a high-

momentum tail that dies very quickly for k > kF , indicative that SRCs cannot be described

by mean-field theories. On the other hand, the full DOM calculation has a significant high-

momentum tail. The fraction of high-momentum protons and neutrons corresponds to 14.0%

and 14.6% in 40Ca, respectively. Since there is more high-momentum content in the DOM

distribution, the HF-like distribution must be larger in the low-momentum region (k < kF )
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in order to conserve particle number (see Fig. 6.1).

The difference between the HF-like distribution and the DOM distribution arises from

the spectral function. Specifically, the high-momentum content is caused by strength in the

spectral function at energies in the continuum (far away from the quasihole energies). This

can be seen in Fig. 3.8, which clearly shows non-negligible strength at energies far from the

quasihole energies. Since the high-momentum content is determined by the distribution of

energy in the spectral function, it is best constrained by particle number, the charge density,

and the binding energy. Particle number comes from the 0th energy-weighted moment of the

spectral function (see Eq. (2.63)). This sum rule constrains the total strength below εF , but

not how it is distributed over energy. The binding energy comes from the 1st energy-weighted

moment of the spectral function, Eq. (5.3), which is much more sensitive to the distribu-

tion of strength over energy of the spectral function. More strength at the large negative

energies (continuum energies) will lead to more binding as well as more high-momentum

content. Since the experimental binding energy of 40Ca is well reproduced in Table 5.1, the

high-momentum content is constrained to the furthest extent it can be done in the current

implementation of the DOM. In order to further constrain high-momentum content, high-

momentum (e, e′p) data can be used as discussed in Ref. [80]. The DOM prediction for the

percent of protons with high-momentum content in 40Ca is roughly 14.0% and 14.6% for

neutrons. While the bulk of this high-momentum content must be caused by SRCs, there

is no way of distinguishing how much is due to other many-body correlations, or long-range

correlations (LRC) associated with collective surface vibrations and giant resonances [63].

The small difference between the proton and neutron high-momentum content in the case of

40Ca can be attributed to the Coulomb repulsion of the protons.
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Figure 6.1: DOM calculated momentum distribution of protons (blue line) and neutrons
(red line) in 40Ca. The dashed line is a Hartree-Fock-like result obtained from the DOM (see
main text). The blue shaded region corresponds to high-momentum content (k > kF ). This
corresponds to 14.0% high-momentum protons and 14.6% high-momentum neutrons.

6.3 Asymmetry Dependence of High-Momentum Con-

tent

It was stated earlier that a large portion of high-momentum content is caused by the tensor

force in the nucleon-nucleon interaction. In particular, the tensor force preferentially acts on

pairs of neutrons and protons (np pairs) with total spin S = 1. This phenomenon is known

as np dominance [126], and is demonstrated by a factor of 20 difference between the number

of observed np SRC pairs and the number of observed pp and nn SRC pairs in exclusive

(e, e′pp) and (e, e′p) cross section measurements of 12C, 27Al, 56Fe, and 208Pb [126].
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The mechanism for this np dominance in nuclei can be understood by considering the

bound state of the 2-body n-p system, the deuteron. The total angular momentum and

parity of the deuteron has been measured to be Jπ = 1+ [126]. Positive parity means that

the orbital angular momentum of the pair, L, must be even, which necessarily means that

S = 1 and L = 0, 2 in order to have J = 1, where S is the total spin of the pair. Now that

S and L are known, the total isospin of the deuteron can be determined by considering the

general structure of a two-particle state. Since nucleons are fermions, a two-particle state

must be antisymmetric, which implies that [20]

(−1)L+S+T = −1, (6.2)

where T is the total isospin of the pair. Combining what is known about S and L with the

condition in Eq. (6.2) leads to the fact that T = 0 for the deuteron. Thus, the deuteron

is a linear combination of the L = 0 and L = 2 states with T = 0. The corresponding

spectroscopic notations [20] of these states is 3S1 and 3D1, respectively.

Now, the tensor force in the nucleon-nucleon interaction can be written as a scalar product

of rank-2 spherical tensors

V̂T ∝
√

24π
[
[σ̂1 ⊗ σ̂2](2) ⊗ Ŷ (2)

](0)

0
, (6.3)

where σ̂1 and σ̂2 are rank-1 spherical tensors comprised of the Pauli spin matrices acting on

the spin of particle 1 and 2, respectively, [σ̂1⊗ σ̂2](2) is the coupling of these rank-1 spherical

tensors to a rank-2 spherical tensor, and Ŷ (2) is the 2nd-order spherical harmonic acting as

a rank-2 spherical tensor [1]. While V̂T cannot connect two-particle states of different total

angular momentum J , Y (2) in Eq. (6.3) can connect states with different L, differing by up

to two units of L,

〈TJ(LS)|V̂T |TJ(L′S)〉 =⇒ L′ = L+ 2,
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keeping in mind that this is vector addition. Also noting that the nucleon-nucleon interaction

conserves parity,

〈TJ(LS)|V̂NN |TJ(L′S)〉 =⇒ (−1)L = (−1)L
′
,

restricts the value of L′ such that

L′ =





L

L± 2

This means that the tensor force couples the 3S1 and the 3D1 states, resulting in the binding

of the deuteron [2]. The 3D1 component of the deuteron wave function is responsible for

the high-momentum tail of the deuteron momentum distribution [125]. Thus, without the

tensor coupling between these two states in the deuteron, there would be a reduced high-

momentum tail solely due to central correlations associated with the repulsive core. Pairs

of nucleons within a nucleus can be analyzed in a similar manner, leading to the conclusion

that the high-momentum tail onset by the tensor force coupling is dominated by nucleon

pairs with S = 1 and T = 0 (np dominance) [126,127].

The dominance of np SRC pairs would imply that that the number of high-momentum

protons observed in a nucleus is dependent on how many neutrons it contains. More specif-

ically, one would expect that the high-momentum content of protons would increase with

neutron excess since there are more neutrons available to make np SRC pairs. The CLAS

collaboration confirmed this asymmetry dependence by measuring the high-momentum con-

tent of protons and neutrons from (e, e′p) and (e, e′n) cross section measurements in 12C,

27Al, 56Fe, and 208Pb [128].
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Figure 6.2: Comparison of DOM calculated momentum distributions of protons (blue) and
neutrons (red) in 48Ca (solid) and 40Ca (dashed). The dotted line marks the location of kF .

This effect can be studied by comparing the DOM generated momentum distributions

for 40Ca and 48Ca, since the only difference between them is the eight additional neutrons

in 48Ca filling the 0f7
2

shell. The momentum distributions for 40Ca and 48Ca are shown in

Fig. 6.2. It is clear that the 48Ca proton momentum distribution (solid blue line) has more

high-momentum content than the 40Ca proton momentum distribution (dashed blue line).

Furthermore, since the number of protons does not change between 40Ca and 48Ca, the added

high-momentum content in the tail of 48Ca is accounted for by a reduction of the distribution

in the k < kF region. Turning now to the neutrons in Fig. 6.2, the 48Ca momentum distri-

bution is larger in magnitude than the 40Ca distribution for k < kF , which is not surprising

since there are now 8 more neutrons which are dominated by low-momentum content. The

high-momentum content of the neutrons in 48Ca decreases to 12.6% from the 14.6% of 40Ca.
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Thus, the effects of the asymmetry of 48Ca on high-momentum content are evident in the

fact that there are now significantly more high-momentum protons than neutrons. Both

the increase in proton high-momentum content and the decrease in neutron high-momentum

content are consistent with the CLAS measurements of neutron-rich nuclei [128] and support

the np-dominance picture.
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Figure 6.3: DOM generated proton spectral functions corresponding to the IPM orbitals in
48Ca. Only the strength below εF is shown, since this is what contributes to the momentum
distribution. For clarity, Sn`j(E) is shown to Ecm = −100 MeV, but the calculation goes out
to Ecm = −300 MeV and follows the same trend shown here.
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Figure 6.4: Comparison of the proton total spectral functions, calculated using Eq. (6.4),
in 48Ca (black line) and 40Ca (blue line). The vertical dashed lines correspond to the Fermi
energies for 48Ca (black) and 40Ca (blue). For clarity, this figure is cut at Ecm = −100 MeV,
but the calculation goes out to Ecm = −300 MeV and follows the trend shown here. Only
the strength below ε40

F and ε48
F (the contribution to the momentum distribution) is shown

for S(E) in 40Ca and 48Ca, respectively.

The increased proton high-momentum content in 48Ca comes from having more strength

in the continuum of the hole spectral function than in 40Ca. The proton spectral functions

for the mostly occupied orbitals in 48Ca are shown in Fig. 6.3. Qualitatively, the spectral

functions in Fig. 6.3 are very similar to the 40Ca spectral functions in Fig. 3.8. To compare

how strength is distributed over energy in 40Ca and 48Ca, the sum over all `j shells can be

performed,

S(E) =
∞∑

`j

(2j + 1)S`j(E), (6.4)

where S`j(E) are defined in Eq. (3.14). The result of applying Eq. (6.4) to 40Ca and 48Ca
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is shown in Fig. 6.4. It is clear from Fig. 6.4 that the spectral function of 48Ca (black solid

line) has more strength than that of 40Ca at large negative energies. In order to conserve

proton number, an increase in strength at continuum energies in S(E) of 48Ca must be

compensated by a decrease in strength from energies close to the proton Fermi energy in

48Ca. In particular, this manifests in the reduction of the spectroscopic factors of the 0d3
2

and 1s1
2

orbitals, before renormalization (see Eq. (3.16)), in 48Ca from the values for 40Ca to

0.60 and 0.64, respectively. This result is also qualitatively consistent with the systematic

study done in Ref. [88] on spectroscopic factors obtained from various knockout reactions

which showed that nuclei with larger asymmetry have quenched spectroscopic factors when

compared to nuclei with less asymmetry, but not consistent with Ref. [129] and analogies of

transfer reactions [19].

In order to further analyze these spectroscopic factors and explore their link with SRCs,

the 48Ca(e, e′p)47K cross section is calculated following the same procedure detailed in Ch. 3

for 40Ca. The experimental data of the 48Ca(e, e′p)47K reaction were obtained in parallel

kinematics for outgoing proton kinetic energies of Tp = 100 MeV at Nikhef and previously

published in Ref. [73]. Just as in Sec. 3.5, the DOM spectroscopic factors need to be renor-

malized by the experimental excitation spectra to account for the smearing of the DOM

self-energy. The experimental excitation spectra for the ` = 0 and the ` = 2 excitations of

47K are shown in Fig. 6.5, overlaid with the corresponding DOM spectral functions calcu-

lated from Eq. (3.15). Analogously to the 40Ca calculation, the distributions in Fig. 6.5 are

used to renormalize the DOM spectroscopic factors using Eq. (3.16). This scaling results in

a reduction from 0.64 to 0.55 for the 1s1
2

orbital and from 0.60 to 0.58 for the 0d3
2

orbital.

These values are in good agreement with originally published spectroscopic factors [73], as

seen in Table 6.1.

143



10−4

10−3

10−2

10−1

100

0 5 10 15 20

(a)

` = 0

10−4

10−3

10−2

10−1

100

0 5 10 15 20

(b)

` = 2

S
(E

x
)

[M
eV

-1
]

exp
DOM

S
(E

x
)

[M
eV

-1
]

Ex [MeV]

exp
DOM

Figure 6.5: Spectral strength as a function of excitation energy in 48Ca. The solid lines are
DOM spectral functions for (a) the 1s1

2
and (b) the 0d3

2
proton orbitals. The histograms are

the excitation energy spectra in 39K extracted from the 48Ca(e, e′p)47K experiment [47, 73].
The peaks in the DOM curves and experimental data correspond to the quasihole energies
of the protons in 40Ca. The experimental spectrum in (b) is the isolated 0d3
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Table 6.1: Comparison of spectroscopic factors in 48Ca deduced from the previous analy-
sis [73] using the Schwandt optical potential [77] to the normalization of the corresponding
overlap functions obtained in the present analysis from the DOM including an error estimate
as described in the text.

Z 0d3
2

1s1
2

Ref. [73] 0.57± 0.04 0.54± 0.04
DOM 0.58 0.55

Using the resulting renormalized spectroscopic factors produces the momentum distribu-

tions shown in Fig. 6.6. Thus, the smaller spectroscopic factors in 48Ca are consistent with

the experimental cross sections of the 48Ca(e, e′p)47K reaction. The comparison of Z48 and

Z40 in Table 6.2 reveals that while both orbitals experience a reduction, the 0d3
2

shows a

much larger quenching. This indicates that strength from the spectroscopic factors is pulled

to the continuum in S(E) when eight neutrons are added to 40Ca. Thus, the quenching of

the spectroscopic factor is a result of both the increased high-momentum content in 48Ca,

which is due to the increase in the amount of neutrons available to make np SRC pairs,

and the stronger coupling to surface excitations in 48Ca demonstrated by a larger proton

reaction cross section in the energy range up to 50 MeV (see Figs. 3.3 and 4.2). In this way,

the spectroscopic factor provides a link between these low-momentum knockout experiments

done at Nikhef and the high-momentum knockout experiments done at JLAB by the CLAS

collaboration. It is important to note how crucial the extrapolated high-energy proton reac-

tion cross section data are in making these conclusions. Without them, there is no constraint

for the strength of the spectral function at large positive energies, which could result in no

quenching of the spectroscopic factors of 48Ca due to the sum rule in Eq. (2.66).
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Table 6.2: Comparison of DOM spectroscopic factors in 48Ca and 40Ca. These factors have
been renormalized according to Eq. (3.16).

Z 0d3
2

1s1
2

40Ca 0.71± 0.04 0.60± 0.03
48Ca 0.58 0.55
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Figure 6.6: 48Ca(e, e′p)47K spectral functions in parallel kinematics at an outgoing proton
kinetic energy of 100 MeV. The solid line is the calculation using the DOM ingredients, while
the points are from the experiment detailed in [73]. (a) Distribution for the removal of the
0d3

2
. The curve contains the DWIA for the 3/2+ ground state including a DOM generated

spectroscopic factor of 0.58. (b) Distribution for the removal of the 1s1
2

proton with a DOM
generated spectroscopic factor of 0.60 for the 1/2+ excited state at 2.522 MeV.
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6.4 Conclusions

For completeness, the DOM generated momentum distributions for 208Pb are shown in

Fig. 6.7 with solid lines. The 208Pb results in Fig. 6.7 indicate that the proton distribu-

tion (solid blue line) has more high-momentum content than the neutron distribution (solid

red line). This is consistent with the 48Ca results and the np dominance picture. Also

included in Fig. 6.7 are the results for 40Ca and 48Ca. The shape of the high-momentum

tail of each distribution is similar, which is consistent with the systematic study of these

nuclei in Ref. [130]. This indicates that the mechanism behind SRC pairs is not strongly

nucleus-dependent. The high-momentum fractions for protons and neutrons in these three

nuclei are compared in Table 6.3. The fact that the high-momentum content in 208Pb is less

than in 40Ca and 48Ca points to the possibility that SRC pairs are influenced in a different

way in heavier systems. It is important to remember that there is no way to separate the

SRC contributions from LRC contributions to the high-momentum tail in the DOM, which

could account for the reduction in 208Pb. Also note that the high-momentum content is

really only constrained by the DOM binding energy and particle number, so this is not a

complete picture.

Table 6.3: Comparison of the DOM calculated high-momentum fraction (k > kF ) of 40Ca,
48Ca, and 208Pb.

A nhigh phigh
40Ca 0.147 0.140
48Ca 0.126 0.146
208Pb 0.107 0.134
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Chapter 7

Conclusions and Outlook

Implications of fully nonlocal DOM self-energies have been presented for 40Ca, 48Ca, and

208Pb. Constraining these self energies with experimental data at both positive and negative

energies provides a complete picture of these nuclei. The distribution in strength over energy

in the spectral functions of these nuclei provides insight into the many-body nature of each

nucleus. The interplay between scattering states and bound states was first explored in the

40Ca(e, e′p)39K reaction. The ability to consistently provide the bound and scattering infor-

mation for the DWIA calculation provided a platform for truly testing this approximation.

This reaction mechanism is shown to be valid for outgoing proton kinetic energies around

100 MeV. The high-energy proton reaction cross section plays an important role in constrain-

ing spectroscopic factors involved in the DWIA calculation. This conclusion comes naturally

in the DOM formulation, since the spectral function satisfies a sum rule (Eq. (2.66)) which

links the strength of the spectral function at quasihole energies to the strength of the spectral

function at energies that correspond to the high-energy proton reaction cross section. With

the success of this analysis, it was natural to also calculate the 48Ca(e, e′p)47K cross section.

The observed quenching of Z from 40Ca to 48Ca [88] is only realized in the DOM analysis
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of (e, e′p) if high-energy proton reaction cross section data points in 48Ca are extrapolated

from 40Ca, since there are currently no measurements in this energy domain. This empha-

sizes the importance of measuring high-energy proton reaction cross section data, and in

particular for 48Ca which could in principle be done now with a stable 48Ca target. With the

construction of FRIB [23], radioactive isotope beams can be generated with energies con-

ducive to measuring these high-energy proton reaction cross sections in inverse kinematics

for more exotic nuclei. According to the conclusions from this DOM analysis, these inclusive

measurements can serve to constrain more interesting exclusive reactions that are relevant

in stellar processes [131].

In addition to verifying reaction mechanisms, the DOM analysis of these nuclei led to in-

teresting conclusions about their structure. The solution of the Dyson equation (Eq. (2.70))

allows the calculation of single-particle distributions of each nucleus. Using these distribu-

tions, thick neutron skins are predicted in 48Ca and 208Pb. The thickness of these neutrons

skins is shown to be sensitive to neutron total cross sections. This is another example of

how important scattering data are for the description of nuclear structure.

Using DOM spectral functions, the binding energy density of each nucleus is calculated.

These energy densities are considered well-constrained by the fact that the experimental

binding energy is reproduced in the DOM fits. When viewing these energy densities, it

becomes clear that the core of the nucleus does not significantly contribute to the total

binding energy. Assuming that the interior of the nucleus corresponds to saturated infinite

nuclear matter, this implies that the energy of nuclear matter at saturation is not necessar-

ily constrained by the volume term of the empirical mass formula (Eq. (5.6)). The DOM

prediction for the energy at nuclear saturation ranges from -10 MeV to -13 MeV, which

is consistent with the SCGF calculations in NM using the well-constrained AV18 interac-

tion [24, 113, 114]. This should bolster confidence in the APR EOS derived from the AV18

interaction since E0 = −12.6 MeV [24] is an entirely reasonable value. This is evident in the
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fact that predictions of neutron star structure using the APR EOS are consistent with all

observations of neutron stars, including the recent neutron star merger event [24,25].

Since these DOM generated energy densities have been shown to be consistent with

nuclear matter calculations, this work will be continued with a study of the symmetry energy.

In principle, with the energy densities of 40Ca and 48Ca, a prediction of the slope of the

symmetry energy, L, could be made. This would complement the DOM predictions of the

neutron skin, seeing as this density dependence gives rise to the positive neutron skin in

asymmetric nuclei.

The last chapter before these conclusions addresses single-particle momentum distribu-

tions. It is the culmination of this entire thesis in that its conclusions rely on the results of all

previous chapters. Correlations beyond the mean-field description of nuclei are contained in

the continuum strength of the hole spectral function which manifests as a high-momentum

tail of the single-particle momentum distributions. The reproduction of experimental bind-

ing energies and charge densities constrains this high-momentum tail. The DOM analysis

predicts that all three nuclei have more than 10% high-momentum content. Moreover, the

observation that the dominance of np SRC pairs causes an increase in proton high-momentum

content in neutron-rich nuclei [128] is reproduced in the DOM single-particle momentum dis-

tributions of 208Pb and 48Ca. In the case of 48Ca, this effect is further studied in the context

of the low-momentum 48Ca(e, e′p)47K reaction. This analysis reveals that the quenching of

spectroscopic factors is due not only to LRCs, but also to the increase in the number of np

SRC pairs. A natural extension of this would be to analyze the 208Pb(e, e′p)207Ti reaction

using the same framework.
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APPENDICES



Appendix A

Scattering Theory

A.1 Elastic scattering

This section is intended to provide a brief overview of scattering from a spherically symmet-

ric potential, for more details see [43]. The most general way to write the wave function

representing the elastic scattering of a particle is

ψel(r) = ψinc(r) + ψsc(r),

where ψinc(r) is the incoming wave and ψsc(r) is the scattered wave. Now consider an

incoming particle which can be described as a plane wave,

ψinc(r) = φk(r) = eikz =
∞∑

`=0

(2`+ 1)i`j`(kr)P`(cos(θ)), (A.1)

where the sum is over orbital angular momentum `, j`(kr) is a spherical Bessel function,

P`(cos θ) is a Legendre polynomial, and the z-direction is along the beam axis. It is useful

to know the `-decomposition of the plane wave in anticipation of scattering off a spherically
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symmetric potential. Asymptotically, the spherical Bessel function is a superposition of

incoming and outgoing spherical waves,

j`(kr) ∼
1

2ikr

[
ei(kr−

1
2
`π) − e−i(kr− 1

2
`π)
]

(r →∞). (A.2)

Because total angular momentum is conserved, the scattered wave must have the same form

as the incoming wave (Eq. (A.1)),

ψel(r; k) =
∞∑

`=0

(2`+ 1)i`R`(r; k)P`(cos θ),

where R`(r; k) is a partial wave which solves the radial Schrödinger equation,

−~2

2µ

d2

dr2
u`(r) +

~2`(`+ 1)

2µr2
u`(r) +

∫ ∞

0

dr1V`(r, r1)u`(r1) = Eu`(r), (A.3)

where u`(r) = rR`(r), and V`(r, r1) = rV`(r, r1)r1 is the potential. The incoming spherical

wave cannot be changed by the interaction, but the outgoing wave can be altered. Thus, the

asymptotic form of the partial wave is

R`(r; k) ∼ 1

2ikr

[
S`(k)ei(kr−

1
2
`π) − e−i(kr− 1

2
`π)
]

(r →∞), (A.4)

where S`(k) is an amplitude that indicates the degree of scattering. Probability conservation

implies the amplitude of the outgoing wave is less than or equal to that of the incoming

wave,

|S`(k)| ≤ 1,
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where |S`(k)| < 1 corresponds to a loss of flux to inelastic processes. Combining Eqs. (A.4)

and (A.2) leads to

ψsc(r; k) ∼ 1

2ik

eikr

r

∞∑

`=0

(2`+ 1)i`(S` − 1)P`(cos θ).

So, the scattered outgoing wave can be expressed as an outgoing spherical wave altered by

an amplitude such that

ψel(r; k) ∼ eikz +
eikr

r
fel(θ; k), (A.5)

where fel is the elastic scattering amplitude,

fel(θ; k) =
1

2ik

∞∑

`=0

(2`+ 1)i`(S` − 1)P`(cos θ).

The significance of fel(θ; k) becomes clear when considering the current density vector [41],

J(r) =
~

2mi
[ψ∗(r)∇ψ(r)− (∇ψ(r))∗ψ(r)]

=
~k
m

+
~k
m

r̂

r2
|fel(θ; k)|2 = Jin + Jout,

where Eq. (A.5) was inserted to find the asymptotic form of J(r). Considering that Jout can

be interpreted as the flux of scattered particles through a spherical surface element of very

large radius which subtends the solid angle (Ω,Ω + dΩ) and Jin is the incident flux [41], the

scattering cross section can be calculated,

σ(Ω) =
Jout

Jin

= |fel(θ; k)|2dΩ.

The elastic scattering cross section is an observable which links the formalism of quantum

mechanics to experiment. Often, what is measured in experiment is the differential cross
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section,

dσ

dΩ
(θ) = |fel(θ; k)|2. (A.6)

In typical scattering experiments, there are both elastic and inelastic processes. The total

cross section, σtot, is an experimental observable which is a measurement of scattering due to

all elastic and inelastic processes. The total cross section can be calculated using the optical

theorem [43],

σtot =
4π

k
Imfel(0; k). (A.7)

Using the optical theorem, one can define the reaction cross section,

σreact = σtot − σel =
π

k2

∞∑

`=0

(2`+ 1)(1− |S`|2). (A.8)

The reaction cross section is a measure of inelastic scattering which is typically approximated

by including an imaginary component to the potential to account for the loss of flux to other

channels (see Sec. ??). Note that when there is only elastic scattering, Eq. (A.8) evaluates

to zero (|S`| = 1).

The discussion up to this point has been the scattering of uncharged particles. To include

charge, the Coulomb potential will be added to the scattering equation, Eq. (A.3). The

Coulomb potential has infinite range [41], which changes the asymptotics of the problem.

Instead of the incoming/outgoing wave functions behaving like spherical Bessel functions,

they behave like Coulomb functions [43]. In fact, a more general form of the free radial

Schrödinger equation can be written as

−~2

2µ

d2

dr2
u`(r) +

~2`(`+ 1)

2µr2
u`(r) +

2kη

r
u`(r) = Eu`(r), (A.9)
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where k is the wave number,

k =

√
2mE

~
,

and η is the dimensionless Sommerfeld parameter

η =
sgn(Z)

aBk
,

where aB is the Bohr radius [36]. The general solutions to Eq. (A.9) are the regular and

irregular Coulomb functions,

F̃`(η, kr) = rF`(η, kr) G̃`(η, kr) = rG`(η, kr). (A.10)

When η = 0, Eq. (A.9) represents the scattering of a chargeless particle, and Eq. (A.10)

reduces to regular and irregular Bessel functions. This changes the asymptotic form in

Eq. (A.4), leading to an additional phase σ` known as the Coulomb phase, which is known

analytically [43]. Not only does this change the form of the elastic scattering amplitude,

but an additional Coulomb scattering amplitude must be included in the differential cross

section,

dσ

dΩ
(θ) = |fC(θ; k) + f(θ; k)|2.

For the remainder of this chapter, the Coulomb interaction will be omitted for simplicity.

For a different perspective, the Lippmann-Schwinger equation [43] can be used to show

that the elastic scattering amplitude is a transition amplitude between the incoming plane

wave and the stationary scattering wave function,

fel(θ; k) = −4µπ2

~2
〈φin|V |ψ(+)〉 . (A.11)
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It is clear from Eq. (A.11) that |f(θ)|2 represents a transition probability which leads to the

differential cross section. It is now convenient to introduce a matrix T such that [41]:

〈φin| T |φout〉 ≡ 〈φin|V |ψ(+)〉 , (A.12)

where the plane waves φin and φout are of the same energy (on-shell). This leads to the

following form of the elastic scattering amplitude,

f(θ, k0) =
−4µπ2

~2
T (k0, k0; θ),

where k0 is used to indicate that this is an on-shell quantity. The relevance of the T -matrix

will be discussed further in Sec. 2.5.4.

A.2 Including spin

In order to describe the scattering of protons and neutrons, spin must be included in the

formalism outlined in the previous subsection. As mentioned earlier, total angular momen-

tum is conserved, so the inclusion of spin implies that the interaction of the projectile with

the target can now involve spin flipping or the exchange of orbital angular momentum pro-

vided the total angular momentum remains the same [31]. The scattering analyzed in this

thesis consists of nucleon-nucleus scattering where the ground state of the target nucleus is

0+. Considering the fact that nucleons are fermions (spin-1
2
), conservation of total angular

momentum dictates that

J = `+ s = `′ + s, (A.13)

where J is the total angular momentum, s is the spin of the nucleon, and ` and `’ are the

orbital angular momenta of the nucleon before and after the collision with the nucleus. Since
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nucleons are fermions (spin-1
2
), Eq (A.13) allows the following values for `′,

`′ =





`± 1

`

.

Parity must also be conserved, therefore

` = `′. (A.14)

This means that the interaction can only flip the spin of the nucleon. With this in mind, the

elastic scattering amplitude in Eq. (A.5) can now be expressed as a 2×2 matrix in spin-space

in the following way,

fms,m′s(k0, θ) = G(θ)1 +H(θ)σ · n̂, (A.15)

where σ = (σx, σy, σz) is the Pauli spin matrix [43], and n̂ is the unit vector perpendicular

to the scattering plane, k×k′. It should be clear that fms,m′s is the amplitude for scattering

from spin-state ms to spin-state m′s.

All calculations in this thesis are done in a total angular momentum basis. Thus, a basis

transformation is necessary to get to an uncoupled basis in spin space,

fms,m′s(k0, θ) =
∑

`m`m
′
`

∑

jmj

Y m`
` (θ, φ)Y

m′`∗
` (0, 0) 〈`m`

1

2
ms|jmj〉 〈jmj|`0

1

2
m′s〉 f`j(k0),(A.16)

where complete sets of |jmj〉 and |`m`〉 have been inserted and Y m`
` (θ, φ) is a spherical

harmonic [40]. Note that the arguments leading up to Eq. (A.14) have already been applied

to Eq. (A.16). Also, it is without loss of generality that the z-axis (θ = φ = 0) has been

chosen for the direction of the second k0 argument in Eq. (A.16). This is a convenient choice
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since

Y m
` (0, 0) =

√
2`+ 1

4π
δm,0,

and when combined with the rules of Clebsch-Gordan coefficients [43], simplifies Eq. (A.16)

to

fms,m′s(k0, θ) =
1

4π

∑

`j

(2`+ 1)P`(cos θ)ei(m
′
s−ms)φ 〈`(m′s −ms) 1

2
ms | jm′s〉 〈jm′s | `0 1

2
m′s〉 f`j(k0),

(A.17)

where the following identity has been used [30]:

Y m
` (θ, φ) = (−1)m

√
2`+ 1

4π

(`−m)!

(`+m)!
Pm
` (cos θ)eimφ.

To further simplify Eq. (A.17), noting that j = `± 1
2
, the relevant Clebsch-Gordan coefficients

are

〈
`0 1

2(± 1
2)
∣∣ j ± 1

2

〉
=





[(`+ 1)/(2`+ 1)]
1
2 , j = `+ 1

2

∓[`/(2`+ 1)]
1
2 , j = `− 1

2

〈
` (±1) 1

2(∓ 1
2)
∣∣ j ± 1

2

〉
=





[`/(2`+ 1)]
1
2 , j = `+ 1

2

±[(`+ 1)/(2`+ 1)]
1
2 , j = `− 1

2

. (A.18)

According to Eq. (A.15), the direction of n̂ will affect what Pauli matrices contribute to

the elastic scattering amplitude. Choosing k to be in the y-z plane will result in

fms,m′s(θ; k0) =



G(θ) H(θ)

H(θ) G(θ)


 .
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From this, G(θ) and H(θ) can be calculated in the following way:

f 1
2
, 1
2
(k0, θ) = f− 1

2
,− 1

2
(k0, θ) = G(θ)

f− 1
2
, 1
2
(k0, θ) = f 1

2
,− 1

2
(k0, θ) = H(θ).

Plugging in the appropriate values for ms and m′s into Eq. (A.17), noting that j = ` ± 1
2
,

and using the relations from Eq. (A.18) leads to

G(θ) =
i

2k

∞∑

`=0

[(2`+ 1)− (`+ 1)S+
` − `S−` ]P`(cos θ)

H(θ) =
i

2k

∞∑

`=1

(S−` − S+
` )P 1

` (cos θ),

where the superscripts ± denote j = ` ± 1
2
. The differential cross section which does not

distinguish between spin states is

dσ

dΩ
=

1

2s+ 1

∑

msm′s

|fmsm′s|2 = |G(θ)|2 + |H(θ)|2.

The Analyzing power is

Aθ =
−2[f(θ) + fC(θ)]g∗(θ)

|f(θ) + fC(θ)|2 + |g(θ)|2 . (A.19)

A.3 Calculating the S-matrix

The matching radius used for 40Ca is a = 12 fm. The scattering wave function, u`j(r), is

asymptotic to phase-shifted Coulomb functions

u`j(a) = C`[Ĩ`(ka)− S`jÕ`(ka)],
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where Õ` is an outgoing wave multiplied by r (just like u`j(r))

Õ`(kr) = rG`(kr) + irF`(kr),

and Ĩ` is an incoming wave multiplied by r

Ĩ`(kr) = rG`(kr)− irF`(kr).

Using the definition of the R-matrix (Eq. (2.12)),

R`j =
u`j(a)

u′`j(a)
=

Ĩ`(ka)− S`jÕ`(ka)

d
dr
Ĩ`(kr)

∣∣∣
r=a
− S`j ddr Õ`(kr)

∣∣∣
r=a

. (A.20)

Keeping in mind that

d

dr
Õ`(kr)

∣∣∣
r=a

=
d(kr)

dr

d

d(kr)
Õ`(kr)

∣∣∣
r=a

=

(
d(kr)

dr

)
Õ′`

∣∣∣
r=a

= kÕ′`(ka),

Eq. (A.20) becomes

S`j =
Ĩ`(ka)− kRĨ ′`(ka)

Õ`(ka)− kRÕ′`(ka)
.
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Appendix B

Functional form and parametrization of the DOM

B.1 Symmetric Parametrization of 40Ca

A detailed description of the parametrization of the proton and neutron self-energies of

40Ca is presented. The functional forms of this subsection are used as the symmetric part

of the self-energy for all nuclei. The forms are the same as those from the recent paper

discussing 40Ca(e, e′p)39K [28]. With the exception of the Coulomb potential for protons,

the entire DOM self-energy is nonlocal. The nonlocality for all parts of the self-energy is

implemented as a Gaussian [34]. The self-energy is parametrized into the real HF term,

real and imaginary spin-orbit terms, imaginary volume, and imaginary surface terms. In the

following, the coulomb potential and the real spin-orbit terms are combined with the HF

term,

ΣHF (r, r′) = Σnl
HF (r, r′) + V nl

so (r, r′) + δ(r − r′)VC(r),
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The Σnl
HF term is split into a volume and a narrower Gaussian term of opposite sign to make

the final potential have a wine-bottle shape,

Σnl
HF (r, r′) = −V vol

HF (r, r′) + V wb
HF (r, r′). (B.1)

The volume term in Eq. (B.1) is given by

V vol
HF (r, r′) = V HF f

(
r̃, rHF(p,n), a

HF
) [ 1

1 + x
H
(
s; βvol1

)
+

x

1 + x
H
(
s; βvol2

)]
, (B.2)

where

r̃ =
r + r′

2
s = r − r′,

and x is a weighting factor which allows for two different nonlocalities. With this notation,

the wine-bottle (wb) potential is described by

V wb
HF (r, r′) = V wb

(p,n) exp
(
−r̃2/(ρwb)2

)
H
(
s; βwb

)
, (B.3)

where nonlocality is represented using a Gaussian,

H (s; β) = exp
(
−s2/β2

)
/(π3/2β3).

A standard Woods-Saxon radial form factor is employed,

f(r, ri, ai) =

[
1 + exp

(
r − riA1/3

ai

)]−1

.

The Coulomb term is obtained from the experimental charge density distribution for 40Ca [33,

83].
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The real part of the spin-orbit potential is represented as

Vso(r, r
′) =

(
~
mπc

)2

V so1

r̃

d

dr̃
f(r̃, rso(p,n), a

so)` · σH(s; βso), (B.4)

where (~/mπc)
2=2.0 fm2 as in Ref. [31,82].

The imaginary part of the DOM self-energy has the following form,

ImΣ(r, r′;E) = −W vol
0± (E)f

(
r̃; rvol± ; avol±

)
H
(
s; βvol

)

+ 4asurW sur
± (E)H (s; βsur)

d

dr̃
f(r̃, rsur± , asur± ) + ImΣso(r, r

′;E) (B.5)

Note that the parameters relating to the shape of the imaginary spin-orbit term are the

same as those used for the real spin-orbit term. At energies well removed from εF , the

form of the imaginary volume potential should not be symmetric about εF as indicated by

the ± notation in the subscripts and superscripts [132]. While more symmetric about εF , a

similar option is allowed for the surface absorption that is also supported by theoretical work

reported in Ref. [133]. Allowing for the aforementioned asymmetry around εF , the following

form was assumed for the depth of the volume potential [82]

W vol
0± (E) = ∆W±

NM(E) +





0 if |E − εF | < Evol

Avol
(|E−εF |−Evol)

4

(|E−εF |−Evol)
4
+(Bvol)4

if |E − εF | > Evol,

where ∆W±
NM(E) is the energy-asymmetric correction modeled after nuclear matter calcu-
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lations. The energy-asymmetric correction was taken as

∆W±
NM(E) =





αAvol+

[√
E + (εF+E+)3/2

2E
− 3

2

√
εF + E+

]
for E − εF > E+

−Avol− (εF−E−E−)2

(εF−E−E−)2+(E−)2
for E − εF < −E−

0 otherwise.

(B.6)

To describe the energy dependence of surface absorption, the form of Ref. [134] is em-

ployed,

W sur
± (E) = ω4(E,Asur, Bsur1 , 0)− ω2(E,Asur, Bsur2 , Csur), (B.7)

where

ωn(E,Asur, Bsur, Csur) = Asur Θ (X)
Xn

Xn + (Bsur)n
,

and Θ (X) is Heaviside’s step function and X = |E − εF | − Csur.

The imaginary spin-orbit term in Eq. (B.5) has the following form,

ImΣso(E) = Wso(E)

(
~
mπc

)2
1

r̃

d

dr̃
f(r̃, rso(p,n), a

so)
` · σ
|` · σ|H(s; βso). (B.8)

Note that the radial parameters for the imaginary component are the same as those used

for the real part of the spin-orbit potential. The ` · σ term is normalized in Eq. (B.8) in

order to prevent ImΣso from growing with increasing `. For large `, this can lead to an

inversion of the sign of the self-energy, which results in negative occupation. While the form

of Eq. (B.8) suppresses this behavior, it is still not a proper solution. One must be careful

that the magnitude of Wso(E) does not exceed that of the volume and surface components.

As the imaginary spin-orbit component is generally needed only at high energies, the form
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of Ref. [82] is employed,

W so(E) = Aso
(E − εF )4

(E − εF )4 + (Bso)4
. (B.9)

All ingredients of the self energy have now been identified and their functional form described.

The dynamic (energy-dependent) real part of the self-energy is then calculated using the

subtracted dispersion relation in Eq. (2.72). The parameters used for the 40Ca results in

this thesis are displayed in Table B.1. There 30 Lagrange-Legendre and Lagrange-Laguerre

grid points used in the 40Ca calculations. For 40Ca, the scaling parameter for the Lagrange-

Laguerre mesh points is aL = 0.12 (see Sec. 2.2.4). The matching radius used for scattering

calculations is a = 12 fm (see Sec. 2.2.2).

B.2 Parametrization of Asymmetric Nuclei

The functional form for asymmetric nuclei is very similar to that of symmetric nuclei with

some extensions to account for differences between protons and neutrons due asymmetry. In

what follows, terms that are not changed from the corresponding symmetric nuclei are labeled

with “sym” and are explained in Sec. B.1. Parameters which are allowed to be different for

protons and neutrons will contain (n, p) terms. The new form of the Hartree-Fock term is

V vol
HF (r, r′) = V HF

sym f
(
r̃, rHF(p,n), a

HF
(p,n)

) [ 1

1 + xsym
H
(
s; βvol1sym

)
+

xsym
1 + xsym

H
(
s; βvol2sym

)]

± V HF
asy

N − Z
A

f
(
r̃, rHFaym(p,n) , aHFasy(p,n)

)

×
[

1

1 + xsym
H
(
s; βvol1asy(p,n)

)
+

xsym
1 + xsym

H
(
s; βvol2asysym

)]
. (B.10)

The spin-orbit term is the same as in Eq. (B.4) with some of the parameters now allowed to

vary between neutrons and protons, see Table B.2.
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Hartree-Fock

V HF [MeV] 98.6 Eq. (B.2)
aHF [fm] 0.67 Eq. (B.2)
βvol1 [fm] 1.49 Eq. (B.2)
βvol2 [fm] 0.73 Eq. (B.2)

x 0.91 Eq. (B.2)
V wb [fm] 0.04 Eq. (B.3)
ρwb [fm] 0.69 Eq. (B.3)
βwb [fm] 1.5 Eq. (B.3)

Volume imaginary

avol+ [fm] 0.66 Eq. (B.5)
βvol+ [fm] 0.41 Eq. (B.5)
avol− [fm] 0.26 Eq. (B.5)
βvol− [fm] 1.12 Eq. (B.5)
Avol+ [MeV] 6.81 Eq. (B.1)
Bvol

+ [MeV] 21.4 Eq. (B.1)
Evol+ [MeV] 2.3 Eq. (B.1)
Avol− [MeV] 15.5 Eq. (B.1)
Bvol
− [MeV] 20.9 Eq. (B.1)
Evol− [MeV] 1.61 Eq. (B.1)
E+ [MeV] 23.3 Eq. (B.6)
E− [MeV] 97.5 Eq. (B.6)

α 0.135 Eq. (B.6)

Spin-orbit

V so[MeV ] 12.9 Eq. (B.4)
aso [fm] 0.75 Eq. (B.4)
βso [fm] 0.79 Eq. (B.4)
Aso [MeV] -1.17 Eq. (B.9)
Bso [MeV] 66.8 Eq. (B.9)

Surface imaginary

rsur+ [fm] 1.10 Eq. (B.5)
asur+ [fm] 0.63 Eq. (B.5)
βsur+ [fm] 1.71 Eq. (B.5)
rsur− [fm] 0.71 Eq. (B.5)
asur− [fm] 0.74 Eq. (B.5)
βsur− [fm] 1.27 Eq. (B.5)
Asur+ [MeV] 16.2 Eq. (B.7)
Bsur1

+ [MeV] 4.52 Eq. (B.7)
Bsur2

+ [MeV] 200 Eq. (B.7)
Csur

+ [MeV] 150 Eq. (B.7)
Asur− [MeV] 8.66 Eq. (B.7)
Bsur1
− [MeV] 14.4 Eq. (B.7)

Bsur2
− [MeV] 5.94 Eq. (B.7)
Csur
− [MeV] 14.6 Eq. (B.7)

Table B.1: Fitted parameter values for proton and neutron potentials in 40Ca. This table
also lists the number of the equation that defines each individual parameter.
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The imaginary self-energy now has additional asymmetric contributions,

Im Σnl(r, r′;E) = −W vol
0± (E)f

(
r̃; rvol±(p,n); a

vol
±sym

)
H
(
s; βvol±sym

)

+ 4asursymW
sur0
± (E)H

(
s; βsur0±sym

) d
dr̃
f(r̃, rsur0±(p,n)), a

sur
sym)

+ 4asur(n,p)W
sur
± (E)H

(
s; βsur±(p,n)

) d
dr̃
f(r̃, rsur±(p,n), a

sur
±(p,n)). (B.11)

In the energy dependence of the imaginary volume term, Avol±(p,n) and Bvol
±(p,n) from Eq. (B.1)

are now allowed to vary between protons and neutrons. The energy dependence of the two

surface terms in Eq. (B.11) is parametrized in the following way,

W sur0
± (E) = ω4(E,Asur0±sym, B

sur01
±sym, 0)− ω2(E,Asur0±sym, B

sur02
±sym, C

sur0
±sym),

and

W sur
±(p,n) (E) = ω4(E,Asur±(p,n), B

sur1
±(p,n), 0)− ω2(E,Asur±(p,n), B

sur2
±(p,n), C

sur
±(p,n)). (B.12)

48Ca Parameters

All parameters of the 48Ca self-energy are listed in Table B.2. Note that the symmetric

values are the same as those listed for 40Ca in Table B.1. There 30 Lagrange-Legendre and

Lagrange-Laguerre grid points used in the 48Ca calculations. For 48Ca, the scaling parameter

for the Lagrange-Laguerre mesh points is aL = 0.15 (see Sec. 2.2.4). The matching radius

used for scattering calculations is a = 12 fm (see Sec. 2.2.2).

B.2.1 208Pb Parameters

The symmetric parameters are listed in Table B.2.1 while the asymmetric parameters are

listed in Table B.4. There 30 Lagrange-Legendre and Lagrange-Laguerre grid points used

169



Table B.2: Fitted parameter values for proton and neutron potentials in 48Ca. All symmetric
values are taken from the 40Ca values in Table B.1.

Hartree-Fock

p n Eq.
V HF
asy [MeV] 1.17 19.2 (B.10)

rHF(p,n) [fm] 1.15 1.10 (B.10)

rHFasy(p,n) [fm] 1.99 0.98 (B.10)

aHFasy(p,n) [fm] 0.60 0.60 (B.10)

βvol1asy(p,n) [fm] 1.54 0.97 (B.10)

βvol2asy(p,n) [fm] 0.73 0.73 (B.10)

V wb
(p,n) [MeV] 2.58 0.04 (B.3)

Rwb
(p,n) [MeV] 0.17 0.17 (B.3)

βwb(p,n) [MeV] 0.62 0.62 (B.3)

Spin-orbit

V so
(p,n) [MeV] 11.5 11.5 (B.4)

rso(p,n) [fm] 0.81 0.81 (B.4)

Volume imaginary
V vol

+(p,n) [MeV] 6.82 6.82 (B.1)

V vol
−(p,n) [MeV] 39.8 10.5 (B.1)

Bvol
+(p,n) [MeV] 21.4 21.4 (B.1)

Bvol
−(p,n) [MeV] 76.0 76.0 (B.1)

rvol+(p,n) [fm] 1.36 1.36 (B.11)

rvol−(p,n) [fm] 1.23 1.39 (B.11)

α(p,n) [fm] 0.14 0.14 (B.11)

Surface imaginary

p n Eq.
βsur−(p,n) [fm] 2.38 1.27 (B.11)

βsur+(p,n) [fm] 1.71 1.71 (B.11)

Asur+(p,n) [MeV] 0.0 0.0 (B.12)

Asur−(p,n) [MeV] 11.0 5.42 (B.12)

Bsur1
+(p,n) [MeV] 4.52 4.52 (B.12)

Bsur2
+(p,n) [MeV] 200 200 (B.12)

Csur
+(p,n) [MeV] 150 150 (B.12)

Bsur1
−(p,n) [MeV] 10.3 10.6 (B.12)

Bsur2
−(p,n) [MeV] 29.9 30.1 (B.12)

Csur
−(p,n) [MeV] 25.9 19.9 (B.12)

rsur0−(p,n) [fm] 1.29 0.79 (B.11)

rsur0+(p,n) [fm] 1.10 1.10 (B.11)

rsur−(p,n) [fm] 0.54 0.51 (B.11)

rsur+(p,n) [fm] 1.10 1.10 (B.11)

asur−(p,n) [fm] 0.60 0.60 (B.11)

asur+(p,n) [fm] 0.60 0.60 (B.11)
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Hartree-Fock

V HF [MeV] 94.0 Eq. (B.2)
aHF [fm] 0.73 Eq. (B.2)
βvol1 [fm] 1.52 Eq. (B.2)
βvol2 [fm] 0.76 Eq. (B.2)

x 0.73 Eq. (B.2)
βwb [fm] 0.64 Eq. (B.3)

Volume imaginary

avol+ [fm] 0.47 Eq. (B.5)
avol− [fm] 0.23 Eq. (B.5)
Evol+ [MeV] 16.4 Eq. (B.1)
Evol− [MeV] 5.24 Eq. (B.1)
E+ [MeV] 21.8 Eq. (B.6)
E− [MeV] 81.1 Eq. (B.6)

Spin-orbit

aso [fm] 0.70 Eq. (B.4)
βso [fm] 0.83 Eq. (B.4)
Aso [MeV] -3.65 Eq. (B.9)
Bso [MeV] 208 Eq. (B.9)

Surface imaginary

asur+ [fm] 0.43 Eq. (B.5)
βsur+ [fm] 1.26 Eq. (B.5)
asur− [fm] 0.55 Eq. (B.5)
βsur− [fm] 1.50 Eq. (B.5)
Asur+ [MeV] 44.2 Eq. (B.7)
Bsur1

+ [MeV] 17.4 Eq. (B.7)
Bsur2

+ [MeV] 24.8 Eq. (B.7)
Csur

+ [MeV] 14.0 Eq. (B.7)
Asur− [MeV] 12.6 Eq. (B.7)
Bsur1
− [MeV] 15.0 Eq. (B.7)

Bsur2
− [MeV] 80.2 Eq. (B.7)
Csur
− [MeV] 0.95 Eq. (B.7)

Table B.3: Fitted parameter values for the symmetric part of the 208Pb self-energy.

in the 208Pb calculations. For 208Pb, the scaling parameter for the Lagrange-Laguerre mesh

points is aL = 0.15 (see Sec. 2.2.4). The matching radius used for scattering calculations is

a = 12 fm (see Sec. 2.2.2).
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Table B.4: Fitted parameter values for the asymmetric part of the 208Pb self-energy. All
symmetric values are listed in Table B.2.1.

Hartree-Fock

p n Eq.
V HF
asy [MeV] 22.7 71.1 (B.10)

rHF(p,n) [fm] 1.18 1.20 (B.10)

rHFasy(p,n) [fm] 1.40 1.20 (B.10)

aHFasy(p,n) [fm] 0.39 0.80 (B.10)

βvol1asy(p,n) [fm] 0.18 1.86 (B.10)

βvol2asy(p,n) [fm] 1.52 1.52 (B.10)

V wb
(p,n) [MeV] 7.15 2.11 (B.3)

βwb(p,n) [MeV] 0.64 0.64 (B.3)

ρwb(p,n) [MeV] 0.75 4.0 (B.3)

Spin-orbit

V so
(p,n) [MeV] 11.6 8.47 (B.4)

rso(p,n) [fm] 1.65 0.97 (B.4)

Volume imaginary
V vol

+(p,n) [MeV] 6.93 3.01 (B.1)

V vol
−(p,n) [MeV] 57.0 60.4 (B.1)

Bvol
+(p,n) [MeV] 14.4 14.4 (B.1)

Bvol
−(p,n) [MeV] 84.5 84.5 (B.1)

rvol+(p,n) [fm] 1.35 1.26 (B.11)

rvol−(p,n) [fm] 1.35 1.00 (B.11)

α(p,n) [fm] 0.08 0.36 (B.11)

Surface imaginary

p n Eq.
βsur−(p,n) [fm] 0.21 2.22 (B.11)

βsur+(p,n) [fm] 1.44 2.03 (B.11)

Asur+(p,n) [MeV] 50.0 -6.49 (B.12)

Asur−(p,n) [MeV] 0.76 -13.0 (B.12)

Bsur1
+(p,n) [MeV] 27.7 18.1 (B.12)

Bsur2
+(p,n) [MeV] 60.5 2.40 (B.12)

Csur
+(p,n) [MeV] 200 25.1 (B.12)

Bsur1
−(p,n) [MeV] 6.18 20.2 (B.12)

Bsur2
−(p,n) [MeV] 34.3 40.0 (B.12)

Csur
−(p,n) [MeV] 22.9 1.00 (B.12)

rsur0−(p,n) [fm] 0.97 0.95 (B.11)

rsur0+(p,n) [fm] 1.09 1.35 (B.11)

rsur−(p,n) [fm] 0.86 0.86 (B.11)

rsur+(p,n) [fm] 1.20 1.63 (B.11)

asur−(p,n) [fm] 0.60 0.60 (B.11)

asur+(p,n) [fm] 0.53 0.47 (B.11)
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Appendix C

Charge Density

C.1 Center of Mass Correction

The particle distributions obtained from Eq. (3.13) are relative to the center-of-mass of the

A nucleons in the nucleus. In order to compare with experimental data, this relation to the

center-of-mass must be removed [135],

ρcm(rcm)→ ρ

(
A− 1

A
rcm

)
. (C.1)

The effect of this transformation is to simply shift the distribution to large values of r. This

is explicitly demonstrated in Fig. C.1 by ρ
(
A−1
A
rcm
)
, represented by the blue dashed line,

extending further than ρ(rcm), represented by the solid blue line.

The number of particles must be conserved in this transformation, thus

4π

∫ ∞

0

drcmr
2
cmρ̃

(
A− 1

A
rcm

)
= 4π

∫ ∞

0

drcmr
2
cmρ (rcm) . (C.2)

In order to satisfy Eq. (C.2), the shifted distribution needs to be normalized by the Jacobian
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of the transformation,

ρ̃(r) =

(
A− 1

A

)3

ρ

(
A− 1

A
rcm

)
. (C.3)

The result of this renormalization is demonstrated by the solid red line in Fig. C.1. With

Eq. (C.3), ρ̃(r) is folded with the nucleon form factors (see Sec. C.2) to generate the charge

densities in Figs. 3.7,4.13, and 4.5.
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)

ρ̃
(
A−1
A rcm

)

Figure C.1: The center-of-mass correction for particle distributions is shown for the specific
case of 40Ca. The solid red line is the corrected proton distribution which is then used to
calculate the charge density to compare with electron elastic scattering results [83]. The
solid blue line is the proton distribution relative to the center-of-mass, calculated directly
from Eq. (3.13). The dashed blue line represents the shifted point distribution before it is
renormalized, Eq. (C.1).

C.2 Folding the Nucleon Form Factors

The purpose of this section is to make explicit how the folding of the proton and neutron

distributions are incorporated. There are some ambiguities in the literature that are ad-

dressed. Many papers [35,136–138] discuss how to fold the nucleon charge distributions with
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point densities derived from the shell model. The nucleon distributions are parametrized as

a sum of Gaussians. There is a correction claimed by these papers where the parameters

r2
i [137,138] need to be renormalized to account for “the inclusion of the Darwin-Foldy term

and the correction due to the spurious center of mass motion” [137]. This correction is of

the form

r̃2
i = r2

i +
~2

2m2
− b2

A
, (C.4)

where b is the Harmonic-Oscillator parameter related to ω which can be roughly estimated

as [35]

1

Mb2
= ω ≈ 41

A1/3
MeV.

The spurious center of mass motion is referring to the fact that in shell model calculations,

the single-particle states are solved with a dependence on the center-of-mass location R [35].

In reality, the wave function should not depend on R, so this has to be removed in some

way. This is the role of the b2

A
term in Eq. (C.4), so this term is irrelevant in the DOM.

As for the ~2
2m2 term, this can be explained by the non-relativistic reduction of the nuclear

current [35]. The 4-component nuclear current for a Dirac nucleon can be written as

〈Jµ〉 ≈ ū [GEτ +GMτ ]u (C.5)

where u and ū are solutions to the Dirac equation, GEτ is the Sachs charge form factor

for the nucleon τ (proton or neutron), and GMτ is the Sachs magnetic form factor for the

nucleon τ [60, 69, 72]. Most nuclear structure calculations are nonrelativistic, so in order to

use the current from Eq. (C.5), a nonrelativistic version must be used. To reduce 〈Jµ〉 to a
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two-component form, substitute the following expression for u,

u =

(
E +m

2E

)1/2




1

σ·P
E+m


χ,

where χ is a 2-component Pauli spinor [41]. This leads to the non-relativistic reduction of

the current

〈J0〉nr = 〈ρ〉nr ≈ χ†
[(

1− ~2q2

8m2

)
GEτ + i~2q · σ × P

4m2
(2GMτ −GEτ )

]
χ, (C.6)

The first term in Eq. (C.6) is referred to as the Darwin-Foldy contribution. Ignoring the

second term in Eq. (C.6) (the spin-orbit contribution), the Darwin-Foldy term can be thought

of as a scaled Sachs charge form factor,

G̃Eτ (q
2) =

(
1− ~2q2

8m2

)
GEτ (q

2) ≈ e

(
− 1

4
q2 ~2

2m2

)
GEτ (q

2). (C.7)

The fully relativistic Sachs charge form factor, GEτ (q
2) is parametrized as a sum of Gaussians,

GEτ (q
2) =

n∑

i=1

aie
−q2r2i /4

where ai and ri are parameters that are fit to relativistic electron scattering data [138]. Now

use this expression for the form factor in Eq. (C.7),

G̃Eτ (q
2) =

n∑

i=1

aie
− q2

4

(
r2i+ ~2

2m2

)
=

n∑

i=1

aie
−q2r̃2i /4 (C.8)

where

r̃2 = r2
i +

~2

2m2
.
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Thus, the fit parameters do need to include the 1
2m2 term.

This current is that of a single nucleon in a given nucleus. Accounting for contribution

to the total density from each particle in the nucleus will roughly give the following form for

the nuclear charge density (ignoring the spin-orbit term),

ρch
τ (q) ≈ G̃Eτ (q

2)ρpoint
τ (q),

where ρpoint
τ (q) is the point distribution calculated using GDOM. In order to get the charge

density in configuration space, the inverse Fourier transform of ρch
τ results in

ρch
τ (r) =

∫
d3r′ρpoint

τ (r′)G̃Eτ (|r − r′|),

where G̃Eτ (|r − r′|) is nucleon charge distribution calculated by Fourier transforming

Eq. (C.8) (performed using integration-by-parts and Taylor expansion),

G̃Eτ (r) =
n∑

i=1

ai
1

(πr̃2
i )

3/2
e−r2/r̃2

i .

The parameters used in the DOM fit can be found in Ref. [138].

As for the spin-orbit term in Eq. (C.6), this results in the following contribution to the

charge density [138]

ρ`sch(r) = −
(
~
m

)2
(∑

n`j

1

2
np`
′µ′p

1

r2

d

dr
(rρn`jp (r)) +

∑

n`j

1

2
nn`

′µ′n
1

r2

d

dr
(rρn`jn (r))

)
,

where µ′p = µp − 1
2

and µn = −1.91 are the magnetic moments of protons and neutrons,
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respectively, and

`′ =





` if j = `+ 1
2

(−`− 1) if j = `− 1
2

.
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