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The genetic architecture of phenotypic divergence is a central question in evolutionary biology. Genetic architecture is impacted by whether evolution occurs through accumulation of many small-effect or a few large-effect changes, the relative contribution of coding and *cis*-regulatory changes, and the prevalence of epistatic effects. Our empirical understanding of the genetic basis of evolutionary change remains incomplete, largely because reproductive barriers limit genetic analysis to those phenotypes that distinguish closely related species. In this dissertation, I use hybrid genetic analysis to examine the basis of thermal divergence between two post-zygotically isolated species, *Saccharomyces cerevisiae* and *S. uvarum*. *S. cerevisiae* is relatively heat tolerant, whereas *S. uvarum* is heat sensitive but outperforms *S. cerevisiae* at 4°C. Gene expression analysis with an *S. cerevisiae* and *S. uvarum* hybrid revealed a small set of 136 genes with temperature-dependent *cis*-acting differences, suggesting that the temperature divergence has not caused widespread *cis*-regulatory divergence. Using a genome-wide non-complementation screen, I found a single nuclear-encoded gene with a modest contribution to heat tolerance, and a large effect of the species' mitochondrial DNA (mitotype). Recombinant
mitotypes and allele replacements indicate multiple mitochondria-encoded genes contribute to thermal divergence, with the coding sequence of COX1 showing a moderate effect on both heat and cold tolerance. The non-complementation approach also identified allele differences of CUP2, a copper-binding transcription factor, in copper resistance of S. cerevisiae and S. uvarum. Chimeric alleles showed that multiple changes underlie the resistance of S. cerevisiae CUP2, with cis-regulatory changes having a larger effect than coding changes. Taken together, my findings suggest that evolution of interspecific phenotypic differences often involves accumulation of small-to-medium effect changes, such as those in mitochondrial DNA and CUP2, and can occur through both coding and cis-regulatory changes.
Chapter 1: Introduction

The genetic architecture of phenotypic divergence is a central question in evolutionary genetics. The genetic basis of species’ difference can be substantially different from that of phenotypic variation within species. Over a long evolutionary timescale, species may accumulate many small-effect changes that contribute to their adaptive phenotypes, as suggested by the model of micromutationism. However, the micromutationist model has been debated and it remains unresolved how many changes underlie evolution and what is the distribution of their effect sizes. Empirical studies have found a mixture of small- and large-effects, but bias in experimental approaches could have shaped our view of evolution. In addition, cis-regulatory changes may play an important role in phenotypic evolution, but the relative contribution of cis-regulatory and coding changes is unclear. Additionally, the prevalence of epistasis in species’ phenotypic divergence remains largely unknown. In this chapter, I will review our current understanding regarding these questions and the challenges the field has met. I will introduce my study system, thermal divergence in yeast species, and how high-throughput experiments with yeast would address the evolutionary questions in a systematic, relatively unbiased manner.

Genetic architecture of evolution: from theories to experimental evidence

There has been a long-standing debate about the number of changes underlie evolution and the distribution of their effect sizes. The model of micromutationism originated from Darwin (Darwin 1859), positing that evolution occurs primarily through accumulation of many small-effect changes, whereas the alternative view emphasizes the role of large-effect changes in evolution. During the modern synthesis, it was generally accepted that many small-effect
changes contribute to evolution. Fisher proposed the geometric model of adaptation and showed that mutations of small effects are more likely to be favorable than those with large effects (Fisher 1930). Thus, mutations underlying adaptation are likely to have infinitesimally small effects. However, little empirical evidence was found for this micromutationism view, since many quantitative trait locus (QTL) studies found large-effect loci underlying evolution (Orr and Coyne 1992). As a further development of Fisher’s geometric model, Orr showed that the effect size of factors fixed during adaptation follows an exponential distribution, including a few large-effect changes and many small-effect changes (Orr 1998). This model is in better agreement with empirical findings and has been generally accepted. For example, a recent review of 28 published QTL studies supported an exponential distribution of effect size of genetic factors underlying adaptation of threespine stickleback (Peichel and Marques 2016).

To summarize the empirical evidence and test hypotheses about the genetic architecture, multiple authors have compiled lists of genetic variants identified in past experimental studies (Orr 2001; Hoekstra and Coyne 2007; Stern and Orgogozo 2008; Martin and Orgogozo 2013). From these reviews, there appears no universal genetic architecture of evolution: both small- and large-effect loci have been found, and the traits can be either Mendelian or polygenic. For example, studies of three different traits that diverged in Drosophila species revealed three different types of genetic architecture: divergence in larval hairs was explained by a single gene (Sucena and Stern 2000), evolution of adult toxin resistance involved more than five genes (Jones 1998), and the difference in posterior lobe size/shape was mapped to more than 19 QTLs (Zeng et al. 2000) (reviewed by (Orr 2001)). This heterogenous pattern might not be surprising, since each trait may have a unique evolutionary trajectory. However, with the accumulation of
more experimental evidence, we might be able to stratify the data by evolutionary divergence, strength of selection, and other factors, to derive generalized principles.

In addition to the number of changes and the distribution of effect sizes, the prevalence of epistasis is also relevant to the genetic architecture of evolution. Epistasis is important to evolution because the identity of later mutations is constrained by the mutations fixed earlier. However, epistatic interactions between phenotypically relevant loci were more often observed in intraspecific variations than interspecific comparisons (Orr 2001; Stern and Orgogozo 2009). Compared to the epistatic alleles whose effects depend on the genetic background, selection might favor non-epistatic alleles that have the same effect (e.g. increase growth) in all backgrounds (Stern and Orgogozo 2009). However, interpretation of epistasis in experimental hybrids may require caution because the epistatic mutations might not be co-selected in the parent species. Mutations might be fixed sequentially in the parental species, in which case they are selected solely for their additive effects. Therefore, the contribution of epistasis to adaptation cannot be interpreted with high confidence from these experimental studies, compared to additive effects (Orr 2001). Because of the problem in interpretation, the role of epistasis in interspecific differences remains inconclusive.

Despite recent progress, our empirical understanding of evolution could be biased for several reasons. First, identification of large-effect loci may inevitably suffer from detection bias (Rockman 2011). Large-effect loci are by definition easier to identify than small effects, and one may argue that the statistical power of many QTL study designs only allowed detection of large effects (Orr 2001; Rockman 2011). Failure to detect large effects is often regarded as a negative result and unlikely to be published. Secondly, large-effect loci or genes may represent aggregation of many small-effect nucleotide changes, but few studies have solved the causal
changes to single nucleotide resolution. Indeed, when high-resolution mapping was performed with *shavenbaby*, a causal gene for evolution of naked cuticle in *Drosophila* larvae, its large-effect was found to be caused by many subtle-effect substitutions (Frankel et al. 2011). Such “hotspot” locus reconciles the micromutationist theories with the empirical observation of large-effect QTLs (Stern and Orgogozo 2009; Martin and Orgogozo 2013), and also highlights the need for genetic dissection at single-nucleotide resolution.

Bias could also result from the approaches and subjects available for interspecific genetic analysis. QTL mapping allows a genome-wide survey for causal loci, but it can only be applied to closely related species that are interfertile. The taxa mostly analyzed by QTL approaches include the *Drosophila simulans* complex and *Mimulus guttatus* (monkeyflower) complex, both diverged less than 1 million years ago (Mya) (Beardsley et al. 2004; Tamura et al. 2004; Brandvain et al. 2014). The genetic architecture of recent divergence might not be fully representative of adaptation in a longer timescale. For example, QTL studies of sticklebacks have revealed hotspot genes underlying adaptation to freshwater environment, which happened less than 12,000 years ago when marine populations colonized freshwater lakes (Schluter et al. 2010; Peichel and Marques 2016). The strong selection of salt-to-freshwater transition during a short time might have favored certain large-effect loci. Large-effect QTLs were also often found to underlie domestication (Purugganan and Fuller 2009; Wright 2015) and might be associated with strong selection, although recent evidence showed that the genetic architecture of domestication might be more complex than previously envisioned, and the strength of selection may be variable (reviewed in (Purugganan and Fuller 2009)).

Distantly related species cannot be analyzed by the QTL approach because of reproductive barriers. Comparative studies of reproductively isolated species often rely on
candidate approaches, which naturally lead to a focus on single genes of large effect. For example, the yellow gene is required for the formation of black melanin in Drosophila melanogaster (fruitfly) and was selected as a candidate for evolution of pigmentation in Drosophila species. Indeed, expression divergence of yellow correlated with divergent melanin patterns in Drosophila species that span a genetic distance of 65 Mya (Wittkopp et al. 2002), and a series of studies subsequently revealed how this pathway diversified within and between species (Massey and Wittkopp 2016). Such detailed dissection of developmental genes has provided important insight on the molecular mechanisms of evolution, specifically that cis-regulatory changes often underlie morphological evolution between species (Carroll 2000) (see below). Despite its high resolution, the candidate approach might not provide a comprehensive view of the number of genes involved in divergence, leaving our knowledge of phenotypic divergence between distantly related species incomplete.

Taken together, our empirical view of evolution could be shaped by the approaches used. Our experiments were inevitably biased towards detection of large-effect changes, and reproductive barriers prevented genome-wide surveys of distantly related species. These gaps could be potentially filled by improved study designs, with higher resolution and genome-wide screens. In this regard, high-throughput experiments with divergent yeast species may be a good starting point, as will be presented in this dissertation.

The role of cis-regulatory changes in evolution

Comparative studies of morphological traits have gave rise to the “cis-regulatory hypothesis”, stating that most mutations causing morphological variation are in the cis-regulatory, rather than the coding, regions of developmental genes (Stern 2000). The theory is
based on a modular nature of development: developmental genes are often regulated by multiple
\textit{cis}-regulatory elements (CREs), with each CRE as an independent module that turns on/off the
target gene in a specific tissue or at a specific time. Compared to coding mutations, \textit{cis}-
regulatory mutations are less likely to be pleiotropic and thus more likely to be favored by
natural selection. This hypothesis has been debated. Through analysis of published genetic
variants underlying phenotypic differences, Hoekstra and Coyne found that most adaptive
phenotypes involved changes in protein coding sequences (Hoekstra and Coyne 2007). Stern and
Orgogozo argued that, although fewer \textit{cis}-regulatory variants had been uncovered than coding
variants (presumably due to the technical difficulties in mapping regulatory variants), they were
enriched in morphological evolution and evolution above the species level (Stern and Orgogozo
2008). Although the relative contribution of \textit{cis}-regulatory and coding mutations might be
debatable, it is now generally accepted that \textit{cis}-regulatory changes can play an important role in
phenotypic diversity within and between species (Wittkopp and Kalay 2012).

In addition to the molecular studies reviewed by the authors above, \textit{cis}-regulatory
changes have also been studied for their effect on gene expression. Gene expression is critical to
biological processes and is subject to natural selection (Fay and Wittkopp 2008). By analyzing
allele-specific expression in F1 hybrids, many studies have shown that \textit{cis}-regulatory divergence
has caused widespread gene expression differences between species. \textit{Trans}-acting changes also
contribute to expression divergence, and their prevalence varies among cases (Wittkopp et al.
2004; Tirosh et al. 2009; McManus et al. 2010). In several cases, \textit{cis}-regulatory mutations in
functionally related or co-regulated genes were found to change the expression levels in the same
direction (e.g. consistently higher in one species than the other), suggesting directional evolution
of these pathways (Bullard et al. 2010; Fraser et al. 2012). Despite the widespread \textit{cis}-effects, the
cis-regulatory variants underlying gene expression divergence have been difficult to pinpoint. On a genome-wide scale, expression divergence does not seem to correlate with differences in transcription factor binding sites (Tirosh et al. 2008), coding sequences (Tirosh and Barkai 2008), or nucleosome positioning (Tirosh et al. 2010). The lack of genome-wide pattern suggests that understanding expression divergence of individual genes might require complex empirical work (Wittkopp and Kalay 2012).

While cis-regulatory evolution is known to affect gene expression, the link between the level of gene expression and organismal phenotypes is not always straightforward. In the case of evo-devo studies, expression patterns are often associated with cell fate and thus their phenotypic consequences are relatively clear (Stern and Orgogozo 2008). For non-development traits, gene expression was correlated with phenotypic variation in a few cases, often in a small number of genes (Fay et al. 2004; Engle and Fay 2012), but did not predict fitness in a linear fashion in other cases (Bergen et al. 2016; Keren et al. 2016; Duveau et al. 2017). These findings highlight the complexity in understanding the role of cis-regulatory changes in phenotypic evolution.

**Thermal divergence in *Saccharomyces* species and the power of yeast genetics**

The *Saccharomyces* group is a rising model for evolutionary genetics studies (Scannell et al. 2011; Caudy et al. 2013). *S. cerevisiae* as a model organism in classical genetics has been extensively studied for almost a century (Barnett 2007). *S. paradoxus, S. mikatae, S. kudriavzevii* and *S. uvarum* diverge from *S. cerevisiae* at different genetic distances, with *S. cerevisiae* and *S. uvarum* (the basal species in the lineage) being more different at synonymous sites than human and mouse (Waterston et al. 2002; Kawahara and Imanishi 2007). The *Saccharomyces* species diverged after the whole genome duplication in the budding yeast lineage and have a
fermentative lifestyle (preference for fermentation in the presence of oxygen), a trait associated with adaptation to high-sugar environment. While *Saccharomyces* are widely found in arboreal habitats such as oak trees, *S. cerevisiae* is often present in vineyards and many human-associated fermentations, including beer and wine production and baking. *S. kudriavzevii, S. uvarum, S. eubayanus* and their hybrids with *S. cerevisiae* are used in low-temperature fermentations, such as industrial lager or cider brewing (reviewed in (Dashko et al. 2016)).

Perhaps the largest phenotypic difference among the *Saccharomyces* species is their thermal growth profile (Gonçalves et al. 2011; Salvadó et al. 2011). Both *S. cerevisiae* and *S. paradoxus* can grow at high temperature (37°C), despite a difference in the upper limit (42°C for *S. cerevisiae* and 38°C for *S. paradoxus*) (Gonçalves et al. 2011). The more distantly related species *S. kudriavzevii* and *S. uvarum* are cold tolerant, thriving at lower than 10°C and unable to grow above 34°C. The genetic basis of the thermal divergence among these species is largely unclear. Previous analysis identified a small number of candidate genes, such as glycolytic enzymes (Gonçalves et al. 2011) and genes involved in lipid metabolism, oxidoreductase and vitamin pathways (Paget et al. 2014). Only one systematic screen has been performed, which found eight housekeeping genes underlying the difference in 39°C-growth between *S. cerevisiae* and *S. paradoxus* (Weiss et al. 2018). This finding suggests that thermal divergence between *S. cerevisiae* and the cryotolerant species *S. uvarum* may involve many more genetic changes, potentially including changes in the fundamental growth machinery of yeast cells.

The growth temperature divergence between *S. cerevisiae* and *S. uvarum* provides an experimental system for tackling the genetic architecture of phenotypic divergence. The *Saccharomyces* species are post-zygotically isolated: haploids of different species are able to
form F1 diploid hybrids, but the hybrids cannot produce viable spores. The F1 hybrids of *S. cerevisiae* and *S. uvarum* are both heat- and cold-tolerant, providing an opportunity to examine the two diverged genomes in the same trans-environment. The ease of high-throughput genetic manipulations in yeast enables mapping interspecific differences in a systematic, high-resolution manner. The yeast deletion collection was released in 2000, allowing genome-wide screens for knockout phenotypes or non-complementation. The recent advances in next-generation sequencing and genome editing techniques have made it possible to measure phenotypic effects of thousands of genotypes in massive parallel. For example, different genotypes can be labelled with oligonucleotide “barcodes” and grown in a pool, and their fitness can be determined by the abundance of barcodes quantified by sequencing (Ho et al. 2009; Levy et al. 2015). Fitness effects of single nucleotide variants can also be characterized in a high-throughput manner (Metzger et al. 2015; Li et al. 2016; Sharon et al. 2018), providing possibilities for testing evolutionary hypotheses at a high resolution. Relevant to mapping genetic variants underlying phenotypic divergence, methods in F1 hybrids like CRISPR-induced mitotic recombination (Sadhu et al. 2016) and reciprocal hemizygosity analysis via sequencing (RH-seq) (Weiss et al. 2018) have overcome the problem of reproductive barriers and are expected to provide new sights for evolution of species differences.

**Focus of dissertation work**

A comprehensive understanding of genetic architecture of evolution may require systematic approaches, to avoid potential bias in candidate selection or mapping design. Thermal divergence between two post-zygotically isolated yeast species, *S. cerevisiae* and *S. uvarum*, provides a good experimental platform for such approaches. In this dissertation, I present my
work using genome-wide screens to identify genes underlying thermal divergence between S. *cerevisiae* and *S. uvarum*. By mating the *S. cerevisiae* deletion collection to *S. uvarum* and screening for heat sensitive hemizygotes, I was able to systematically assess allele effects of more than 4,700 non-essential genes. A complementary screen was performed by introducing a library of more than 4,000 *S. cerevisiae* genes into *S. uvarum* and testing their phenotypic effects via barcode sequencing, although this approach has met technical complications. For the large-effect genes that came out from the screen, I tested whether their effects are caused by multiple small-effect changes, and the relative contribution of *cis*-regulatory and coding changes. This includes fine-mapping within the mitochondrial genome for its temperature effect. I am also interested in the effects of *cis*-regulatory divergence on gene expression, which was addressed by RNA sequencing.

These efforts will be presented in Chapter 2-5. In Chapter 2, I studied gene expression of a hybrid of *S. cerevisiae* and *S. uvarum* at different temperatures. Using a previously developed sign test, I tested for signatures of directional selection in relation to temperature response. In Chapter 3, I performed a genome-wide non-complementation screen for genes underlying heat tolerance between the two species. The screen revealed a single nuclear-encoded gene (*HFA1*) with a modest effect, and a large-effect of mitochondrial DNA. The latter was further dissected via recombination mapping and allele replacements, to identify mitochondria-encoded genes involved in thermal divergence and their effect sizes. In Chapter 4, I analyzed *CUP2*, a gene showing non-complementation for copper resistance, to test whether multiple changes underlie *CUP2* divergence and to examine the effects of *cis*-regulatory and coding changes. Chapter 5 describes a second genome-wide screen using a library of *S. cerevisiae* genes, including the
complication of plasmid burden and how it might be solved by studying survival at lethal heat shock temperatures.

The results collectively support a polygenic architecture underlying phenotypic divergence between species: multiple mitochondrial-encoded genes contributed to the evolution of heat and cold tolerance in *Saccharomyces* species; *CUP2* showed a moderate allele difference in copper resistance, and its effect was caused by multiple changes in both coding and *cis*-regulatory regions, with the proximal promoter showing the largest effect. *Cis*-regulatory evolution had prevalent effects on gene expression divergence but did not cause wide-spread heat sensitivity in gene expression. Although having not resolved every genetic change underlying thermal divergence, my research represents one of the few genome-wide screens so far conducted for mapping interspecific differences. The mitochondrial effects on thermal divergence found in this study, along with prior reports of mito-nuclear incompatibilities in reproductive isolation (Lee et al. 2008; Chou et al. 2010), point to the mitochondrial genome as an evolutionary hotspot in yeast speciation and adaptation. The findings together highlight a complex genetic architecture of interspecific differences, showing that evolution may occur through multiple small-to-moderate effect changes, and both coding and *cis*-regulatory.
Chapter 2: *Cis*-regulatory divergence in gene expression between two thermally divergent yeast species.

This chapter was done in collaboration with Justin C. Fay and is a reprint from a 2017 publication in *Genome Biology and Evolution*. 
Abstract

Gene regulation is a ubiquitous mechanism by which organisms respond to their environment. While organisms are often found to be adapted to the environments they experience, the role of gene regulation in environmental adaptation is not often known. In this study, we examine divergence in cis-regulatory effects between two Saccharomyces species, *S. cerevisiae* and *S. uvarum*, that have substantially diverged in their thermal growth profile. We measured allele specific expression (ASE) in the species' hybrid at three temperatures, the highest of which is lethal to *S. uvarum* but not the hybrid or *S. cerevisiae*. We find that *S. uvarum* alleles can be expressed at the same level as *S. cerevisiae* alleles at high temperature and most cis-acting differences in gene expression are not dependent on temperature. While a small set of 136 genes show temperature-dependent ASE, we find no indication that signatures of directional cis-regulatory evolution are associated with temperature. Within promoter regions we find binding sites enriched upstream of temperature responsive genes, but only weak correlations between binding site and expression divergence. Our results indicate that temperature divergence between *S. cerevisiae* and *S. uvarum* has not caused widespread divergence in cis-regulatory activity, but point to a small subset of genes where the species' alleles show differences in magnitude or opposite responses to temperature. The difficulty of explaining divergence in cis-regulatory sequences with models of transcription factor binding sites and nucleosome positioning highlights the importance of identifying mutations that underlie cis-regulatory divergence between species.
**Introduction**

Changes in gene regulation are thought to play an important role in evolution (Carroll 2000). Regulatory change may be of particular importance to morphological evolution where tissue specific changes and co-option of existing pathways can modulate essential and conserved developmental pathways without a cost imposed by more pleiotropic changes in protein structure. Indeed, many examples illustrate this view and there is a strong tendency for *cis*-acting changes in gene expression to underlie morphological evolution between species (Stern and Orgogozo 2008).

However, gene regulation is also critical to responding to environmental changes and all organisms that have been examined exhibit diverse transcriptional responses that depend on the environmental alteration (López-maury et al. 2008). Environment-dependent gene regulation enables fine-tuning of metabolism depending on nutrient availability as well as avoiding the potential costs of constitutive expression of proteins that are beneficial in certain environments but deleterious in others. Despite the general importance of responding to changing environments, the role of gene regulation in modulating these responses between closely related species is not known and may involve structural changes in proteins whose expression is already environment-dependent.

Studies of genetic variation in gene expression within and between species have revealed an abundance of variation (reviewed in (Whitehead and Crawford 2006; Zheng et al. 2011; Romero et al. 2012)). When examined, a significant fraction of this variation is environment-dependent ((Fay et al. 2004; Landry et al. 2006; Li et al. 2006; Smith and Kruglyak 2008; Tirosh et al. 2009; Fear et al. 2016; He et al. 2016); reviewed in (Gibson 2008; Grishkevich and Yanai...
However, distinguishing between adaptive and neutral divergence in gene expression is challenging (Fay and Wittkopp 2008), since trans-acting changes can cause correlated changes in the expression of many genes and the rate of expression divergence depends on the mutation rate and effect size, which is likely gene-specific and not known for all but a few genes (Gruber et al. 2012; Yun et al. 2012; Metzger et al. 2015).

One potentially powerful means of identifying adaptive divergence in gene expression is through a sign test of directional cis-acting changes in gene expression measured by allele-specific expression (ASE) (Fraser 2011). By testing whether a group of functionally related or co-regulated group of genes have evolved consistently higher or lower expression levels, the test does not assume any distribution of effect sizes and more importantly is specifically targeted to identifying polygenic adaptation. Applications of this or related sign tests (Fraser et al. 2010; Naranjo et al. 2015) have revealed quite a few cases of adaptive evolution (Bullard et al. 2010; Fraser et al. 2010; Fraser et al. 2011; Fraser et al. 2012; Martin et al. 2012; J. Chang et al. 2013; Naranjo et al. 2015; He et al. 2016; Roop et al. 2016), some of which have been linked to organismal phenotypes. However, in only two of these studies was condition-specific divergence in gene expression examined (He et al. 2016; Roop et al. 2016), leaving open the question of how often such changes exhibit evidence for adaptive evolution. Of potential relevance, the majority (44-89%) of environment-dependent differences in gene expression have been found to be caused by trans- rather than cis-acting changes in gene expression (Smith and Kruglyak 2008; Tirosh et al. 2009; Grundberg et al. 2011; Fear et al. 2016), suggesting that trans-acting changes in gene expression may be more important to modulating environment-dependent gene expression.
In this study, we examine allele-specific differences in expression between two *Saccharomyces* species that have diverged in their thermal growth profiles. Among the *Saccharomyces* species, the most prominent phenotypic difference is in their thermal growth profile (Gonçalves et al. 2011; Salvadó et al. 2011). The optimum growth temperature of *S. cerevisiae* and *S. paradoxus* is 29-35°C, whereas the optimum growth temperature for *S. uvarum* and *S. kudriavzevii* is 23-27°C (Salvadó et al. 2011). Furthermore, *S. cerevisiae* is able to grow at much higher temperatures (maximum 41-42°C) than *S. uvarum* (maximum 34-35°C, (Gonçalves et al. 2011)), while *S. uvarum* grows much better than *S. cerevisiae* at low temperature (4°C, Fig. 2-1). Because *S. cerevisiae* × *S. uvarum* hybrids grow well at high temperature, we were able to measure cis-regulatory divergence in gene expression across a range of temperatures by measuring ASE in the hybrid. We use this approach to determine how ASE is influenced by temperature and specifically whether *S. uvarum* alleles are misregulated at temperatures not experienced in their native context. We find that most ASE is independent of temperature and only a small subset of genes show an allele-specific temperature response.

![Figure 2-1. Temperature dependent growth of *S. cerevisiae*, *S. uvarum* and their hybrid.](image)

Growth is after 17 days at 4°C, 3 days at 20°C and 2 days at 33°C and 37°C, with platings on YPD at 1:3 serial dilutions.
Material and methods

Strains and RNA sequencing

A hybrid strain YJF1484 was made by crossing an *S. cerevisiae* strain YJF153 (*MATa hoΔ::dsdAMX4*, derived from an oak tree isolate YPS163) and an *S. uvarum* strain YJF1450 (*MATa hoΔ::NatMX*, derived from CBS7001 and provided by C. Hittinger). The hybrid was typed by PCR (Albertin et al. 2013) and found to carry *S. cerevisiae* mitochondrial DNA. A diploid *S. cerevisiae* strain YJF1463 was made by crossing YJF153 (*MATa hoΔ::dsdAMX4*) and YJF154 (*MATa hoΔ::dsdAMX4*, derived from YPS163). The diploid *S. uvarum* strain YJF2602 was made by crossing YJF1449 (*MATa, hoΔ::NatMX*, derived from CBS7001) and YJF1450 (*MATa hoΔ::NatMX*).

Three replicate overnight cultures of the diploid hybrid YJF1484 were used to inoculate 50 ml YPD cultures (1% yeast extract, 2% peptone, 2% glucose) and incubated at either 22°C, 33°C or 37°C at 300 rpm. Cells were harvested at mid-log phase and RNA was extracted with phenol/chloroform. The nine RNA samples were enriched for mRNA by poly A purification, reverse transcribed, fragmented, ligated to indexed adaptors and sequenced on a HiSeq (1×50 bp run) at Washington University's Genome Technology Access Center. The RNA-seq reads were deposited at Sequence Read Archive under the accession number SRP168939.

Allele-specific expression differences

Reads were mapped using Bowtie2 (Langmead and Salzberg 2012) to a combined *S. cerevisiae* and *S. uvarum* genome. The YJF153 genome was generated by converting the S288c (R64-1-1) reference to YJF153 using GATK (v3.3-0) and YJF153 variants. YJF153 variants
were called using GATK and 5.3 million paired-end (2×101 bp) HiSeq reads (SRX2321838). Annotations for the YJF153 genome were obtained using S288c annotations and the UCSC LiftOver tool. The YJF1450 genome and annotation files were obtained from Scannell et al. (2011). We obtained an average of 5.5 million mapped reads per sample after removing duplicate reads and reads with low mapping quality (MQ < 2). All the remaining reads were uniquely mapped as they had a higher primary than secondary alignment score (AS>XS). Read counts for each gene were generated using HTSeq-count (Anders et al. 2015) with the default settings, which only counts reads with a mapping quality of at least 10. Species-specific counts of 5,055 orthologs were generated using previously defined one-to-one orthologs (Scannell et al. 2011). To quantify any systematic bias in read mapping we calculated the ratio of normalized S. cerevisiae to S. uvarum expression levels and found a median of 0.998, indicating no systematic read mapping bias. In our data, expression differences did not correlate with GC content (p = 0.74, linear regression), which was a concern in a previous report (Bullard et al. 2010).

Significant differences in expression were tested using a generalized linear model with a negative binomial error model (Anders et al. 2010). Using normalized read counts we tested each gene for i) temperature effects, ii) allele effects, and iii) temperature-allele interactions by dropping terms from the full model: counts ~ allele + temperature + allele*temperature, where allele and temperature are terms indicating the species' allele and temperature effect and the star indicates an interaction. For score assignment in the sign test (see below), we treated data from three temperatures separately and tested each gene for allele-specific expression (ASE) at each temperature. A false discovery rate (FDR) cutoff of 0.05 was used for significance.
Quantitative PCR

Quantitative PCR (qPCR) was used to quantify the expression of HSP104 in the hybrid as well as both parental strains following temperature treatment. Overnight cultures were grown at 23°C, diluted to an optical density (OD600) of 0.1 in YPD for temperature treatment and grown at 10°C, 23°C and 37°C for two days, 6 hours and 5 hours respectively. The middle and high temperature cultures were shaken at 250 rpm whereas the low temperature cultures were grown without shaking. At the time of collection, the OD600 of the cultures were all within the range of 0.5 - 1.9. RNA was extracted as described above, DNase I treated (RQ1 RNase-free DNase, Promega) and cDNA was synthesized (Protoscript II Reverse Transcriptase, New England Biolabs). qPCR amplifications used the Power SYBR Green Master Mix (Thermo Fisher Scientific Inc.) and were quantified on an ABI Prism 7900HT Sequence Detection System (Applied Biosystems). Each PCR reaction was run in triplicate and one sample was removed from analysis due to a high standard error of deltaCt values (>0.4) among the three technical replicates. For each sample, expression of HSP104 was measured relative to ACT1 expression. Because we used allele-specific primers to distinguish S. cerevisiae and S. uvarum alleles of HSP104, the expression levels were corrected using the PCR efficiency of each primer sets, determined by standard curves. Genomic DNA of YJF1484 was used as a calibrator and to remove any plate-to-plate differences.

Sign test for directional divergence

Pathways and groups of co-regulated genes were tested for directional divergence using a sign test as previously described (Bullard et al. 2010). Each gene was assigned a score 0 if the gene showed no ASE, 1 if the gene showed ASE and the S. cerevisiae allele was expressed
higher than the *S. uvarum* allele and -1 if the gene showed ASE and the *S. cerevisiae* allele was expressed lower than the *S. uvarum* allele. Scores for all the genes in a co-regulated group (Gasch et al. 2004) were summed and tested for significant deviations from 0 by permutation resampling of scores across all 5055 genes. To correct for multiple comparisons, the false discovery rate was estimated from the permuted data across all groups. The analysis was independently applied to data from 22°C, 33°C and 37°C.

*Association with genomic features*

Expression levels were associated with features of intergenic sequences, defined as sequences between annotated coding sequences. Intergenic sequences were obtained from http://www.SaccharomycesSensuStricto.org and pairwise alignments were generated using FSA (Bradley et al. 2009). Substitution rates were calculated using the HKY85 model of nucleotide substitution implemented in PAML (Yang 2007).

Transcription factor binding site scores were generated by Patser (Hertz and Stormo 1999) with 244 position weight matrix (PWM) models from YeTFasCo (expert-curated database, (De Boer and Hughes 2012)), using a pseudocount of 0.001. Binding site scores are the log-likelihood of observing the sequence under the motif model compared to a background model of nucleotide frequencies (G+C = 34.2% for *S. cerevisiae* and 36.3% for *S. uvarum*). For each gene we used the highest scoring binding site within its upstream intergenic region. Negative scores were set to zero. The temperature effects of *S. cerevisiae* alleles were used in the following analysis. Binding sites associated with temperature effects were identified by linear regression with the average binding site score of the two species. Mann-Whitney tests were used to assess enrichment of binding sites in temperature-responsive genes compared to genes without a
temperature response. Motif models that were significant for both linear regression and Mann-Whitney tests after Holm-Bonferroni correction were considered positive hits.

Predicted nucleosome occupancy was generated by NuPoP (Xi et al. 2010), using the yeast model for both species. The average nucleosome occupancy across each promoter was used. For each intergenic region, we calculated a weighted score: the average binding site score of the two species * (1 - nucleosome occupancy of S. cerevisiae promoter). Linear regression and Mann-Whitney tests were used to predict temperature effects by the weighted scores.

Binding site divergence for each binding site model was calculated by the difference between the highest scoring site for each allele. To test for associations between expression and the combined divergence of all binding sites we used the average of the absolute value of binding site divergence. For each motif model, linear regression was used to test association between binding site divergence and allele specific effects.

**Results**

*Effects of temperature on allele-specific expression*

To measure the effects of temperature on allele-specific expression (ASE) we generated RNA-seq data from an *S. cerevisiae × S. uvarum* hybrid during log phase growth at low (22°C), intermediate (33°C) and high (37°C) temperatures. Out of 5,055 orthologs, we found 2,950 (58%) that exhibited allele-specific expression, 1,669 (33%) that exhibited temperature-dependent expression and 136 (2.7%) that exhibited allele-by-temperature interactions (FDR < 0.05). For the 1,669 temperature-responsive genes, expression levels were highly correlated between 33°C and 37°C (Pearson’s correlation coefficients = 0.97) and 37°C was more different
from 22°C than 33°C (Pearson’s correlation coefficients = 0.89 for 22°C-37°C, 0.93 for 22°C-33°C). Despite the abundant temperature responses, allele differences were similar across temperatures with Pearson’s correlation coefficients of 0.90, 0.92 and 0.96 for 22-37°C, 22-33°C and 33-37°C, respectively (Fig. 2-2A). In addition, the proportion of genes with the S. cerevisiae allele expressed at higher levels than the S. uvarum allele was 49.9, 50.7, 49.8% at 22, 33 and 37°C, respectively. Thus, there is no tendency toward higher S. cerevisiae allele expression at high temperature. S. uvarum alleles can be expressed at the same level as their S. cerevisiae ortholog at 37°C despite the fact that these promoters don't experience high temperature in S. uvarum due to its temperature restriction.

Allele-specific temperature responses may reflect cis-regulatory changes involved in thermal differentiation. We therefore examined the 136 genes with a significant temperature-by-allele interaction. The gene set is not enriched for any GO terms (p > 0.05) and contains genes involved in a variety of biological processes. However, four genes are involved in trehalose metabolic process (NTH2, TPS2, HSP104, PGM2), and trehalose has been shown to influence thermotolerance (Eleutherio et al. 1993). Among the 136 genes, we found 27 where the S. cerevisiae allele responded to high temperature (37°C) more strongly than S. uvarum, and 40 genes where the S. uvarum allele responded more strongly. In the remaining 69 genes, alleles from the two species showed responses in opposite directions (Fig. 2-2B).
Figure 2-2. Temperature-dependent allele effects. The 136 genes with temperature-dependent allele effects are shown in color (legend) compared to all other genes (black, N = 4,919). A. Species' allele effects (S. uvarum/S. cerevisiae) at low versus high temperature. B. Temperature effects (37°C/22°C) of S. cerevisiae (Sc) versus S. uvarum (Su). Temperature effects are classified into those with species' alleles have an opposite temperature response (red), the S. cerevisiae allele responding to temperature more strongly than S. uvarum (green), and the S. uvarum allele responding to temperature more strongly than S. cerevisiae (blue).

Effects of temperature on hybrid gene expression

To characterize temperature-dependent changes in gene expression we examined 211 genes that showed both a significant temperature effect (FDR < 0.05) and a 2-fold or more difference between the low (22°C) and high (37°C) temperatures. Unexpectedly, genes expressed at higher levels at the low temperature were enriched for genes involved in protein folding (AHA1, MDJ1, BTN2, SSA2, HSP104, HSC82, SIS1, STI1, HSP82, CUR1, p = 0.00829, Table S2-1). Typically, protein chaperones are induced in response to heat stress or misfolded proteins (Verghese et al. 2012).
To confirm the higher expression of genes involved in protein folding at 22°C and test whether this expression is specific to the hybrid or also found in one of the parents, we examined HSP104 expression by quantitative PCR (Fig. 2-3). Similar to our RNA-seq data, in the hybrid HSP104 is expressed at higher levels at low temperatures (10°C and 23°C) compared to high temperatures (37°C) (5-fold change, p = 0.0006, t-test). Consistent with prior work (Gasch et al. 2000), in both parental species HSP104 is expressed at the same level across temperatures and any transient induction that might have occurred upon a shift to 37°C is no longer present (linear regression, p = 0.11 for S. cerevisiae and 0.13 for S. uvarum). However, in S. uvarum HSP104 is expressed at higher levels than S. cerevisiae across all temperatures (t-test, p = 0.007, 0.013, 0.006 for 10°C, 23°C and 37°C, respectively). The atypical pattern of HSP104 expression in the hybrid can be explained by a change in the dominant trans-acting environment. At low temperatures (10°C and 23°C) S. uvarum tends to dominate the trans-environment leading to high levels of HSP104 expression whereas at 37°C S. cerevisiae completely dominates the trans-environment leading to low levels of HSP104 expression.
Figure 2-3. Temperature dependent *HSP104* expression in *S. cerevisiae*, *S. uvarum* and their hybrid. Expression is based on qPCR with points showing the mean and bars the standard errors. Hybrid expression is the sum of the two alleles.

*Test for temperature-specific directional evolution*

Under a neutral model with no change in the selective constraints on gene expression, allele-specific differences in gene expression between species are expected to be symmetrically distributed. Parallel directional changes in gene expression among a group of functionally related or co-regulated genes can reflect selection (Bullard et al. 2010; Fraser 2011). Such groups have been reported in a hybrid of *S. cerevisiae* and *S. uvarum* by a sign test (Bullard et al. 2010), but the phenotypic consequences of these expression changes are not known. We tested whether patterns of directional selection are temperature-dependent, as might be expected if they are related to thermal differentiation. For example, consistent higher expression of the *S. cerevisiae* allele at the high but not low temperature would implicate directional selection in temperature-
dependent expression divergence. We applied the sign test to ASE at each temperature separately and found 8, 9 and 13 groups of genes with directional ASE at 22°C, 33°C and 37°C, respectively (p < 0.01, FDR = 0.27, 0.24, 0.068 for 22°C, 33°C, 37C, respectively; Table 2-1). Seven groups are significant for all three temperatures, including the previously reported histidine biosynthesis and lysine biosynthesis groups (Bullard et al. 2010). Although we found a few groups specific to one or two temperatures using the p < 0.01 cutoff (e.g. Cluster_MET31, Cluster_adata-CalciumSpecific, etc.), all of these groups showed similar sum of scores across temperatures and p < 0.10 (Table 2-1). Therefore, none of the groups exhibiting directional divergence are temperature-specific.

Table 2-1. Groups of genes showing directional evolution at three temperatures.

<table>
<thead>
<tr>
<th>Group</th>
<th>Number of genes in the group</th>
<th>Sum of scores</th>
<th>Annotation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>22°C</td>
<td>33°C</td>
</tr>
<tr>
<td>Cluster_FHL1</td>
<td>93 (89)</td>
<td>29**</td>
<td>27**</td>
</tr>
<tr>
<td>Cluster_RPs</td>
<td>136 (129)</td>
<td>38**</td>
<td>40**</td>
</tr>
<tr>
<td>Cluster_Histidine</td>
<td>8 (6)</td>
<td>6**</td>
<td>5*</td>
</tr>
<tr>
<td>Node 39</td>
<td>36 (24)</td>
<td>-12**</td>
<td>-10*</td>
</tr>
<tr>
<td>Cluster_MET31</td>
<td>17 (17)</td>
<td>10*</td>
<td>6</td>
</tr>
<tr>
<td>Cluster_Lysine</td>
<td>9 (9)</td>
<td>6*</td>
<td>7**</td>
</tr>
<tr>
<td>Cluster_TFs</td>
<td>18 (12)</td>
<td>-7*</td>
<td>-7*</td>
</tr>
<tr>
<td>Node 81</td>
<td>7 (7)</td>
<td>5*</td>
<td>5*</td>
</tr>
<tr>
<td>Cluster_adata-CalciumSpecific</td>
<td>71 (44)</td>
<td>-10</td>
<td>-15**</td>
</tr>
<tr>
<td>Node 36</td>
<td>182 (144)</td>
<td>-20</td>
<td>-17</td>
</tr>
</tbody>
</table>
Cluster_SWI6  |  29 (28)  |  -7  |  -6  |  -8*  |  Cell cycle regulation  
Node 8       |  83 (64)  |  -10 |  -7  |  -11* |  Oxidative stress  
Cluster_PHO4 |  14 (12)  |  5   |  5   |  5*   |  Unknown  
Node 87      |  8 (5)    |  4   |  4*  |  3    |  Microtubule polymerization

1 Groups are defined by (Gasch et al. 2004).

2 Number of genes with available data is shown in parentheses.

3 Positive scores indicate *S. cerevisiae* alleles are expressed higher than *S. uvarum* alleles; negative scores indicate *S. cerevisiae* alleles are expressed lower than *S. uvarum* alleles. Significant groups are indicated for p < 0.01 (*) and p < 0.001 (**).

4 The groups are annotated based on GO terms of genes in the group.

**Promoter changes associated with expression divergence**

To identify promoter features that could explain allele-specific differences in expression we examined intergenic substitution rate, transcription factor binding site scores and their interaction with nucleosome occupancy. Among ASE genes, intergenic substitution rates were weakly correlated with gene expression divergence (Spearman’s rho = 0.064, p = 0.002). Given these differences we also calculated rates of binding site divergence using binding sites scores from 244 transcription factor binding site models (De Boer and Hughes 2012) and found a weak correlation between expression divergence and binding site divergence (Spearman’s rho = 0.05, p = 0.0119).

To identify binding sites that could explain allele-specific expression we first tested each binding site model for its ability to predict temperature responsive genes (22°C vs 37°C). We identified 17 motifs associated with genes induced at 22°C and 13 motifs associated with genes
repressed at 22°C (Holm–Bonferroni corrected p < 0.05 for both linear regression and Mann-Whitney test, Fig. S2-1). Many of the motifs (11/17) associated with up-regulated genes are similar to the stress response element (AGGGG), including the canonical stress response factors MSN2 and MSN4. Other motifs known to be involved in the stress response include the heat shock factor HSF1, which is consistent with the observed up-regulation of heat shock genes at 22 °C (Table S2-1). Motifs enriched upstream of down-regulated genes are involved in glucose repression, e.g. MIG1, MIG2, MIG3 and ADR1. UME6 was also found, consistent with down-regulation of meiotic genes at 22°C revealed by GO analysis (Table S2-1). We also examined the correlations using a weighted score that accounts for both TF binding and nucleosome occupancy (see Methods), but the correlations were not greatly improved with the nucleosome weighted binding site scores.

Given the motifs associated with the temperature response, we tested each motif for an association between binding site divergence and ASE at 22°C. Within genes down-regulated at 22°C, divergence of 5 motifs was found to have a weak but significant association with expression divergence (MIG1, MIG2, MIG3, TDA9 and YGR067C, linear regression, Holm-Bonferroni corrected p < 0.05, Fig. S2-1). No motifs were correlated with ASE in genes up-regulated at 22°C, but one motif (ARO80) was correlated with ASE in genes that showed allele-by-temperature effects and up-regulation at 22°C (p = 0.0028, adjusted r-squared = 0.11). The weak correlations suggest that ASE is likely often caused by cis-regulatory mutations outside of known binding sites.
Discussion

Environment-dependent gene expression is likely an important component of fitness. While cis-acting divergence on gene expression is abundant between species, the extent to which these cis-effects are environment-dependent is not often known. In this study, we show most cis-effects are independent of temperature in two thermally diverged yeast species. Further, we find that most S. uvarum alleles are expressed at levels similar to S. cerevisiae alleles at 37°C, even though S. uvarum does not grow at this temperature. Below, we discuss these results in relation to prior studies of variation in gene expression across environments and discuss the challenge of identifying changes in promoter sequences responsible for divergence in gene expression.

Environment-dependent cis-effects

Changes in gene regulation may be an important aspect of how species adapt to different environments. Although there is extensive variation in gene expression-by-environment interactions (Hodgins-Davis and Townsend 2009), the extent to which these differences are caused by cis- or trans-acting factors is not as well characterized. We find that most cis-effects do not depend on temperature, only 136 of the 2,950 genes exhibiting ASE show temperature-dependent ASE. Thus, even though S. uvarum promoters have never been exposed to high temperatures, they can drive expression levels similar to those of S. cerevisiae. The consistent cis-effects across temperatures suggest that most cis-regulatory divergence is not associated with thermal divergence between the two species. Previous studies also found that cis-effects tend to be constant across environments and only a small subset of them are environment-dependent (Smith and Kruglyak 2008; Tirosh et al. 2009; Fear et al. 2016; He et al. 2016). Although we did not examine trans-effects genome-wide, the shift in the trans-effect of HSP104 with temperature
is consistent with prior work showing that trans-effects play a more pronounced role in environment-dependent differences in gene expression (Smith and Kruglyak 2008; Tirosh et al. 2009).

Although only a small number of genes showed a significant allele-by-temperature interaction, some may be relevant to thermal differentiation. Of particular interest are genes where the S. cerevisiae but not the S. uvarum allele responded to temperature. One noteworthy example of such is TPS2, which showed 2.5- compared to 1.5-fold induction of the S. cerevisiae compared to the S. uvarum allele, respectively. TPS2 is involved in trehalose biosynthesis and essential to heat tolerance in S. cerevisiae (De Virgilio et al. 1993). The lower cis-regulatory activity of TPS2 in S. uvarum might cause lower levels of trehalose and compromise its heat tolerance. In addition, three other genes (NTH2, HSP104, PGM2) in the trehalose pathway also showed allele-by-temperature effects, suggesting that the transcriptional regulation of this pathway might have diverged in the two species.

Among the 136 genes with temperature-dependent ASE, 67 genes showed a consistent direction but different magnitude of response for the two species' alleles. The majority of them (53) were differentially induced at 22°C compared to 37°C and many are known to be induced by heat (PIC2, SSE2, YKL151C, SIS1, IKSI, AHA1, EDC2, GSY2, HSP104, PUN1, TPS2), oxidative stress (ZWF1, YPR1, SOD1) or other stresses (CMK2), consistent with the hybrid exhibiting a stress response at 22°C. However, there is no bias for the S. cerevisiae or the S. uvarum allele being more induced (23 vs. 30 genes). In addition, in several heat-related genes (AHA1, GSY2, HSP104), the S. cerevisiae allele is more induced at 33°C than the S. uvarum allele, but at 22°C they are equally induced (with expression levels higher than or equal to those
at 33°C). However, interpreting these changes is difficult given the *trans*-acting stress response is strongest at 22°C.

The 69 genes with alleles showing opposite responses to temperature are also worth discussing as some of them might be indicative of misregulation or thermal divergence. We examined their ASE pattern at 22°C and 37°C and classified them based on: ASE at both temperatures (24 genes), ASE at one temperature (42 genes), or ASE at neither of the two temperatures (3 genes). Among the 66 genes that showed ASE at one or more temperatures, only two genes (*IMP2’, POR2*) showed ASE at both temperatures but with opposite allele effects, where the *S. cerevisiae* alleles were higher than the *S. uvarum* alleles at 22°C but lower at 37°C. For the rest of the 64 genes, they either had ASE at both temperature but one allele consistently higher than the other allele, or showed ASE at one temperature but not the other. Thus, the 64 genes can be classified into two groups with 22°C-divergent or 37°C-divergent expression patterns. Two-thirds of them (43 genes) showed larger allele differences at 22°C than 37°C, i.e. 22°C-divergent. Among these genes, the *S. cerevisiae* alleles were expressed higher than the *S. uvarum* alleles at 22°C in 22 genes, vice versa for the remaining 21 genes. Interestingly, many genes in this group are related to mitochondrial function or oxidative stress (*GAD1, TIR3, QRI7, AIM41, YIG1, LAM4, YKL162C, THI73, ARG7, ICY1, YJL193W, YNL200C, YNL144C, YNL208W*). Mitochondrial function has been shown to be related to *S. cerevisiae's* thermotolerance (Davidson and Schiestl 2001); thus the *cis*-acting divergence in mitochondria-related genes might be important to thermal divergence. In addition, the hybrid strain used in this study carries only *S. cerevisiae* mitochondrial DNA (mtDNA). Although it is also possible that the responses of mitochondria-localized genes are affected by *S. cerevisiae* mtDNA, this would imply species-specific feedback regulation on mRNA levels.
Besides the mitochondrial genes, membrane proteins (\textit{YLR046C}, \textit{YJR015W}, \textit{THI73}), cell wall (\textit{TIR3}, \textit{CWP1}) and mating-related genes (\textit{PRM4}, \textit{AXL1}, \textit{SIR1}) were also found in the 22°C-divergent group. The 21 genes in the 37°C-divergent group are involved in responses to glucose limitation (\textit{GTT1}, \textit{GSY1}), sporulation (\textit{QDR3}, \textit{NPP1}), cell signaling (\textit{RHO5}, \textit{TOS3}, \textit{ROM1}), nutrient metabolism (\textit{QDR3}, \textit{YJR124C}, \textit{NPP1}, \textit{STR2}, \textit{ATF2}) and mitochondrial functions (\textit{TOS3}).

Taken together, one of the most notable features of the allele responses is that they more often diverge at 22°C than 37°C (43 vs. 21). Given that expression at 22°C resembles a stress response (Table S2-1), the greater divergence at 22°C may reflect divergent stress responses between the two species. Although the genes with allele-specific temperature responses have diverse biological functions, the stress- and mitochondrial-related genes are more often differentially induced at 22°C. However, it is also important to consider that these differences may only be present in a hybrid environment where we find a stronger stress response at low compared to high temperature.

\textit{Unexpected heat shock response at low temperatures}

The non-canonical expression of heat shock genes at 22°C is somewhat perplexing. Because we measured expression at constant temperatures we did not expect to see induction of heat shock genes, which normally occurs within 30 minutes of treatment and then dissipates (Gasch et al. 2000). Given the high expression level of \textit{HSP104} in \textit{S. uvarum} across all temperatures, one potential explanation for the heat shock response is a \textit{trans}-signal produced by the \textit{S. uvarum} genome. The absence of the heat shock response in the hybrid at high temperature may be a consequence of loss of the \textit{S. uvarum} \textit{trans}-signal, although this does not explain the
high HSP104 expression at high temperature in S. uvarum. Sample mix-up is unlikely as the HSP104 experiment was done independently and is consistent with the original RNA-seq experiment.

The heat shock gene expression profile shows that the hybrid is under stress at 22°C but not 37°C. To better understand this counterintuitive phenomenon, we compared the hybrid expression profile to previously published S. cerevisiae (Gasch et al. 2000) and S. uvarum (Caudy et al. 2013) datasets. The hybrid temperature effect (37°C over 22°C) associates with 285 of 477 stress responses of either S. cerevisiae or S. uvarum (Spearman's correlation test, Holm-Bonferroni corrected p < 0.05). However, 232 of the 285 correlations are negative, implying that 22°C is more stressful than 37°C in the hybrid. Interestingly, the strongest positive correlation is between the hybrid’s temperature response and S. uvarum’s 17°C to 30°C response at 60 min (Spearman's rho = 0.23, Holm-Bonferroni corrected p = 5.39E-48). In contrast, the correlations with S. uvarum’s 25°C to 37°C or 25°C to 42°C response are negative. Similar to the hybrid, heat shock genes are expressed higher at 17°C than 30°C in S. uvarum, but the pattern is not seen in the other two temperature shifts (Caudy et al. 2013). These differential correlations indicate S. uvarum’s heat shock response may be sensitive to specific temperatures used in the shifts. However, it is also important to note that heat shock proteins are not specific to temperature changes but are part of the general environmental stress response which can be induced by any number of environmental changes (Gasch et al. 2000). Taken together, the stress response induced in the hybrid at 22°C may reflect a contribution from the non-canonical temperature response in S. uvarum.
Signatures of selection on cis-acting divergence in gene expression

The sign test of allele imbalance across functionally related genes has been used in a variety of configurations to detect polygenic cis-regulatory adaptation (Bullard et al. 2010; Fraser et al. 2010; Fraser 2011; Naranjo et al. 2015; He et al. 2016). However, previous applications of the test were to expression levels under standard growth conditions. Because gene expression is environment-dependent, some signals of selection may only be uncovered by examining expression in environments to which an organism adapted. However, our results indicate that directional ASE as found by the sign test is not temperature-dependent, consistent with our observation that most cis-effects are not temperature dependent. Our results do not rule out the possibility of trans-acting expression differences important to thermal differentiation, nor do they address cis-acting changes that occur immediate after a temperature shift and which are typically much stronger and more widespread than those that persist for hours after the initial shift (Gasch et al. 2000).

In addition to the histidine and lysine biosynthesis groups reported by Bullard et al. (2010), we found several other groups of genes showing a signature of directional evolution. Among these, the ribosomal genes show a strong bias toward higher S. cerevisiae allele expression (Table 2-1), which could indicate a difference in translational capacity of the two species. Two other groups, Node 39 (organonitrogen catabolism) and Cluster_MET31 (amino acid metabolism) provide new evidence for divergence in nutrient metabolism between the two species.

Most groups identified by the sign test contain a substantial number of temperature-responsive genes, with the lysine biosynthesis pathway showing the highest fraction (8/9). The
pathway consists of nine genes \((LYS1, LYS2, LYS4, LYS5, LYS9, LYS12, LYS14, LYS20, LYS21)\), eight of which are induced at 22°C, with \(LYS4\) and \(LYS20\) showing allele-by-temperature effects. The \(S.\ cer evisiae\) allele of \(LYS20\) is induced at 22°C more than the \(S.\ uvarum\) allele (3.2 vs. 1.0 fold). Although not a significant temperature-by-allele interaction, a similar pattern is present for \(LYSI\) (4.1 vs. 2.9 fold) and \(LYS2\) (2.3 vs. 2.1 fold). The weak responses of \(S.\ uvarum\) alleles might reflect deficiency in activating the lysine biosynthesis pathway at a given temperature or under stress, which is critical for amino acid homeostasis. Also, the lysine biosynthesis pathway is known to be induced by mitochondrial retrograde signaling in response to compromised mitochondrial respiratory function (Liu and Butow 2006) and could potentially be affected by the \(S.\ cerevisiae\) mtDNA.

*Binding sites are only weakly related to expression divergence*

Consistent with previous reports (Tirosh et al. 2008; Tirosh and Barkai 2008; Chen et al. 2010; Zeevi et al. 2014), we only found weak correlations between binding site changes and allele-specific expression. Previous work has shown that binding sites in nucleosome depleted regions are more likely to cause changes in gene expression (Swamy et al. 2011). Yet, incorporation of predicted nucleosome occupancy did not improve our ability to predict gene expression. This finding is consistent with another study that found no relationship between divergence in nucleosome occupancy and gene expression in yeast (Tirosh et al. 2010). One explanation for the weak correlations is that ASE may often be caused by *cis*-regulatory mutations outside major binding sites, e.g. (Levo et al. 2015). Genes in the lysine biosynthesis pathway provide a good example of conserved binding sites: seven genes in the pathway showed higher \(S.\ cerevisiae\) expression, yet binding sites for \(LYSI4\), the major transcription factor that
regulates these genes (Becker et al. 1998), are conserved in all of them. Furthermore, the lysine genes are also not enriched for divergence in other motifs present upstream of these genes (e.g. \textit{MOT2, XBP2, RTG1, RTG3}, p > 0.05, Mann-Whitney test).

Despite binding site divergence being only weakly related to ASE, we found a few significant associations with specific binding sites. One of these, \textit{ARO80} sites, correlated with temperature-dependent expression differences largely due to two genes \textit{ARO9} and \textit{ARO10} (Fig. S2-1, S2-2). In both cases, the \textit{S. uvarum} promoters have lower binding scores and lower expression of the \textit{S. uvarum} allele (Fig. S2-2). Interestingly, the number of monomers in the \textit{ARO80} binding sites also differs between \textit{S. cerevisiae} and \textit{S. uvarum}. In both genes, \textit{S. cerevisiae} sites are tetrameric and \textit{S. uvarum} sites are trimeric (Fig. S2-2). The example of \textit{ARO80} suggests expression divergence might associate with changes in the number of binding sites, which our binding site analysis didn't consider.
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Abstract

Genetic analysis of phenotypic differences between species is typically limited to interfertile species. Here, we conduct a genome-wide non-complementation screen to identify genes that contribute to a major difference in thermal growth profile between two reproductively isolated yeast species, *Saccharomyces cerevisiae* and *S. uvarum*. The screen revealed a single nuclear-encoded gene, but a large effect of mitochondrial DNA (mitotype) on both heat and cold tolerance. Recombinant mitotypes indicate multiple genes contribute to thermal divergence and we show that protein divergence in *COX1* affects both heat and cold tolerance. Our results point to the yeast mitochondrial genome as an evolutionary hotspot for thermal divergence.
Introduction

The genetic architecture of phenotypic divergence between species is unresolved. There remains considerable uncertainty as to whether evolution occurred through accumulation of numerous small-effect changes (“micromutationism”) or often involves “major genes” of large effect (Orr and Coyne 1992). While quantitative trait mapping has been successfully applied to closely related, interfertile species (reviewed in (Orr 2001)), the results may not be representative of phenotypic divergence in general, since the characters that distinguish sibling species and domesticated organisms evolved over short time-scales and potentially favor large-effect loci. However, systematic dissection of divergence between distantly related species has been difficult due to reproductive barriers.

The genus *Saccharomyces* contains post-zygotically isolated species with substantially diverged genomes, and the ease of genetic manipulation of yeast may allow us to address the genetic architecture of evolution with a systematic approach. While the *Saccharomyces* species share their preference for fermentative metabolism with many other yeast species (Hagman et al. 2013), they differ dramatically in their thermal growth profile (Gonçalves et al. 2011; Salvadó et al. 2011). *S. cerevisiae* is the most heat-tolerant species in this lineage, capable of growing at temperatures of 37-42°C, while its sister species *S. paradoxus* can grow up to 39°C and the more distantly related *S. kudriavzevii* and *S. uvarum* are more cold-tolerant and only capable of growing at temperatures up to 34-35°C (Gonçalves et al. 2011; Salvadó et al. 2011). Previous studies in yeasts have implicated a small number of genes involved in temperature divergence (Gonçalves et al. 2011; Paget et al. 2014). However, every gene product has the potential to be thermolabile, and only a single systematic screen has been conducted (Weiss et al. 2018), which
reported that multiple genes contribute to thermal differences between *S. cerevisiae* and *S. paradoxus*, two species with modest differences in heat tolerance.

In the present study, we examined the genetic basis of thermal divergence between *S. cerevisiae* and *S. uvarum*, two species that are more different at synonymous sites than human and mouse (Waterston et al. 2002; Kawahara and Imanishi 2007). These two species are capable of forming hybrids, but the hybrids cannot produce viable spores. Mechanisms underlying the reproductive isolation could involve mitochondrial-nuclear incompatibilities (Lee et al. 2008; Chou et al. 2010), defects in recombination due to high levels of sequence divergence (Hunter et al. 1996; Liti et al. 2006), and chromosomal rearrangements (Fischer et al. 2001; Delneri et al. 2003). Of relevance, mitochondrial genome variation has been shown to impact high temperature growth in *S. cerevisiae* (Paliwal et al. 2014; Wolters et al. 2018) and *S. paradoxus* (Leducq et al. 2017).

To identify genes involved in the evolution of thermal growth differences, we screened 4,792 non-essential genes for non-complementation and used the reciprocal hemizygosity test (Steinmetz et al. 2002) to validate genes that came out of the screen. While no single genes of large effect were recovered, we found that mitochondrial DNA (mtDNA) plays a remarkable role in divergence of both heat and cold tolerance across the *Saccharomyces* species and that multiple mitochondria-encoded genes are involved, including *COX1*, previously shown to be involved in mitochondrial-nuclear interspecific incompatibilities (Chou et al. 2010).
Results

A non-complementation screen for thermosensitive alleles reveals mitochondrial effects

Hybrids of *S. cerevisiae* and *S. uvarum* are heat tolerant (Fig. 3-1A). Thus, deletion of *S. cerevisiae* heat tolerant alleles in a hybrid should weaken heat tolerance through non-complementation. We screened 4,792 non-essential genes in the yeast deletion collection for such thermotolerance genes by mating both the *MATα* (BY4741) and *MATα* (BY4742) deletion collection to *S. uvarum* and growing them at high temperature (37°C). For comparison, we also screened the resulting hemizygote collections for two other traits where the *S. cerevisiae* phenotype is dominant in the hybrid (Fig. 3-1A): copper resistance (0.5 mM copper sulfate) and ethanol resistance (10% ethanol at 30°C). We found 80, 13, and 2 hemizygotes that exhibited reduced resistance to heat, copper, and ethanol, respectively, in both the BY4741 and BY4742 hemizygote collections (Fig. 3-1B). In our initial assessment of these genes, we validated a copper-binding transcription factor, *CUP2* (Buchman et al. 1989), for copper resistance through reciprocal hemizygosity analysis (Fig. S3-1).
Figure 3-1. A non-complementation screen identified genes underlying phenotypic divergence between *S. cerevisiae* and *S. uvarum*. (A) *S. cerevisiae* and *S. uvarum* differ in heat (37°C), copper (0.5mM, 22°C), and ethanol (10%, 30°C) tolerance. The resistant *S. cerevisiae* alleles are dominant, shown by the hybrid (*S. cerevisiae* × *S. uvarum*) compared to *S. cerevisiae* (diploid, S288C background) and *S. uvarum* (diploid, CBS7001 background). Growth is after 3 days. (B) *S. cerevisiae* haploid deletion collection was crossed to *S. uvarum* to construct an interspecies hemizygote collection. The number of non-complementing genes is shown for each phenotype; the asterisk indicates that the number includes strains carrying *S. uvarum* mtDNA. (C) *HFA1* hemizygote with only an *S. cerevisiae* allele (sc/-) shows better 37°C growth than one with only an *S. uvarum* allele (-/su). Growth is after 5 days. See Fig. S3-1B for quantification.
Nearly all of the heat-sensitive hemizygotes (77/80) were from respiration-deficient ("petite") *S. cerevisiae* parents. We found many of these strains carried *S. uvarum* mitochondrial DNA (mtDNA) via PCR of a mitochondrial marker. Although not extensively tested, other hemizygotes are expected to carry *S. cerevisiae* mtDNA, a typical outcome of *S. cerevisiae* × *S. uvarum* crosses (Albertin et al. 2013). The difference in mtDNA inheritance was likely caused by loss of mtDNA in the *S. cerevisiae* petite parents. We confirmed one gene (*HFA1*) by reciprocal hemizygosity analysis (Fig. 3-1C, Fig. S3-1) that causes a moderate loss of heat tolerance due to the *S. uvarum* allele in the presence of *S. cerevisiae* mtDNA. *HFA1* encodes a mitochondrial acetyl-coenzyme A carboxylase and is involved in mitochondrial fatty acid biosynthesis (Hoja et al. 2004).

The inheritance of *S. uvarum* mtDNA in heat-sensitive hemizygotes suggested that mtDNA, rather than the deletion, could be the cause. To test whether the species' mtDNA ("mitotype") affects heat tolerance, we generated diploid hybrids of wild-type *S. cerevisiae* and *S. uvarum* with reciprocal mitotypes and grew them at different temperatures. In comparison to the hybrid with *S. cerevisiae* mitotype, the hybrid with the *S. uvarum* mitotype showed reduced fermentative growth (glucose medium) at 37°C compared to 22°C and almost no respiratory growth (glycerol medium) at 37°C (Fig. 3-2A).

*S. uvarum* is not only known to be heat sensitive, but also exhibits enhanced growth at low temperatures relative to *S. cerevisiae* (Gonçalves et al. 2011). We thus tested and found that *S. uvarum* mitotype conferred a growth advantage at 4°C in comparison to *S. cerevisiae* mitotype (Fig. 3-2A), suggesting a potential trade-off between the evolution of heat and cold tolerance.
To test whether mtDNA-mediated evolution of temperature tolerance is specific to either the *S. cerevisiae* or *S. uvarum* lineages, we generated five additional hybrids with both parental mitotypes using two other *Saccharomyces* species (Fig. S3-2). In comparison to the 22°C control, we find that both the *S. cerevisiae* and *S. paradoxus* nuclear genome conferred heat tolerance to hybrids with *S. kudriavzevii* and *S. uvarum* (rho^0^ comparison), but the *S. cerevisiae* mitotype conferred heat tolerance in comparison to the *S. paradoxus*, *S. kudriavzevii*, and *S. uvarum* mitotypes on glucose medium. For cold tolerance we find that the *S. uvarum* mitotype conferred greater cold tolerance relative to the *S. cerevisiae*, *S. paradoxus*, and *S. kudriavzevii* mitotypes. Interestingly, none of the hybrids was as cold tolerant as *S. uvarum* on glycerol. Our results suggest that mtDNA has played an important role in divergence of thermal growth profiles among the *Saccharomyces* species, with heat tolerance evolving primarily on the lineage leading to *S. cerevisiae* and cold tolerance evolving primarily on the lineage leading to *S. uvarum*. A related study has shown these differences have had a direct impact on the domestication of lager-brewing yeast hybrids to low-temperature fermentation (Baker et al. 2018).

**Recombinant analysis identifies contribution of multiple mitochondria-encoded genes**

To identify mtDNA genes conferring heat tolerance to *S. cerevisiae*, we tested whether *S. uvarum* alleles can rescue the respiratory deficiency of *S. cerevisiae* mitochondrial gene knockouts at high temperature. We crossed *S. uvarum* to previously constructed *S. cerevisiae* mitochondrial knockout strains and plated them on glycerol medium at 37°C. Because heteroplasmy is unstable in yeast, this strategy selects for recombinants between the two mitochondrial genomes: *S. uvarum* mtDNA is needed to rescue the *S. cerevisiae* deficiency, and
S. cerevisiae mtDNA is needed to grow at high temperature (Fig. S3-3). If the S. uvarum gene required for S. cerevisiae rescue is temperature sensitive, we expect to see no or small colonies on 37°C glycerol plates. Of the six genes tested, COX2 and COX3 deletions were rescued by S. uvarum at high temperature, although the colonies were often smaller than the hybrid with wild-type S. cerevisiae mtDNA. In contrast, COX1 and ATP6 deletions were minimally rescued (Fig. 3-2B), and COB and ATP8 deletions were not rescued. However, the absence of rescue could also result from a lack of recombination, especially for COB because its genomic location has moved between the two species.

Using genome sequencing, we mapped breakpoints in 90 recombinants to determine which S. cerevisiae genes are associated with high temperature growth. The recombinants showed hotspots at gene boundaries and within the 21S ribosomal RNA (Fig. 3-2B). In most cases, the two species’ mtDNA recombine into a circular mitochondrial genome, but sometimes recombination resulted in mitochondrial aneuploidy, particularly for regions where the two species’ mitochondrial genomes are not co-linear (see Fig. S3-4B for examples). One complication of measuring mtDNA-dependent heat tolerance is the high rate of mtDNA loss, typically 1% in S. cerevisiae strains, but much higher in the hybrids and variable among recombinants (Supplementary text, Fig. S3-5). We thus measured the frequency of petites at 22°C and heat tolerance by the size of single colonies at 37°C on glycerol. We found that the petite frequency was associated with the absence of S. cerevisiae ORF1 (F-SceIII, (Peris, Arias, et al. 2017), a homing endonuclease linked to COX2 (Fig. S3-5B & C). For heat tolerance, we found a region including four protein-coding genes (COX1, ATP8, ATP6, and COB) with the largest effect (Fig. 3-2C). The effects associated with these genes are small compared to the total difference between two wild-type mitotypes, suggesting that other regions are required for...
complete rescue of high temperature growth. Indeed, *S. cerevisiae* COX2 and COX3 showed small but positive effects when the recombinants lacking them were compared to the wild-type *S. cerevisiae* mitotype (Fig. 3-2B). The differential heat sensitivity is unlikely to be caused by fitness defects since the recombinants grew normally at 22°C (Fig. S3-4A).

We also found that nearly all mtDNA recombinants did not exhibit 4°C respiratory growth; one strain (S87) derived from the *atp6Δ* cross (Fig. 3-2B) was an exception, but another strain with the same mitochondrial genotype did not grow. The 4°C recombinant phenotypes suggest that cold tolerance might require multiple *S. uvarum* alleles and potentially a different set of genes than those underlying heat tolerance.
Figure 3-2. Mitochondria-encoded genes affect heat and cold tolerance. (A) Hybrids with *S. cerevisiae* (sc) and *S. uvarum* (su) mtDNA differ in high- and low-temperature growth. Growth is after 5 days (22°C and 37°C) or 124 days (4°C). (B) Recombinant strains (rows) derived from mutant crosses (left) are clustered by genotype (middle). Wild-type *S. cerevisiae* (wt_sc) and *S. uvarum* (wt_su) mitotypes are at the bottom and the top, respectively. Allele identity is shown
for 12.6k orthologous single nucleotide markers (sc and sc-90, *S. cerevisiae*; su and su-90, *S. uvarum*; mixed, heterozygous or chimeric; white, no data) in the *S. cerevisiae* gene order (bottom). 37°C growth is the average size of non-petite colonies on glycerol plates (right). The presence of 4°C glycerol growth is indicated by solid squares (far right). (C) Effect size of *S. cerevisiae* alleles on 37°C growth on glycerol is shown, with error bars representing 95% confidence intervals. The y-axis is scaled to the phenotype of wild-type *S. uvarum* and *S. cerevisiae* mitotype (horizontal lines). tRNAs are labeled by their single letter amino acid code and a black bar. Blue dashed lines indicate genome positions of *S. uvarum* genes compared to *S. cerevisiae*.

*COX1* protein divergence affects both thermotolerance and cryotolerance

Because the recombinant strains did not resolve heat tolerance to a single gene, we tested individual genes by replacing *S. cerevisiae* with *S. uvarum* alleles via biolistic transformation (Bonnefoy and Fox 2001) (Fig. S3-6). We obtained allele replacements for two of the four genes in the region conferring heat tolerance (Fig. 3-3). For both genes we used intronless alleles to eliminate incompatibilities in splicing (Chou et al. 2010).

We observed a significant difference between *S. cerevisiae* and *S. uvarum COX1* alleles for respiratory growth at 37°C in the hybrid background, with the *S. uvarum* allele being heat sensitive. The effect was not present at room temperature, and the *S. uvarum* allele conferred a growth advantage on glucose at 4°C. Thus, divergence in the *COX1* coding sequence (CDS) affects both heat and cold tolerance. However, *COX1* alleles do not explain the entire difference between the two species’ mitotypes: the strain bearing *S. uvarum COX1* had an intermediate
level of heat tolerance and did not confer cold tolerance on glycerol, suggesting that other
mitochondrial genes are involved. The moderate effect of the COX1 alleles is also consistent
with the small effect sizes shown by recombinant analysis (Fig. 3-2C). Surprisingly, the COX1
allele difference is only seen in the hybrid and not in a diploid S. cerevisiae background (Fig. S3-7), suggesting that the allele difference in the hybrid depends on a dominant interaction with the
S. uvarum nuclear genome.

The S. uvarum COB allele replacement rescued respiratory growth at high temperature,
demonstrating that the S. uvarum COB protein is not heat sensitive. We were unable to generate
the S. cerevisiae intronless COB allele replacement for comparison. Notably, both the intronless
S. cerevisiae COX1 and S. uvarum COB allele replacement strains exhibited better growth than
wild-type S. cerevisiae mtDNA at 37°C (Fig. 3-3), implying a dominant-negative role of these
introns in the hybrid at high temperature.
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**Figure 3-3. COX1 coding alleles affect growth at high and low temperature.** Hybrids
carrying allele replacements and two wild-type controls were plated with 1:10 serial dilution and
incubated at indicated temperatures. Growth is after 4 days for 25°C and 37°C, 25 days for 4°C
on glucose, 53 days for 4°C on glycerol. sc, S. cerevisiae; su, S. uvarum; mt, mtDNA. Alleles in
the brackets were integrated into their endogenous position in S. cerevisiae mtDNA.
Discussion

In Saccharomyces species, the mitochondrial genome is not essential for viability, is large compared to insects and mammals (~86 kb), and is quite variable in intron content (Wolters et al. 2015; Wu et al. 2015). While the mitochondrial genome can recombine and introgress between species (Leducq et al. 2017; Peris, Arias, et al. 2017), it also contributes to reproductive isolation through incompatibilities with the nuclear genome (Lee et al. 2008; Chou et al. 2010; Spirek et al. 2015). Our results show that the mitochondrial genome also makes a significant contribution to one of the most distinct phenotypic differences among the Saccharomyces species: their thermal growth profile. Below, we discuss the implications of our results in relationship to the genetic architecture of species’ phenotypic differences, the role of cyto-nuclear interactions in phenotypic evolution and reproductive isolation, and mitochondria as a hotspot in the evolution of Saccharomyces species.

Genetic architecture of interspecies differences in thermotolerance

Crosses between closely related, inter-fertile species have shown that phenotypic divergence can be caused by a few loci of large effect, many loci of small effect or a mixture of the two (Orr 2001). In this study, we carried out a genome-wide non-complementation screen between two diverged yeast species. Out of 4,792 non-essential genes in our study, we found only one gene (HFA1) that showed a moderate effect on heat tolerance regardless of the mtDNA effect (Fig. 3-1C). Of relevance, 178 S. cerevisiae deletions are sensitive to 37°C (Auesukaree et al. 2009); a rate comparable to a subsample we examined in this study (78/2251). We can thus
conclude that the vast majority of the *S. uvarum* alleles tested exhibited no detectable loss of function at a temperature they do not experience in their native genome. However, our non-complementation screen had some limitations. We did not test essential genes and could not detect genes whose effects were masked by mtDNA inheritance or epistasis, which could occur due to the hybrid carrying an otherwise complete complement of both nuclear genomes.

We found allele differences in *HFA1* affect heat tolerance. *HFA1* encodes a mitochondrial acetyl-CoA carboxylase and participates in mitochondrial fatty acid synthesis, a process essential to cellular respiration and mitochondrial biogenesis (Kastaniotis et al. 2017). While disruption of *HFA1* in *S. cerevisiae* resulted in a low level of lipoic acid and consequently a temperature-dependent respiratory defect (Hoja et al. 2004; Suomi et al. 2014), the hemizygote with only the *S. uvarum* allele showed heat sensitive growth on glucose but not glycerol (Fig. S3-1C), suggesting that the divergence in heat tolerance of *HFA1* might not be directly linked to its role in respiration. Further investigation is needed to elucidate the molecular mechanism by which *HFA1* impacts thermal divergence.

Although our screen led us to discover a pronounced temperature dependent effect of mtDNA on respiratory growth and a more subtle effect on fermentative growth, the mtDNA effect explains only a small portion of the large difference in heat tolerance between the two species. The *S. cerevisiae* × *S. uvarum* hybrid without mtDNA grows at both 37°C and 4°C on glucose (Fig. 3-2B), indicating that the nuclear genomes carry dominant factors that remain to be identified.

Despite the small number of genes in the mitochondrial genome, our results show multiple genes within the mitochondrial genome influence heat tolerance. In addition to the large
effect of the COX1-COB region, recombinants that inherited S. uvarum COX2 and/or COX3 are considerably more heat sensitive than a hybrid with a complete S. cerevisiae mtDNA genome. Furthermore, while the COX1-linked region showed the largest effect, the COX1 CDS does not explain the entire difference between two species’ mitotypes. Although we ruled out protein-coding changes in S. uvarum COB to be heat sensitive, changes in the other protein-coding sequences and in gene expression remain to be tested.

The cause of mtDNA-mediated differences in cryotolerance is more opaque. At 4°C, only one recombinant with a significant fraction of S. cerevisiae mtDNA grew better than hybrids with an S. cerevisiae mitotype, suggesting that multiple S. uvarum alleles are required for cold tolerance. Although we showed that S. uvarum COX1 increased cold tolerance on glucose, the effect is not seen on glycerol, suggesting its effect on respiration might depend on the presence of other S. uvarum mitochondrial alleles. However, because the recombinants were all isolated at 37°C, it is possible that they all share some other genetic element or change that facilitates heat tolerance but inhibits 4°C growth.

Cyto-nuclear interactions in Saccharomyces evolution

In addition to mitochondria-encoded genes, approximately 1,000 nuclear genes function in the mitochondria, many of which are involved in expression and regulation of mitochondrial genes and formation of the multi-subunit cytochrome b and c complexes (Vögtle et al. 2017). Among Saccharomyces species, multiple cyto-nuclear incompatibilities have been shown to contribute to reproductive isolation. S. uvarum AEP2 cannot regulate the translation of S. cerevisiae ATP9 mRNA (Lee et al. 2008), while S. cerevisiae MRS1 cannot splice introns of S. paradoxus and S. uvarum COX1 (Chou et al. 2010). Additionally, the S. uvarum RNA binding
protein CCM1 has reduced affinity for the *S. cerevisiae* 15s rRNA (Jhuang et al. 2017). While these incompatibilities affect the construction of cybrids, where mtDNA from different species was introduced into *S. cerevisiae* (Spirek et al. 2015), the phenotypic consequences besides loss of respiration is not known.

Our results show that the mitochondrial genomes of *Saccharomyces* species influence both heat and cold tolerance and provide multiple lines of evidence for the role of cyto-nuclear interactions. First, the temperature effects of species' mitotypes interact with nuclear background (Fig. S3-1). While *S. cerevisiae* hybrids without mtDNA (rho⁰) grow similarly on glucose medium, *S. cerevisiae* mtDNA confers different levels of heat tolerance in hybrids with *S. paradoxus*, *S. uvarum*, and *S. kudriavzevii*, the latter of which only grows slightly better than the rho⁰ hybrid.

We also observed interactions between the *COX1* allele replacements and their nuclear background. *COX1* showed allele differences at high and low temperatures in the hybrid but not in *S. cerevisiae*. This difference can be explained by a species-specific dominant interaction, as might occur when there are hybrid protein complexes (Piatkowska et al. 2013). In this scenario, *S. uvarum* *COX1* can function with interacting *S. cerevisiae* proteins at high temperature but exhibits a loss of function when interacting with temperature sensitive *S. uvarum* nuclear factors that are dominant to their *S. cerevisiae* orthologs. The nuclear factor is unlikely to be the previously reported intron-splicing factor *MRS1* because our *COX1* alleles are intronless.

However, introns might affect temperature sensitivity. The intronless *S. cerevisiae* *COX1* and *S. uvarum* *COB* alleles showed better respiratory growth at 37°C than wild-type *S. cerevisiae* mtDNA, suggesting a dominant negative role of introns in the hybrid. In *Saccharomyces*, the
number and presence of mitochondrial introns is variable between species (Sulo et al. 2017). This contrasts with high conservation of mitochondrial protein coding sequences, which show over 90% sequence identity between \emph{S. cerevisiae} and \emph{S. uvarum}, much higher than the 80% average of nuclear-encoded genes (Kellis et al. 2003). The rapid evolution of introns might require co-evolution of splicing factors, such as \emph{COX1} and \emph{MRS1}. The wild-type hybrid with \emph{S. cerevisiae} mtDNA might be under burden of intron splicing at high temperature caused by dominant negative \emph{S. uvarum} splicing factors. Nevertheless, many introns self-splice and/or encode maturases or homing-endonucleases, which could be temperature sensitive in a nuclear-independent manner.

There is no clear indication that previously reported incompatibilities contribute to the mtDNA temperature phenotypes. The reported cyto-nuclear incompatibilities are recessive, and thus should not contribute to the hybrid phenotypes. For example, although the \emph{S. cerevisiae MRS1} is incompatible with \emph{S. uvarum COX1}, the latter can be correctly spliced by \emph{S. uvarum MRS1} in the diploid hybrid, at least at permissive temperatures. One possibility is that \emph{S. uvarum MRS1} is heat sensitive, which would explain the heat sensitivity of the \emph{S. uvarum} mitotype because neither the \emph{S. cerevisiae} nor \emph{S. uvarum MRS1} would splice \emph{S. uvarum COX1} at high temperature. Heat sensitivity of \emph{S. uvarum MRS1} was tested in our non-complementation screen, but the result was inconclusive. The \emph{S. cerevisiae MRS1} deletion was complemented by the \emph{S. uvarum} allele in the \emph{MATa} (BY4741) cross; but its effect was masked by mtDNA inheritance in the \emph{MATa} (BY4742) cross. In this regard it is worth noting that \emph{S. cerevisiae} chromosome 9, which carries \emph{MRS1}, is duplicated in three of the recombinant strains; in two cases, these strains show increased 37°C growth compared to similar genotypes (Table S3-1).
It has been proposed that mtDNA plays a disproportionate role in Dobzhansky-Muller incompatibilities. Although it is a small genome, it heavily interacts with nuclear genes and has a high nucleotide substitution rate, leading to co-evolution of the mitochondrial and nuclear genomes and multiple interspecific incompatibilities (Burton and Barreto 2012). Has adaptation played a role in driving these incompatibilities? Although no direct links are proven, evolution of the mitochondrial genome and mito-nuclear epistasis has been linked to multiple phenotypes (Solieri et al. 2008; Albertin et al. 2013; Picazo et al. 2014), including 37°C growth (Paliwal et al. 2014; Leducq et al. 2017; Wolters et al. 2018), and deficiencies in mitochondrial DNA cause heat sensitivity (Zubko and Zubko 2014). Here, we show that mtDNA is important for evolution of heat and cold tolerance in distantly related species, caused by the accumulation of multiple small-to-medium effect changes and potentially mito-nuclear epistasis. Taken together, the present and prior findings point to mtDNA as an evolutionary hotspot for yeast speciation and adaptation.

**Materials and Methods**

**Strains, growth conditions, and genetic manipulations**

Strains used in this study are listed in Table S3-1. *S. cerevisiae* was maintained on YPD (1% yeast extract, 2% peptone, 2% dextrose) at 30°C; *S. uvarum* and *S. cerevisiae x S. uvarum* hybrids were maintained on YPD at room temperature. Strains were also grown on complete medium (CM, 0.3% yeast nitrogen base with amino acids, 0.5% ammonium sulfate, 2% dextrose), or dropout medium (CM-xxx, 0.13% dropout powder, 0.17% yeast nitrogen base,
0.5% ammonium sulfate, 2% dextrose) where xxx represents the missing amino acids when appropriate. SDPSer medium (synthetic dextrose proline D-serine, 2% dextrose, 0.17% yeast nitrogen base without ammonium sulphate or amino acids, 5 mg/ml L-proline, 2 mg/ml D-serine) was used to select for dsdAMX4 (Vorachek-Warren and McCusker 2004). Antibiotics were added to media when selecting for KanMX, NatMX, and hphMX. YPGly medium (1% yeast extract, 2% peptone, 3% glycerol) was used to examine respiratory growth.

*S. cerevisiae* and *S. uvarum* strains were mated by mixing strains with opposite mating types on YPD at room temperature overnight. Diploid hybrids were obtained by plating the mating mixture to double selection medium and confirmed by mating-type PCR.

Transformations in this study followed standard lithium acetate methods (Gietz et al. 1995). When transforming *S. uvarum* or *S. cerevisiae × S. uvarum* hybrid, we used 37°C for heat shock and room temperature for incubation.

Strains lacking mitochondrial DNA (*rho*) were generated by overnight incubation with shaking in liquid minimal medium (MM, 0.17% yeast nitrogen base without amino acid and ammonium sulfate, 0.5% ammonium sulfate, 2% dextrose) containing 25 ug/ml ethidium bromide. Following incubation, the culture was plated to YPD and YPGly to identify non-respiring colonies.

*Interspecific hemizygote collections*

*trp1* *S. uvarum* strains YJF2600 and YJF2601 were constructed by replacing *TRP1* with *hphMX4* in YJF1449 (*MATa*) and YJF1450 (*MATα*) in the CBS7001 background (Scannell et al. 2011), respectively. The haploid yeast deletion collections derived from BY4741 (*MATa his3Δl*
leu2Δ0 met15Δ0 ura3Δ0) and BY4742 (MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0) were arrayed in 384-well format using a Singer ROTOR (Singer Instruments, Watchet UK) and mated to trp1 S. uvarum strains. Diploids were selected on CM-trp-his-leu-lys-ura plates. The resulting two interspecific hybrid collections were hemizygous for 4,792 genes.

The hemizygote collections were screened for non-complementation using the following conditions: 1) YPD at room temperature, 30°C, 35°C and 37°C; 2) CM with 0.5 mM copper sulfate at room temperature; and 3) YPD with 10% ethanol at 30°C. Pictures of plates were taken on the second and fifth day of incubation using a Nikon D3100 camera. Colonies that were visually smaller than wild-type (represented by most of the hemizygotes on the same plate) on day 5 were scored as sensitive, ranging from no growth to slightly sensitive growth. For heat, copper, and ethanol stresses, respectively, we found 145, 137, and 26 non-complemented genes from the BY4741 (MATα) cross and 221, 134, and 19 from the BY4742 (MATα) cross, resulting in an intersection of 80, 13, and 2 genes.

Respiration-deficient strains (petites) were identified by plating the haploid deletion collection strains on YPGly at 30°C. To estimate the rate of temperature-sensitive deletions, we sampled six plates (~2.3k strains) from the haploid deletion collections and assayed their growth on YPD plates at room temperature and 37°C. The rate of heat-sensitive deletions in the subsample was 78/2251.

Validation of non-complementing genes

We first repeated the non-complementation test in another strain background. We made deletions of candidate genes (HFA1 for heat; TDA1, TDA9, GGC1, TDA4, RPL39, ADD66, YOL075C, CUP2, and CAJ1 for copper) by KanMX in an S. cerevisiae strain YJF173 in the same
way as the deletion collection, with the exception that the coding region of \textit{HFA1} was defined according to (Suomi et al. 2014). The knockout strains were then crossed to a \textit{S. uvarum rho}⁰ strain (YJF2760). Phenotypes of the hemizygotes were assessed at the same conditions as in the screen, and only phenotypes of \textit{HFA1} and \textit{CUP2} were replicated.

Reciprocal hemizygotes were generated for \textit{HFA1} and \textit{CUP2}. Orthologs of \textit{S. cerevisiae} \textit{HFA1} and \textit{CUP2} were knocked out in \textit{S. uvarum} strain YJF1450 with \textit{KanMX}. The orthologs were defined according to (Scannell et al. 2011); for \textit{HFA1}, we included an extra 477 bp upstream of the ATG for the \textit{S. uvarum} allele, based on translation from a non-AUG start codon at position -372 in \textit{S. cerevisiae} (Suomi et al. 2014). The \textit{S. uvarum} deletion strains were then crossed to \textit{S. cerevisiae} (YJF173), and the resulting hemizygotes were genotyped by PCR and found to carry \textit{S. cerevisiae} mtDNA. Phenotypes of the two reciprocal hemizygotes were assessed on the same plate, under the same conditions as in the screen.

\textit{Interspecific hybrids with reciprocal mitotypes}

Interspecific hybrids with reciprocal mitotypes were generated by crossing a \textit{rho}⁺ strain from one species to a \textit{rho}⁰ strain from another species. Two \textit{rho}⁰ colonies from each strain were crossed to control for possible mutagenic effects of the ethidium bromide treatment. Mitotype was confirmed by PCR using primers targeting the tRNA clusters in mtDNA (forward 5’-CCATGTTCAAATCATGGAGAGA-3’, reverse 5’-CGAACTCGCATCATTGAATTTGG-3’; 95°C 2min; 95°C 30s, 50°C 30s, 72°C 30s for 30 cycles; 72°C 5min). The expected product sizes are 167 bp for \textit{S. cerevisiae}, 131 bp for \textit{S. paradoxus}, 218 bp for \textit{S. kudriavzevii}, and 100 bp for \textit{S. uvarum}. 
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Crosses with mitochondrial knockouts

*S. uvarum* strain YJF2600 (*MAT*α*hoΔ::NatMX trp1Δ::hphMX4*) and YJF2601 (*MAT*α*hoΔ::NatMX trp1Δ::hphMX4*) were crossed to previously constructed *S. cerevisiae* mitochondrial knockout strains (Steele et al. 1996; Bonnefoy and Fox 2000; Perez-Martinez et al. 2003; Rak et al. 2007; Ding et al. 2009; Rak and Tzagoloff 2009). *S. cerevisiae* strains with wild-type mtDNA were crossed in parallel as control. *MAT*a and *MAT*α strains were mixed on YPD and incubated at room temperature overnight. The mating mixtures were either replica-plated (initial trial) or resuspended in sterile water and plated (second trial) onto YPGly. The YPGly plates were incubated at 37°C for 7-10 days to select for 37°C-respiring recombinants. The mating mixtures of *cox2Δ* and *cox3Δ* crosses were also plated to CM-trp-his-leu-lys-ura at room temperature to select for diploid hybrids, which allowed us to estimate the recombination rate to be around 0.05-0.1%. 37°C-respiring colonies were picked and streaked on YPD at room temperature for single colonies. For the initial trial, the 37°C-respiring cells were streaked on YPD twice. For the *cox1Δ* and *atp6Δ* crosses, the plates were left at room temperature for 3 days after 7 days at 37°C incubation and colonies growing from the recovery period were also picked and streaked. We also tried selecting for recombinants at 33°C and 35°C for the crosses with *cobΔ, atp6Δ* and *atp8Δ* strains, from which we isolated few recombinants at 37°C. However, selection at 35°C did not significantly increase either the number or the size of the recombinant colonies compared to 37°C, and 33°C is too low a temperature to distinguish any heat-tolerant recombinants from non-recombinant *S. uvarum* mtDNA; we thus did not sequence colonies from these selections. As a result, 3+12, 4+48, 3+25, 2+3, 0+7, and 0+1 strains (initial trial + second trial) from the *cox2Δ, cox3Δ, cox1Δ, cobΔ, atp6Δ* and wild-type D273-10B control crosses,
respectively, were generated. The total of 102 strains were subjected to whole genome sequencing and phenotyping.

*Spontaneous mitochondrial recombinants*

*S. cerevisiae* (YJF153, *MATa hoΔ::dsdAMX4*, YPS163 derivative) and *S. uvarum* (YJF1450, *MATα hoΔ::NatMX*, CBS7001 derivative) were mated and streaked onto SDPSer + clonNAT medium to select for diploid hybrids. 384 colonies on the double selection plates were picked and arrayed onto one YPD agar plate and subsequently pinned to YPD and YPGly and incubated at room temperature, 37°C and 4°C. Colony sizes on each plate were scored both manually and quantitatively using ImageJ (Rasband). Strains with recombinant-like temperature phenotypes (r114, r194, r262, r334, r347 and b2), along with two control strains (r21, r23) with typical phenotypes for *S. cerevisiae* and *S. uvarum* mitotypes, respectively, were subjected to whole genome sequencing and phenotyping.

*DNA extraction, library preparation, and sequencing*

For the unselected putative recombinants and their controls (r21, r23, b2, r334, r114, r194, r262, and r347), DNA was extracted using an mtDNA-enriching protocol (see below). For other strains sequenced in this study, genomic DNA was extracted from 22°C YPD overnight cultures inoculated with cells pre-grown on YPGly plates (ZR Fungal/Bacterial DNA MicroPrep kit, Zymo Research).

mtDNA was enriched following a protocol adapted from (Fritsch et al. 2014) and (Wolters et al. 2015). 50ml YPEG (1% yeast extract, 2% peptone, 2% ethanol, 2% glycerol) medium was inoculated with overnight YPD starter cultures, shaken at 300 rpm at 22°C. The
culture was collected at late-log phase (3,000g for 1 min) and the cell pellet was washed twice in 1ml sterile distilled water. The cells were then washed in buffer (1.2M Sorbitol, 50mM Tris pH 7.4, 50mM EDTA, 2% beta-mercaptoethanol) and centrifuged at 14,000 rpm for 3 minutes. The cell pellet was weighed, resuspended in Solution A (0.5M Sorbitol, 50mM Tris pH 7.4, 10mM EDTA, 2% beta-mercaptoethanol, 7ml/g wet weight cells) containing 0.2mg/ml Zymolyase (Zymo Research), and incubated at 37°C, 100 rpm for 45min for osmotic lysis. The suspension was then centrifuged at 4,000rpm for 10min. The supernatant was decanted to a new tube and centrifuged at 14,000 rpm for 15min, to get the crude mitochondrial pellet. The pellet was then incubated in DNase treatment solution [0.3M Sucrose, 5mM MgCl₂, 50mM Tris-HCl pH 8.0, 10mM CaCl₂, 100U/ml RQ1 DNase (Promega), 500ul/g initial wet weight] at 37°C, 100 rpm for 30min to remove nuclear DNA. 0.5M EDTA (pH 8.0) was added to a final concentration of 0.2M to stop the reaction. The mitochondrial pellet was then washed three times by repeated cycles of centrifugation at 15,000 rpm for 10min and resuspension in 1ml solution A to remove DNase, and then resuspended in 400ul Solution B (100mM NaCl, 10mM EDTA, 50mM Tris pH 8) and incubated at room temperature for 30min for lysis. mtDNA was isolated from the solution by phenol-chloroform extraction and ethanol precipitation, followed by a clean-up with DNA clean and concentrator -5 kit (Zymo Research). Alternatively, two samples (r21 and r262) were extracted with ZR Fungal/Bacterial DNA MicroPrep Kit (Zymo Research) by adding the Fungal/Bacterial DNA binding buffer to the lysed mitochondrial fraction and following the rest of the manufacturer protocol. The yield was typically 10-20ng/g wet weight cells and provided 10- to 100-fold enrichment of mitochondrial reads.

Paired-end libraries were prepared with Nextera DNA Library Preparation Kit (Illumina) with a modified protocol. Briefly, 3-5 ng DNA was used for each sample and the tagmentation
reaction was performed at a ratio of 0.25ul tagmentation enzyme/ng DNA. The tagmented DNA was amplified by KAPA HiFi DNA polymerase for 13 cycles (72°C 3min; 98°C 5min; 98°C 10s, 63°C 30s, 72°C 30s for 13 cycles; 72°C 5min). The PCR reaction was then purified with AMPure Beads. Paired-end 2x150 Illumina sequencing was performed on a MiniSeq by the DNA Sequencing Innovation Lab in the Center for Genome Sciences and System Biology at Washington University. 96 recombinants generated in the second trial of the mitochondrial mutant crosses were subsequently re-sequenced on a NextSeq 500 at Duke Center for Genomic and Computational Biology for deeper coverage. The NextSeq reads and MiniSeq reads were combined in the analysis. The reads were deposited at the Sequence Read Archive under accession no. SRP155764.

Mitochondrial genome assembly

The *S. uvarum* mitochondrial genome was assembled from high-coverage sequencing of r23. Before assembly, we confirmed that it carried a non-recombinant *S. uvarum* mitochondrial genome by mapping the reads to CBS380 (Okuno et al. 2016), an *S. eubayanus × S. uvarum × S. cerevisiae* hybrid that inherited the mitochondria from *S. uvarum*. To assemble the mitochondrial genome, reads were first cleaned with trimmomatic (Bolger et al. 2014) to remove adapters. They were then assembled using SPAdes assembler (Bankevich et al. 2012), included in the wrapper iWGS (Zhou et al. 2016), to produce contigs. Contigs were scaffolded to produce the final assembly through comparison with the output assembly of MITObim (Hahn et al. 2013). The assembly was annotated with MFannot Tool (http://megasun.bch.umontreal.ca/RNAweasel); *ORF1* (F-SceIII) annotation was added manually using Geneious R6 (Kearse et al. 2012). The assembled r23 mitochondrial genome is 64,682 bp and has a total of 5,874 gapped bases.
(GenBank accession no. MH718505). Most gaps are in the intergenic regions, one gap is in \textit{VARI}, and 3 small gaps are in the introns of \textit{COB}. The r23 mitochondrial genome is 99\% identical to CBS380, based on BLAST results.

\textit{Read mapping and allele assignment of recombinants}

Illumina reads were mapped to a reference that combined the mitochondrial genomes of \textit{S. cerevisiae} (S288C-R64-2-1) and \textit{S. uvarum} (r23 mitochondria assembled in this study), using end-to-end alignment in Bowtie 2 (Langmead and Salzberg 2012). Duplicated reads and reads with high secondary alignment scores (XS>=AS) or low mapping quality (MQ < 10) were filtered out. Using this method, reads from hybrids with non-recombinant \textit{S. cerevisiae} or \textit{S. uvarum} mtDNA were >99.9\% correctly mapped to their reference genomes (49,496/49,504 for \textit{S. cerevisiae}, 161,712/161,714 for \textit{S. uvarum}). To characterize aneuploidy and the ratio of mitochondrial to nuclear reads, the reads were re-mapped to a reference file combining \textit{S. cerevisiae} (S288C-R64-2-1) and \textit{S. uvarum} (Scannell et al. 2011) reference genomes, using the same method. Coverage of nucleotide positions and of chromosomes was generated by \textit{samtools depth} and \textit{samtools idxstats}, respectively.

For data visualization and identification of recombination breakpoints, we assigned allele identity for each nucleotide in orthologous regions in the two reference mitochondrial genomes. The total length of orthologous sequences is 16.5kb (nucmer alignment) and contains mostly coding and tRNA sequences. After removing sites with no coverage in control strains, 12.6k nucleotide positions were subjected to data visualization and allele calling. We called the allele identity of a given nucleotide position based on the ratio of reads that mapped to the \textit{S. cerevisiae} reference allele to the total number of reads that mapped to the two orthologous alleles.
(rsc=sc/(sc+su)): rsc of 1 (or no lower than the non-recombinant *S. cerevisiae* mtDNA control) was called *S. cerevisiae*, rsc of 0 (or no higher than the non-recombinant *S. uvarum* mtDNA control) was called *S. uvarum*, rsc > 0 and < 1 were called mixed. Sites without coverage of either allele were treated as missing data. A relaxed threshold was used in data visualization to account for noise in read mapping (rsc >0.9 was called *S. cerevisiae*, labeled as “sc-90”; rsc <0.1 was called *S. uvarum*, labeled as “su-90”). Using this method, a total of 90 sequenced strains were confirmed to be recombinants.

For quantifying the effect size of *S. cerevisiae* alleles, we counted the number of reads mapped to each protein-coding gene, tRNA and rRNA by htseq-count. For each gene, we tested the allele effect across 90 recombinants using a linear model: *phenotype ~ allele + petite*, where *allele* is the ratio of *S. cerevisiae* reads for a given gene and *petite* is the empirically determined petite rates (see below). Because we used the ratio of *S. cerevisiae* reads to represent allele identity, the model does not assume dominance; a heterozygous individual (i.e. read ratio = 0.5) should have an intermediate phenotype. P-values were extracted from the models and adjusted by the false discovery rate (Benjamini & Hochberg method) to correct for multiple comparisons. While the p-value for the *petite* term is significant in some models, its effect was always estimated to be positive. Because high petite rates should lead to small colonies, we do not consider petite rate to significantly contribute to the phenotype. Additionally, aneuploidy and mtDNA copy number variation were present in several recombinants, but the addition of the two variables to the model did not change the effect size and significance of the *allele* term (*phenotype ~ allele + petite+ aneuploidy + copy*, where *aneuploidy* is a binary variable indicating presence/absence of chromosomal duplication and *copy* is the ratio of mitochondrial to nuclear reads).
The unselected putative recombinants were sequenced to high coverage, so we generated contigs and assemblies as in “Mitochondrial genome assembly”. The contigs were mapped to *S. cerevisiae* (r21) and *S. uvarum* (r23/CBS380/CBS7001) assemblies in Geneious R6 to identify the breakpoints. For the recombinants of lower quality assemblies (r194, r347, and b2), the contigs were mapped to the best recombinant assembly r114 to improve recombinant construction. Results were confirmed by retaining the Illumina reads from the mitochondrial genome, using both reference mitochondrial genomes as baits in HybPiper (Johnson et al. 2016) and mapping them to the reference mitochondrial genomes using Geneious R6.

*Recombinant phenotypes*

Recombinant strains were first grown on YPGly plates to enrich for respiring cells, then in liquid YPD shaken at room temperature overnight. The overnight culture was diluted 1:10⁵, spread on YPD and YPGly plates and incubated at 22°C, 37°C, or 4°C. Pictures of plates were taken on the 5th day for 22°C and 37°C YPD plates, on the 6th day for 22°C and 37°C YPGly plates and on the 68th day for 4°C YPD and YPGly plates. Colony sizes on YPGly plates were acquired by the *Analyze Particles* function in ImageJ (Rasband). Non-single colonies were filtered out both by manually marking problematic colonies during analysis and by roundness threshold (roundness > 0.8 for non-petite colonies). For each strain, sizes of all the non-petite colonies (colony size > 200 units) were averaged; if no cells were respiring at a given condition, the average of all the (micro)colonies was used instead. Petite rates of the overnight cultures were recorded by counting big/small colonies on 22°C YPD and normal/micro colonies on 22°C YPGly plates, and the two values were averaged. Control strains carrying wild-type *S. cerevisiae* or *S. uvarum* mtDNA in the background of D273-10B × CBS7001 were phenotyped in parallel.
Initially the ~90 strains were phenotyped in three batches. We accounted for the batch effect for the 37°C data by picking 3-4 strains from each batch and repeating the phenotyping process on the same day at 37°C. Linear models between old data and new data were generated for each batch separately and were used to adjust for an overall batch effect. The 22°C colony sizes were not adjusted.

**Mitochondrial allele replacement**

Mitochondrial transformation was performed as previously described (Bonnefoy and Fox 2001) (Fig. S3-6). Intronless mitochondrial alleles were synthesized by Biomatik. The alleles were Gibson-assembled into an ARG8m-baring pBluescript plasmid, such that the mitochondrial allele is flanked by 69 bp and 1113 bp ARG8m sequences at its 5’ and 3’ end, respectively (Fig. S3-6C). Sequences of the assembled plasmid were confirmed by Sanger sequencing.

Mitochondrial knockout strains were first transformed with P\textit{GAL}-HO to switch mating types and validated by mating type PCR. In these strains, the target gene was replaced with ARG8m, so our constructs carrying the allele of interest can integrate into their endogenous loci by homologous recombination with ARG8m (Fig. S3-6C).

We bombarded the mitochondrial plasmid and pRS315 (CEN plasmid carrying \textit{LEU2}) into \textit{S. cerevisiae} strain DFS160 (\textit{MAT}α \textit{ade2-101 leu2Δ ura3-52 arg8Δ::URA3 kar1-1, rho0}) (Steele et al. 1996) using a biolistic PDS-1000/He particle delivery system (Bio-Rad) and selected for Leu+ colonies on MM plates. The colonies were replica-mated to the mitochondrial knockout strains at 30°C for 2 days. The mating mixtures were replica-plated to YPGly plates and incubated at 30°C. YPGly+ colonies were streaked on YPD and mating types were determined by PCR. We also isolated the DFS160-derived parent strains that gave rise to the
YPGly+ colonies from the master plates. For *S. cerevisiae COX1* and *COB* alleles, the parent strains were re-mated to the knockout strains for confirmation.

The YPGly+ colonies carry a mitochondrial genome with the allele of interest integrated at their endogenous loci. Because of the *kar1-1* mutation in DFS160, we were able to isolate YPGly+ colonies that are diploid, *MATα* haploid, or *MATα* haploid. We crossed the *MATα* transformant (D273-10B background) to an *S. uvarum rho0* strain (YJF2760). The hybrid strain and the diploid *S. cerevisiae* strains directly obtained from the mitochondrial transformation were phenotyped at room temperature, 37°C, and 4°C on YPD and YPGly by spot dilution assays. The allele identity of all the phenotyped strains was confirmed by PCR and restriction digest.
Chapter 4: Multiple changes underlie allelic divergence of *CUP2* between *Saccharomyces* species.
Abstract

Under the model of micromutationism, phenotypic divergence between species is caused by accumulation of many small-effect changes. While mapping the causal changes to single nucleotide resolution could be difficult for diverged species, genetic dissection via chimeric constructs allows us to evaluate whether a large-effect gene is composed of many small-effect nucleotide changes. In the non-complementation screen described in Chapter 3, I found allele difference of *CUP2*, a copper-binding transcription factor, underlie divergence in copper resistance between *S. cerevisiae* and *S. uvarum*. Here, I tested whether the allele effect of *CUP2* was caused by multiple nucleotide changes. By analyzing chimeric constructs containing four separate regions in the *CUP2* gene, including its distal promoter, proximal promoter, DNA binding domain and transcriptional activation domain, I found that all four regions of the *S. cerevisiae* allele conferred copper resistance, with the proximal promoter showing the largest effect, and that both additive and epistatic effects are likely involved. These findings support the model of micromutationism and suggest an important role of both protein coding and *cis*-regulatory changes in evolution.
Introduction

Our view of the genetic architecture of evolution could be biased by the resolution of genetic analysis. While many mapping studies identified large-effect genes underlying evolution, they are not necessarily caused by large-effect mutations (Rockman 2011): over a long evolutionary timescale, multiple small-effect nucleotide changes could accumulate in one gene, as suggested by the model of micromutationism. This view is supported by recent dissection of large-effect loci (McGregor et al. 2007; Frankel et al. 2011; Engle and Fay 2012) (reviewed in (Martin and Orgogozo 2013)). However, there are also examples of a few nucleotide changes causing large phenotypic effects, e.g. (Prud’homme et al. 2006; Nagy et al. 2018). A complete understanding of the genetic architecture of species divergence should include more intragenic fine-mapping studies, which will also provide insight on the relative contribution of cis-regulatory and coding changes and the prevalence of epistasis in evolution.

Using a genome-wide non-complementation screen, we previously found that divergence of CUP2 contributed to evolution of copper resistance in Saccharomyces species. S. cerevisiae can tolerate high concentration of copper sulfate, a stress associated with vineyard environment. Although the level of copper resistance is variable among S. cerevisiae strains (Fay et al. 2004; Kvitek et al. 2008), its relatives, S. paradoxus and S. uvarum, are usually copper sensitive (Kvitek et al. 2008; Dashko et al. 2016). Through non-complementation and reciprocal hemizygosity test, we found that the S. cerevisiae CUP2 allele conferred higher copper resistance compared to the S. uvarum allele. CUP2 encodes a copper-binding transcription factor and regulates Cup1p, a major copper-activated metallothionein in yeast (Buchman et al. 1989). Previous studies showed that CUP2 is essential for S. cerevisiae’s copper resistance (Thiele
1988; Welch et al. 1989; Jin et al. 2008) and was involved in intraspecific variation (Kim et al. 2012). The sequences of *S. cerevisiae* and *S. uvarum* *CUP2* are substantially diverged (71.1% identical), making it difficult to map individual nucleotide substitutions. Thus, we dissected the effect of *CUP2* allele using chimeric constructs. We found that copper-resistant nucleotide changes are distributed throughout the gene, with cis-regulatory changes having a larger effect the coding changes.

**Materials and Methods**

*S. cerevisiae* strains in the S288C background and *S. uvarum* strains in the CBS7001 background (Scannell et al. 2011) were used in this study. The *S. uvarum* genome sequence and annotations were from Scannell et al. (2011). *CUP2* was knocked out with *KanMX4* in *S. cerevisiae* (YJF173, *MATα ho- ura3-52*) and *S. uvarum* (YJF1450, *MATα hoΔ::NatMX*), respectively. Transformations in this study followed a standard lithium acetate procedure (Gietz et al. 1995), with the modification that room temperature and 37°C was used for incubation and heat shock of *S. uvarum*, respectively. Unless otherwise noted, *S. cerevisiae* was maintained at 30°C on YPD (1% yeast extract, 2% peptone and 2% dextrose) while *S. uvarum* and *S. cerevisiae* × *S. uvarum* hybrids were maintained at room temperature.

Chimeric constructs were generated by Gibson assembly (Gibson et al. 2009). Promoters were defined from the end of the 5’ ORF (*PMRI*) to the start codon of *CUP2*. CDS was defined from the start codon of *CUP2* to the stop codon, and our constructs also included the 3’ non-coding region. To further dissect the effects of the promoter and CDS, the promoter was split at nucleotide position -291 for *S. cerevisiae* and its homologous position at -283 for *S. uvarum*. The CDS was split at position +367 for both alleles, based on the previously defined DNA binding
domain and transactivation domain (Buchman et al. 1989) (Fig. 4-1A). All positions are relative to the start codon of CUP2.

Segments of CUP2 were PCR-amplified from S. cerevisiae or S. uvarum genomic DNA with Q5 polymerase (New England Biolabs). Promoter and CDS segments from different species were Gibson-assembled into pRS306 to generate promoter-swaps. Full-length S. cerevisiae and S. uvarum CUP2 alleles were assembled in parallel for controls. An S. cerevisiae oak allele was included for comparison, which was amplified from genomic DNA of YJF153 (MATα hoΔ::dsdAMX), a YPS163 derivative. To split the promoter or CDS, the segments of interest were assembled into pRS306-derived plasmids pXL07 or pXL05, which respectively carry the full-length S. cerevisiae or S. uvarum allele, to replace the segment in the original allele. All constructs were Sanger-sequenced; one of the chimeras (CCUC) carried a deletion of A in a stretch of 14As in the S. cerevisiae promoter, but it did not seem to cause deleterious effects in the phenotypic assays.

The plasmids were linearized with BstBI (CUP2 constructs) or StuI (vector control) and integrated into the ura3 locus of S. cerevisiae CUP2 knockout strain YJF2872 (MATα ho- ura3-52 cup2Δ::KanMX4). The integrated strains were backcrossed to an S. cerevisiae strain YJF175 (MATα ho- ura3-52) and sporulated to remove any second-site mutations. The resulting haploid S. cerevisiae strains carrying the CUP2 deletion and chimeric constructs were then crossed to an S. uvarum CUP2 knockout YJF2917 (MATα hoΔ::NatMX cup2Δ::KanMX4). The final interspecific hybrid was null for both S. cerevisiae and S. uvarum alleles at their endogenous loci and carried chimeric or full-length constructs at the ura3 locus. The hybrids were genotyped by PCR and found to carry S. cerevisiae mitochondrial DNA.
Growth curves in copper-supplemented media were recorded by a BioTek microplate reader. Three biological replicates were used for each strain. Overnight cultures were 1:100 diluted into 200 ul complete media (CM, 0.3% yeast nitrogen base with amino acids, 0.5% ammonium sulfate, 2% dextrose) supplemented with 0, 0.2 or 0.5mM copper sulfate in a 96-well plate. The plate was incubated at room temperature (25-26°C), with the optical density (OD) at 600nm taken every 10min for 40h. The plate was shaken for 20s before each OD reading. To quantify growth differences, area under curve (AUC) was measured as the integral of the spline fit of growth curves using the grofit package (Kahm et al. 2010) in R. Copper resistance was represented by normalized AUC (nAUC), the AUC of copper treatments divided by the mean of AUC of the same strain under CM treatments.

Linear models were used to analyze the effects of each region. Data of the oak allele and the vector control were excluded in the models. The sum of nAUC across the two concentrations (snAUC) was used to represent copper resistance of each strain. The data were fit to two models: 1) \( snAUC \sim R1 + R2 + R3 + R4 \), to analyze the additive effects of region 1 to 4 (\( R1 \) to \( R4 \)); 2) \( snAUC \sim (R1 + R2 + R3 + R4)^2 \), to analyze both additive and epistatic effects. \( R1 \) to \( R4 \) were categorical variables (C or U). P-values were extracted from the models and were adjusted by false discovery rate (Benjamini and Hochberg method) to correct for multiple comparisons.
**Figure 4-1. Design of CUP2 chimeras.**

A. Diagram of CUP2 gene, with black lines representing non-coding regions and boxes representing coding regions. The alleles were split into 4 regions (1-4). Region 2 contains a putative REB1 binding site and region 3 contains the DNA binding domain (DBD) (Buchman et al. 1989), including a 40-residue zinc module (Turner et al. 1998) and a ~60 residue copper regulatory domain (Graden et al. 1996). The diagram is drawn to scale of the S. cerevisiae allele, with the length of S. cerevisiae (sc) and S. uvarum (su) regions indicated below. Sequence identity is based on MUSCLE alignments, without counting gaps.

Region 4 includes the 3' half of the coding sequence and the 3' intergenic sequence, of which the sequence length and identity was separately indicated in the parentheses. B. S. cerevisiae (C, red) and S. uvarum (U, blue) segments were assembled into 10 chimeric constructs, including promoter-swaps (left), different S. uvarum regions inserted into the S. cerevisiae allele (middle), and different S. cerevisiae regions inserted into the S. uvarum allele (right).
Results

*S. cerevisiae CUP2* was shown to confer higher copper resistance than the *S. uvarum* allele by a reciprocal hemizygosity test. The two alleles share 71.1% sequence identity, with hundreds of nucleotide substitutions across the coding and non-coding regions. To understand whether the allele differences result from multiple nucleotide changes and the relative contribution of coding and *cis*-regulatory changes, we generated chimeric constructs between *S. cerevisiae* and *S. uvarum CUP2* alleles (Fig. 4-1) and integrated them into the *ura3* locus in *S. cerevisiae*. Copper resistance of the constructs was measured in a hybrid of *S. cerevisiae* and *S. uvarum*, in which the endogenous *CUP2* alleles were knocked out. The hybrid background was used in accordance with the reciprocal hemizygosity test, and the effects of chimeras were the same in *S. cerevisiae* (Fig. S4-1). The resistance of chimeras generally correlated with the number of *S. cerevisiae* segments in the constructs (Fig. 4-2). The *S. cerevisiae* promoter conferred higher resistance than the CDS (grey). The chimeras that split within the promoter or CDS regions further mapped the largest effect to the 3’ half of the *S. cerevisiae* promoter (the UCUU construct), while the other three *S. cerevisiae* regions tested also conferred low-to-moderate levels of resistance when inserted into the *S. uvarum* allele (light blue, left panel), suggesting that multiple nucleotide changes underlie the allele effect of *CUP2*. While the combination of any three *S. cerevisiae* segments was sufficient to confer resistance to the 0.2mM copper treatment (orange), these chimeras showed various levels of sensitivity to 0.5mM, also consistent with a model of multiple changes.

The effect sizes of individual regions depended on the context, suggesting epistasis. For example, the *S. cerevisiae* distal promoter (region 1) and the C-terminal coding sequence (region
4) showed small effects when inserted into the *S. uvarum* allele (CUUU and UUUC, light blue), but replacing the *S. cerevisiae* region 1 and 4 with *S. uvarum* greatly reduced copper resistance (UCCC and CCCU, orange).

We also included a full-length *CUP2* allele from a copper-sensitive *S. cerevisiae* oak isolate for comparison. The oak allele has 12 nucleotide differences from the S288C allele used in the chimeras. While the oak allele showed a modest sensitivity to 0.5mM copper treatment, it was much more resistant than the *S. uvarum* allele (Fig. 4-2, right panel), suggesting that *S. cerevisiae CUP2* might have acquired many copper-resistant changes since the divergence with *S. uvarum*.

**Figure 4-2. Copper resistance of chimeric constructs.** *S. cerevisiae × S. uvarum* hybrids carrying the chimeric constructs were grown in labeled copper concentrations and their resistance was measured by area under curve (AUC) of OD$_{600}$ growth curves, normalized to their
growth in complete media. Points represent the mean of three biological replicates and error bars represent 95% confidence interval. The colors are based on the number of S. cerevisiae segments in the chimeras (red = 4, orange = 3, grey = 2, light blue = 1, blue or black = 0).

We used linear models to quantify the effect sizes and test for possible epistatic interactions (Table 4-1). We found that the model accounting for epistatic effects explained the data better than the model with only additive effects (0.974 vs. 0.839 for adjusted R-squared, p=1.94E-10 in ANOVA). In the epistatic model, all four S. cerevisiae regions had significant effects on copper resistance, with region 2 showing the largest effect. Positive epistasis was detected between region 1 and 4, which corresponded to the high resistance of constructs CUCC and CCUC (Fig. 4-2, right panel). Region 1-2 and 2-3 showed modest negative interactions. These findings suggest that both changes with additive and epistatic effects contributed to the divergence of CUP2 alleles.

Table 4-1. Additive and epistatic effects of S. cerevisiae CUP2 regions on copper resistance.

<table>
<thead>
<tr>
<th>Region*</th>
<th>Additive model</th>
<th>Epistatic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>0.138</td>
<td>0.0841</td>
</tr>
<tr>
<td>1</td>
<td>0.479</td>
<td>3.11E-06</td>
</tr>
<tr>
<td>2</td>
<td>0.515</td>
<td>1.33E-06</td>
</tr>
<tr>
<td>3</td>
<td>0.274</td>
<td>0.00267</td>
</tr>
<tr>
<td>4</td>
<td>0.527</td>
<td>1.33E-06</td>
</tr>
<tr>
<td>1*2</td>
<td>-0.339</td>
<td></td>
</tr>
<tr>
<td>1*3</td>
<td>0.0754</td>
<td></td>
</tr>
<tr>
<td>1*4</td>
<td>0.594</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2*3</td>
<td></td>
<td>-0.232</td>
</tr>
<tr>
<td>2*4</td>
<td></td>
<td>NA</td>
</tr>
<tr>
<td>3*4</td>
<td></td>
<td>0.0381</td>
</tr>
</tbody>
</table>

* Regions were defined as in Fig. 4-1A. The asterisks indicate interactions.

† P-values were adjusted by the false discovery rate (Benjamini and Hochberg method).

**Discussion**

Evolution can occur through accumulation of many small-effect changes, but mapping small-effect changes can be technically challenging (Orr 2001). In the present study, we tested whether a relatively large effect on copper resistance caused by CUP2 allele divergence is a consequence of multiple nucleotide changes. By splitting the CUP2 gene into four regions and measuring their effects via chimeric constructs, we found that the CUP2 allele difference was caused by accumulation of multiple small-to-medium effect changes, with the proximal promoter region showing the largest effect.

*Multiple changes with small effects*

Our findings support the micromutationism view that evolution involves many small-effect changes. All four regions tested conferred copper resistance with various effect sizes, suggesting that the copper-resistant nucleotide substitutions are distributed throughout the CUP2 gene. The largest effect was mapped to the proximal promoter. The promoter effect was unlikely to be caused by changes in transcription factor binding sites: there was only one putative REB1 binding site in the CUP2 promoter (YetFasCo database, (De Boer and Hughes 2012), Fig. 4-1A), and it is conserved across Saccharomyces species. The large effect of CUP2 promoter supports
the previously suggested prominent role of *cis*-regulatory changes in long-term evolution (Stern and Orgogozo 2008). While *cis*-regulatory changes were often found to underlie morphological evolution, the example of *CUP2* along with several prior studies demonstrated that they are also important to physiological traits in yeast (Gerke et al. 2009; Engle and Fay 2012; Roop et al. 2016).

*Cup2p* consists of an N-terminal DNA binding domain (region 3) and a C-terminal transcriptional activation domain (region 4) (Buchman et al. 1989), with the former being more conserved (Fig. 4-1A). We found that the DNA binding domain of *S. cerevisiae* conferred moderate copper resistance when inserted into the *S. uvarum* allele. The gain of copper resistance could be due to changes in binding affinity to the *CUP1* promoter. The N-terminal of Cup2p is suggested to bind DNA via a zinc module and a copper-regulatory domain (Graden et al. 1996) (Fig. 4-1A), both of which contain amino acid differences between the two species. Further dissection of this region would help understand the molecular mechanism of *CUP2*-mediated copper resistance. However, these dissections are expected to become increasingly difficult under the micromutational model.

While all four regions showed different levels of additive effects, the context-dependent effect sizes of individual regions suggest epistasis. The *S. cerevisiae* region 1 and 4 showed small effects when inserted into the *S. uvarum* allele but large effects when replaced by the *S. uvarum* regions (Fig. 4-2, light blue vs. orange). It is possible that these two regions of *S. cerevisiae* contain large-effect copper-resistant changes that depend on the presence of other *S. cerevisiae* regions. Alternatively, the *S. cerevisiae* region 1 and 4 may only contain small-effect changes, and the sensitivity of the UCCC and CCCU constructs was caused by deleterious effects of the *S. uvarum* regions. Our data could not distinguish these two possibilities, although
the linear model suggested that synergistic epistasis between the *S. cerevisiae* region 1 and 4 could be the best explanation (Table 4-1).

*Evolution of copper resistance*

The evolutionary history of *CUP2* might shed light on evolution of copper resistance in *S. cerevisiae*. The *CUP2* coding sequences did not exhibit signatures of positive selection according to site-specific dN/dS models (Scannell et al. 2011) or McDonald-Kreitman tests (Doniger et al. 2008). However, it showed significant heterogeneity in the dN/dS ratio across *Saccharomyces* lineages (p=0.00523 compared to a model of fixed rates), with the *S. cerevisiae* lineage showing the highest ratio (0.562), suggesting variation in selection pressure across lineages (Scannell et al. 2011). The gain of copper resistance of *S. cerevisiae* has been associated with its adaptation to vineyard environment, where copper has been used as a fungicide (Mortimer 2000). While this trait is variable within *S. cerevisiae*, suggesting recent adaptation, most tested strains of *S. paradoxus* and *S. uvarum* are sensitive (Kvitek et al. 2008; Dashko et al. 2016). Therefore, *S. cerevisiae* might have acquired copper-resistant changes since its divergence from the two species, prior to adaptation of wine strains to the vineyard. This view is supported by the observation that the *S. cerevisiae* oak allele showed much higher copper resistance than the *S. uvarum* allele of *CUP2*. While variation of copper resistance within *S. cerevisiae* was largely attributed to copy number variation of *CUP1* and *CUP2* (Fogel and Welch 1982; S.L. Chang et al. 2013), the interspecific divergence may have a more complex genetic architecture. We showed that multiple changes in *CUP2* contribute to copper resistance in the present study, but the sum of their effects did not account for the total difference between *S. cerevisiae* and *S.*
*uvarum* (Chapter 3). Fully elucidation of the genetic basis of copper resistance would require further genetic analysis between *Saccharomyces* species.
Chapter 5: Comparative thermal tolerance of S. *cerevisiae* and *S. uvarum*.

Part 3 of this chapter was done in collaboration with Ping Liu, Kim Lorenz and Justin C. Fay.
Abstract

Divergence in growth temperatures between *S. cerevisiae* and *S. uvarum* has been well characterized, while survival at lethal heat shock temperatures is a related trait that may share genetic determinants with high temperature growth. In this chapter, I first describe my characterization of heat shock survival of the two species at near-lethal temperatures (40-50°C). I found that *S. uvarum* showed lower survival rates than *S. cerevisiae* during heat shock treatments, which mirrors its sensitivity to grow at high temperatures. Consistent with the divergence in heat shock survival, trehalose synthesis was induced in *S. uvarum* at a lower temperature than *S. cerevisiae*. While supplementing oleic acid slightly increased *S. uvarum*’s heat shock survival, the small effect suggests the heat sensitivity of *S. uvarum* cannot be simply explained by a difference in membrane lipid composition. Finally, we performed a genome-wide screen for *S. cerevisiae* genes that can enhance *S. uvarum*’s growth at high temperature using a molecular barcoded yeast (MoBY) ORF library. The screen was found to be confounded by an interaction between plasmid burden and temperature, but a screening strategy with repeated heat shock might potentially solve the problem. Taken together, the comparison between *S. cerevisiae* and *S. uvarum* in their heat shock survival and related physiological processes suggest that the two species diverged in signaling processes upstream of heat shock pathways and the divergence is likely to have a polygenic basis.

Introduction

In the preceding chapters, my study on heat tolerance has been primarily focused on the yeasts’ ability to reproduce at high temperature such as 37°C, often termed high-temperature growth (Htg) in the literature (Sinha et al. 2008). Heat tolerance can also be evaluated by the ability to survive exposure to a sudden lethal heat shock (HS), termed thermotolerance (Verghese et al. 2012). Most studies on thermotolerance have focused on acquired thermotolerance, which refers to a gain in survival at lethal temperatures after exposure to mild heat such as 37°C. Genes required for Htg, intrinsic thermotolerance (survival of lethal HS without prior exposure to mild heat) and acquired thermotolerance have limited overlaps according to a deletion screen (Jarolim et al. 2013), but there are shared molecular players among the three processes, particularly the genes involved in the heat shock response. For example, induction of heat shock proteins such as SSA1, SSA2, and HSP104 can protect S. cerevisiae at lethal HS temperatures, while SSA1 and SSA2 in combination are also essential to 37°C growth (Craig and Jacobsen 1984). Disruption of genes in the cell wall integrity (CWI) pathway, Hsp90 cochaperones and heat shock transcription factor HSF1 similarly causes sensitivity to 37°C (Verghese et al. 2012).

Despite these correlations in mutant studies, few studies have examined the relationship between Htg and HS survival in natural populations or different species. One study found that S. cerevisiae × S. uvarum F2 recombinants evolved under 31-46.5°C also showed increased survival at 48°C, demonstrating the two traits are likely linked; it was also the first study to
report *S. uvarum*’s hypersensitivity to 48°C (Piotrowski et al. 2012). A detailed characterization of the HS responses at lethal temperatures in *S. cerevisiae* and *S. uvarum* may provide insight in the physiology of thermal divergence and help identify candidate genes.

In addition to the expression of heat shock proteins, trehalose synthesis is another important process induced upon acute heat shock. Trehalose is a nonreducing disaccharide and was suggested to provide thermotolerance by stabilizing proteins and minimizing the effects of desiccation (Verghese et al. 2012), although a recent study provided a piece of contradicting evidence (Petitjean et al. 2015). Given the correlation between cellular trehalose level and thermotolerance, one possible explanation for *S. uvarum*’s thermosensitivity is a defect in the trehalose synthesis pathway. This hypothesis can be tested by quantification of trehalose levels of the two species at heat shock temperatures. Here, I report the characterization of the heat shock responses of *S. cerevisiae* and *S. uvarum* to lethal temperatures, including their survival rates at near-lethal temperatures (40°C to 50°C) and their trehalose content. I find that *S. uvarum* showed higher sensitivity to lethal heat shock temperatures, which mirrors its sensitivity in Htg, but the sensitivities could not be explained by a defect in trehalose synthesis.

**Materials and Methods**

*S. cerevisiae* (YJF153, *MATa hoΔ::dsdAMX4*, YPS163 derivative) and *S. uvarum* (YJF1449, *MATa hoΔ::NatMX*) were grown to mid-log phase at room temperature in liquid YPD. The cultures were aliquoted to 2 ml per tube and shaken at designated heat shock temperatures at 250 rpm for 1 h. Every 15 min, one aliquot was taken out, diluted and plated onto YPD agar plates. OD readings were taken at the beginning and the end of the heat shock treatment. Viable cells were counted by colony formation at room temperature after 3-4 days. When there were
approximately the same number of colonies on the treatment plate as the control plate (0 min), colonies were not counted, and the survival rate was recorded as 1. For the 50°C treatment, colonies on the 0 min plate were not counted but estimated by OD readings (assuming 1 OD = 5×10⁷ cells/ml).

Trehalose level was measured at the end of the heat treatment: cells were harvested, washed twice in water and boiled in 200 ul water at 99°C for 10 min. The supernatant was analyzed by a trehalose assay kit (Megazyme) following manufacturer instructions. Trehalose was quantified by changes in 340 nm absorbance (ΔA) caused by NADPH production upon trehalose hydrolysis. Measurements that resulted in a ΔA of less than 0.1 were retreated as no trehalose because they were under the detection limit. Trehalose levels were normalized to dry cell weight, calculated by: cell dry weight (g/L) = 0.2 × OD₆₀₀ (Mahmud et al. 2010).

Results

*S. cerevisiae* and *S. uvarum* was exposed to temperatures ranging from 39°C to 50°C and their survival rate during a 1-hour time course was measured by colony formation (Fig. 5-1). Consistent with the divergence in Htg, *S. uvarum* was more sensitive to heat shock than *S. cerevisiae*. 1 hour exposure to 41°C or above is lethal to *S. uvarum*, while 46°C or above is lethal to *S. cerevisiae*. 15 min at 46°C is sufficient to kill more than 99% of *S. uvarum* cells, but 50°C is needed to kill *S. cerevisiae* within 15 min. Therefore, *S. uvarum* not only cannot divide at high temperatures such as 37°C, but also cannot survive a short exposure to 41-46°C, temperatures at which *S. cerevisiae* is tolerant. It suggests the heat shock response diverged between *S. cerevisiae* and *S. uvarum* in parallel or via the same mechanism as their growth temperature divergence.
Figure 5-1. Heat shock survival of *S. cerevisiae* (sc) and *S. uvarum* (su). Numbers above each panel indicate the heat shock temperatures (°C). Survival is the ratio of alive cells after treatment to the total number of cells (time 0).

I further characterized the heat shock response of the two species by measuring trehalose production after 1-hr heat exposure. Consistent with their different survival rates, trehalose production was induced in *S. uvarum* and *S. cerevisiae* at different temperatures: *S. uvarum* induced trehalose production at 39-41°C, while *S. cerevisiae* did so at 44°C and above. *S. uvarum* did not produce trehalose at 44°C or above, presumably because the high temperatures had an immediate lethal effect on the species. Similarly, the trehalose production in *S. cerevisiae* at 48°C is lower than that at 44°C, reflecting an upper limit of heat shock response.
Discussion

In addition to the divergence in high temperature growth, *S. cerevisiae* and *S. uvarum* diverged in thermotolerance to acute heat shock, with the lethal temperature of *S. uvarum* being 4°C lower than *S. cerevisiae* (44°C vs. 48°C). The temperatures at which trehalose production peaked were also 4°C apart in the two species, suggesting that the divergence in thermotolerance occurred upstream of the trehalose synthesis pathway, likely in the sensing of heat stress. For example, there might be misfolded proteins accumulated in *S. uvarum* that triggered the heat shock response under mild heat conditions. Given *S. uvarum*’s cryotolerance, it is possible that its proteins are adapted to fold at cold temperatures and are unstable at high temperatures. Further comparison of misfolding or thermostabilities of proteins in the two species might help identify the contributors to thermal divergence. In addition, changes in the level of saturation in membrane lipids have also been proposed to trigger heat shock response (Carratù et al. 1996) and
could potentially contribute to the divergence in heat sensing. The role of lipid composition will thus be further examined in Part 2 of this Chapter.

**Part 2. Effects of lipid supplements on thermotolerance.**

**Introduction**

Temperature can significantly impact membrane fluidity: heat makes the membrane more fluid while cold makes it more rigid and viscous (Vigh et al. 1998; Beney and Gervais 2001). To counteract the temperature effect and keep their membrane fluidity at a normal level, organisms living in different thermal environment have evolved different lipid compositions: thermophilic yeasts have a high percentage of saturated fatty acid (SFA) while the mesophilic and psychrophilic yeasts have high levels of unsaturated fatty acid (UFA) (Arthur and Watson 1976). UFAs with unsaturated double bonds make the membrane more fluid and thus could mitigate cold-induced membrane rigidity, while SFAs could help with heat tolerance by stabilizing the membrane. Upon acute heat shock or cold shock, changes in membrane fluidity can also trigger transcriptional response, inducing either protein chaperones (heat shock) or fatty acid desaturase (cold shock) (Carratù et al. 1996; Vigh et al. 1998). Therefore, the lipid composition of cell membrane might be critical to thermal divergence in yeast.

Given the correlation between SFA content and thermotolerance, one may predict that fatty acids with fewer unsaturated double bonds could increase thermotolerance more. Indeed, supplementing the *S. cerevisiae ole1* mutant with oleic acid (C\(_{18:1}\)) rendered higher thermotolerance than with linoleic (C\(_{18:2}\)) and linolenic (C\(_{18:3}\)) acids (subscript indicates the ratio of the number of carbon atoms to the number of unsaturated linkages) (Swan and Watson 1999).
Similar supplementation experiments could be performed with *S. uvarum*, to test whether its thermosensitivity can be rescued to a comparable level as that of *S. cerevisiae*. If so, it would indicate that a difference in membrane lipid composition may be a critical component of thermal divergence between *S. cerevisiae* and *S. uvarum*. In addition to SFA, ergosterol has also been suggested to stabilize membranes against heat and ethanol stresses (Swan and Watson 1998), and its effect on *S. uvarum* will also be tested in this section.

**Materials and Methods**

Overnight cultures of two *S. cerevisiae* strains (YJF153, *MATα hoΔ::dsdAMX4*, YPS163 derivative; YJF641, *MATα ura3Δ leu2Δ his3Δ met15Δ*, BY4741 derivative) and one *S. uvarum* strain (YJF1449) were used to inoculate 5 ml CM with lipid supplements (0.25% or 0.5% Tween 80; 1, 10, or 20 ug/ml ergosterol) in glass tubes. Tween 80 contains 70% oleic acid. The ergosterol-supplemented medium was prepared from a 1mg/ml ergosterol stock solution, which contained 95% ethanol. The cultures were grown at 30°C for 4h to mid-log phase, then aliquoted and placed at 48°C (2 ml) or 30°C (2.5 ml) for 15 min. Cultures in CM without any supplements were diluted and plated onto YPD to examine heat shock effects. Thermotolerance was measured by the amount of growth after heat shock: the treated cultures were 1:10 diluted in fresh CM and grown overnight at room temperature at 1,200 rpm, with their OD̄ taken every 3 min by an iEMS plate reader. *grofit* package (Kahm et al. 2010) in R was used to analyze growth curves, and area under curve (AUC) was used to represent mean growth. Linear model was used to analyze the effects oleic acid or ergosterol concentration and heat shock (HS) on the strains: 

\[
AUC \sim HS + concentration + HS*concentration, \text{ where } * \text{ indicates interaction.}
\]
Results and Discussion

*S. cerevisiae* and *S. uvarum* supplemented with oleic acid and ergosterol was exposed to 48°C for 15min to measure their thermotolerance. This condition was shown to kill more than 70% of cells in a prior experiment (Part 1), but in this experiment, colony counts of non-supplemented cultures indicate approximately 100% of *S. cerevisiae* cells and 43% of *S. uvarum* cells survived, presumably due to differences in pre-treatment conditions (30°C instead of room temperature; different media). The heat shock effects measured from after-shock growth curves were consistent with the colony counts: the HS had a marginal effect on *S. cerevisiae* and a large effect on *S. uvarum* (Fig. 5-3). Therefore, this experiment only allowed me to evaluate the effects of lipid supplements on thermotolerance of *S. uvarum*.

Oleic acid had a general negative effect on growth (p<0.05), but increased *S. uvarum*’s survival after 15min’s heat shock (p=0.0433 for HS * concentration; Fig. 5-3). This provides some evidence that the thermosensitivity of *S. uvarum* is related to low levels of SFA. However, a control treatment with *S. cerevisiae* at its lethal temperature is needed for comparison. Also, the increased thermotolerance of *S. uvarum* remained incomparable to that of *S. cerevisiae*, suggesting *S. uvarum*’s thermosensitivity cannot be simply explained by a difference in membrane lipid composition.

Ergosterol similarly had a negative growth effect on the two *S. cerevisiae* strains (p<0.05). The effect was especially obvious for the 20 ug/ml-48°C treatment (Fig. 5-3). One potential explanation is that ethanol in the ergosterol stock solution caused additional stress, although the negative effect was present even when the data in the 20ug/ml group was excluded.
In terms of its effect on thermotolerance, ergosterol did not increase heat shock survival for either *S. cerevisiae* or *S. uvarum*.

One limitation of the current experimental design is that the actual lipid composition of *S. uvarum* cells was not measured. In both of the previous reports, *S. cerevisiae* lipid auxotrophs (*ole1* and *erg1*) were used in order to maximize the intake of oleic acid or ergosterol, and the lipid composition of treated cells was determined by biochemical methods (Swan and Watson 1998; Swan and Watson 1999). The use of auxotrophs could be important, because the *ole1* strain was found to be highly amenable to changes in membrane lipid composition in a consistent and predictable manner (Swan and Watson 1999). In the current study, it was unknown how much of the supplemented lipids was incorporated into *S. uvarum*, making it hard to evaluate their effects.

**Figure 5-3. Effects of oleic acid (left) and ergosterol (right) on thermotolerance of *S. cerevisiae* (scer_153 and scer_641) and *S. uvarum* (suva_1449).** Thermotolerance was represented by the amount of growth after heat shock (AUC, area under the curve). Error bars represent the standard error of two replicates.
Part 3. Screen for *S. cerevisiae* genes that enhance *S. uvarum*’s heat tolerance in *S. uvarum* using the MoBY-ORF library.

Introduction

Dissecting the genetic basis of species’ differences has been challenging, largely due to reproductive barriers between species. Traditional quantitative genetics approach such as QTL mapping can only be applied to closely related species and it is often limited in statistical power and resolution. Candidate approaches have provided important insight into the molecular mechanisms of evolution, but they often focus on single genes of large effect and do not address questions such as the number of genes involved and the distribution of effect sizes. With the abundant resources and ease of genetic manipulation, yeast offers the ability to design high-throughput screens to systematically dissect the genetic basis of interspecific differences. In Chapter 3, I described a non-complementation screen for genes underlying thermal divergence between *S. cerevisiae* and *S. uvarum*. However, the non-complementation screen does not cover essential genes and cannot identify genes whose effects are masked by other genes in the *S. cerevisiae* genome, i.e. redundant heat-tolerant alleles. An alternative approach is to screen for *S. cerevisiae* genes that enhance heat tolerance in *S. uvarum*. This strategy could cover essential genes and identify any single genes with a detectable additive effect regardless of redundancy, thus complementing the first screen.

We use a previously constructed molecular barcoded yeast ORF library (Ho et al. 2009), hereafter referred to as the MoBY library to screen for *S. cerevisiae* alleles conferring heat tolerance. The MoBY library is a collection of 4,956 centromere-based plasmids, and each plasmid carries one *S. cerevisiae* gene along with two unique oligonucleotide barcodes. The
screening strategy can be combined with next-generation sequencing techniques to achieve higher throughput and resolution. By pooled transformation of the MoBY library and barcode sequencing, we were able to measure the fitness effects of thousands of *S. cerevisiae* genes in *S. uvarum* under various conditions. However, during validation of the candidate genes coming out of the screen, we found that the MoBY plasmids have plasmid burden in *S. uvarum*, that plasmid burden increases with temperature, and that plasmids likely differ in their burden depending on the inserted sequence, thus confound the screening results. A heat-shock based strategy that is independent of cell replication could be considered as an alternative screening approach.

**Materials and Methods**

*Transformation of MoBY-ORF library and pooling*

The MoBY-ORF library was grown following (Ho et al. 2009), pooled and then miniprepped. The pooled plasmids were transformed into competent cells of *S. uvarum* (YJF1449, *MATa hoΔ::NatMX*), prepared according to (Dohmen et al. 1991). The transformation followed the lithium acetate protocol (Gietz et al. 1995) with modified heat shock (37°C) and incubation (23°C) temperatures. Transformants were selected on YPD+G418 plates; a total of 62,000 colonies were pooled for growth competition.

*Growth competition*

The pooled transformants were competed under twelve treatments: 23°C, 30°C, 33°C and each of YPD+G418 with 0, 4, 5 or 6% ethanol. Following overnight culture in YPD+G418 at 30°C, the pooled transformants were inoculated into each treatment condition (OD = 0.1) with three replicates per treatment. Each culture was diluted to OD of 0.1 in fresh medium after 24
and 48 hours; if the OD did not reach 0.1, the culture was resuspended in fresh medium instead. Samples were taken at 0, 24, 48 and 72 hours for barcode-sequencing. Little growth occurred for the cultures in 6% ethanol at 30°C and all cultures at 33°C; the former was removed from further analysis and the latter was only examined for the 72h data. For the remaining samples, OD600 measurements indicated an average of 1.7 to 6.7 doublings per day. A total of 78 samples were subjected to sequencing: 3 (t=0) + 3 timepoints * 2 temperatures * 4 ethanols * 3 replicates – 9 samples of 30°C at 6% ethanol + 12 33°C samples which were only collected at 72h.

**Barcoded sequencing and data analysis**

A combination of twenty 8-mer barcodes and 4 index primers were used for pooled sequencing of all the samples. Each sample was designed to have a unique barcode-index combination. The MoBY uptag and downtag were amplified from each sample at 25 cycles (30 cycles for 15 samples with low DNA concentration), using one barcoded primer targeting the tag and one primer targeting KanMX. Both primers contained homology to Illumina indexing primers. The barcoded PCR products were pooled, and the Illumina indexes were added by a second PCR (20 cycles). After indexing, the pools were combined at equal concentrations and sequenced on a single Illumina HiSeq lane, yielding a total of 222 million reads.

We accepted up to 2 mismatches in the index (7 bp length) and 1 mismatch in the barcode (8 bp) when demultiplexing the data. Constant primer regions adjacent to up/down tags were matched. When matched, we extracted up/down tags and accepted hits if they were up to 7 mismatches (out of 20) from a single MoBY tag. If there were multiple hits for a given number of mismatches, we did not count the read. There were 4938 uptags and 4892 downtags that were usable, a total of 4981 genes. A total of 119 million tags across 78 libraries were usable.
DESeq was used to center and normalize the log transformed data using the 'pooled' variance stabilization. Uptags and downtag counts were combined. 564 genes were removed because of an average of 10 or fewer reads per sample. 622 genes were removed because of 20 or more samples (out of 78) with no reads. These treatments left a total of 4317 genes for analysis and an average of 1.5 million reads per sample (the lowest being 480k) and a median of 145 reads per gene.

The 23°C and 30°C data were fit to two linear models using R: (1) data ~ temp+media+time+temp:time+media:time+temp:media:time; (2) data ~ temp+media+temp:media:time, where a colon indicates an interaction; raw log counts were used as weights in the regression. The second model treats time as a factor rather than numeric, which tested for effects for each combination of temperature and medium. This model doesn't assume a linear relationship of the data over time, e.g. it can go up then down. As a control, we permuted the labels and retested the data. For each of three permutations we identified fewer than 9 false positives for each test at a p-value cutoff of 0.001, as expected for 4317 tests.

The 33°C data only had one timepoint (72h) so we analyzed it separately. We applied the same cutoffs of 9 or fewer average counts and at least 25% of samples having no zero data, leaving 4320 genes in the dataset. We applied two models for all of the 72h data: (1) data ~ temp+media+media:temp; (2) data ~ temp*media, where the second model treats media and temp as factors.

Validation of plasmid phenotype

We examined genes that had significant temperature effects in three models: 1) 22°C and 30°C data, taking temperature as a numeric variable; 2) 22°C and 30°C data, taking temperature
as a factorial variable; 3) 22°C, 30°C and 33°C growth at 72hr, taking temperature as a factor. There were 128 such genes. Using Sanger sequencing we confirmed 80 of 96 selected plasmids to be correct. 78 of the correct plasmids were individually transformed into a haploid \textit{S. uvarum} strain (YJF1449). The transformants were spotted onto YPD+G418 agar plates and their growth at 33.5°C after 4 days was manually scored by three individuals using a universal reference (Fig. 5-4). The spot assay was repeated four times in two separate days. Pictures of the four replicates were scored together and the inter-person variability was small (<0.75). The resulting 12 scores (3 people \times 4 replicates) were averaged to represent a strain’s heat tolerance.

![Figure 5-4. Scoring scheme for MoBY transformants.](image)

\textit{Allele substitution of candidate genes}

41 \textit{S. cerevisiae} genes enhanced \textit{S. uvarum}’s heat tolerance on plasmid, among which we selected a subset to validate individually by allele substitution. Our major strategy was to knock out the \textit{S. uvarum} allele at its endogenous locus and integrate the \textit{S. cerevisiae} allele at \textit{ura3} locus. We first generated an \textit{S. uvarum} strain that is compatible with the integrative plasmid pRS306, by replacing \textit{S. uvarum} \textit{URA3} with \textit{S. cerevisiae} \textit{ura3-140} (\textit{Scer-ura3-140}) allele (Engle and Fay 2013). The \textit{Scer-ura3-140} allele was amplified from YJF149, including 299 bp upstream and 186 bp downstream intergenic sequences. Homologous arms to \textit{S. uvarum} \textit{URA3} intergenic regions were added by a second PCR (forward primer 5’-

TGTTGTGTCTTTATGTTAATGTAATGAGCGCCCCTTTCTGCGAGGCATATTT
ATGGTGAAGG-3’, reverse primer 5’-

GTTTGGATGTCTTTAATTGGCTATGATATTGGATAATTCCTTGGTTCTGGCAGAG
GTATTGG-3’; underlined bases anneal to the first-round PCR product). The PCR product was transformed into S. uvarum to create the pRS306-compatible strain YJF2578. Both coding and flanking sequences of S. uvarum URA3 were replaced in this strain: only 80 and 86 bp S. uvarum intergenic sequences that are immediately adjacent to the upstream and downstream ORFs (YPL257W and TIM9), respectively, were left (Fig. 5-5). The resulting ura3Δ::Scer-ura3-140 locus was confirmed by Sanger sequencing (Appendix).

To increase transformation efficiency and streamline the experimental process, we further replaced the ura3-140 allele with the CORE-I-SceI cassette (Gal1-I-SceI kanMX4 K1URA3) from pGSKU (Storici et al. 2003) to create S. uvarum strain YJF2559 (forward 5’-
tttagtgcgtccatctgcgtcctgtctgtctgtttggtctgagccTTCGTACGCTGCAGGTCGAC
TGGCCGATTCAT-3’, reverse 5’-
TGGCGATTCAT-3’; S. uvarum sequences are in lower case, I-SceI recognition site is in bold and P.I and P.IIS primers provided by (Stuckey et al. 2011) are in upper case). After the replacement, 30 and 36 bp intergenic sequences flank the CORE-I-SceI cassette at its 5’ and 3’ end, respectively (Fig. 5-5). This design raised concern at a later timepoint because there was only 36 bp left of the endogenous promoter of TIM9, the function of which is essential to mitochondrial function. However, we tested and found YPEG growth of YJF2559 was not affected. YJF2559 did exhibit increased heat sensitivity compared to YJF1449 and YJF2578, but YJF2561, another transformant in this experiment, was not affected, suggesting cryptic genetic changes in YJF2559, rather than the construct design, conferred heat sensitivity.
Figure 5-5. Diagram of *ura3* alleles constructed in this study. Blue, *S. uvarum* sequences; red, *S. cerevisiae* sequences; green, pCORE sequences. The green arrow indicates the I-SceI recognition site. Boxes represent ORFs while lines represent non-coding sequences. Note that *URA3* and *TIM9* are on the reverse strand and *YPL257W* is on the forward strand in the *S. uvarum* reference genome (Scannell et al. 2011), but this diagram shows *URA3* as on the sense strand for the ease of visualization. *YPL257W* is referred to as the upstream gene and *TIM9* as the downstream gene of *URA3*.

8 candidate genes (*INP51, DSE1, SPO71, APM1, AZF1, MSS51, YJRO98C, and GND2*) were successfully knocked out with hygMX in *S. uvarum* (YJF2559, MATa ho::NatMX *ura3Δ::I-SceI-KAN-KIURA3*), using orthologs defined by Scannell et al. (2011). The *S. cerevisiae* alleles for replacement were designed to match the regions covered by the MoBY plasmids, with modifications ranging from +124 bp to -16 bp at ends for primer design concerns. The *S. cerevisiae* alleles were PCR-amplified off genomic DNA (YJF153) using primers with 20bp-homology to sequences flanking the CORE-I-SceI cassette at *S. uvarum URA3* locus, with Q5 polymerase (New England Biolabs). The homology was extended to ~45 bp with a second PCR. In the cases of difficult PCRs, the *S. cerevisiae* alleles were amplified in two pieces with ~200 bp overlap and transformed together into *S. uvarum* for gap repair. The PCR products were
transformed into corresponding *S. uvarum* knockout strains following the galactose-induction protocol: overnight cultures of *S. uvarum* strains were harvested, washed, resuspended in YP-Raffinose and grown at 20°C at 250 rpm for 4h. Galactose was then added to the cultures at a final concentration of 2%, and the cells were shaken for 6.5h to induce double-strand break at the I-SceI site. The cultures were then harvested and transformed with the lithium acetate method. Successful replacement of the CORE-I-SceI cassette (containing *KlURA3* marker) was selected by 5-FOA. Using this strategy, we obtained allele substitutions for 4 candidate genes (*MSS51, YJR098C, GND2, SPO71*). *S. uvarum* alleles were integrated in parallel as controls, with primers that were designed based on alignment to the amplified *S. cerevisiae* alleles. Integration of the *S. cerevisiae* alleles were confirmed by PCR at both junctions, while integration of the *S. uvarum* alleles were confirmed at one junction (*SPO71, YJR098C, GND2*) or not confirmed by PCR (*MSS51*).

We also generated an allele substitution for *IPT1*, a positive hit in the pooled competition but not validated by the individual plasmid assay. We knocked out *IPT1* with *hygMX* in *S. uvarum* (YJF2578). The *S. cerevisiae* (YJF153) allele, including the coding sequence, the entire 5’ and 79 bp of 3’ intergenic sequences, was Gibson-assembled into pRS306, which was linearized by StuI and integrated at the *ura3* locus.

For two of the top candidates (*NPL6* and *SMY2*), we knocked out the *S. uvarum* alleles with the CORE-I-SceI cassette (*Gal1-I-SceI hyg KlURA3*) from pGSHU (Storici et al. 2003) in YJF2578 (*MATa hoΔ::NatMX ura3Δ::Scer-ura3-140*). The replacement knocked out both the coding and the flanking intergenic sequences. We then replaced the CORE-I-SceI cassette with the *S. cerevisiae* alleles, including both coding and intergenic sequences from YJF153, using the
galactose-induction protocol described above. To generate homozygous diploids for growth competition, the transformants were mated to an *S. uvarum* strain (YJF2539, *MATα hoΔ::KanMX*). The diploids were sporulated and haploids carrying the *S. cerevisiae* allele were mated to each other to construct diploid *S. uvarum* strains that were homozygous for *S. cerevisiae* alleles at the candidate locus.

**GFP strain construction and growth competition**

Diploid strains of *S. uvarum* were required for flow cytometry because they are not flocculent. GFP-*KanMX4* cassette was PCR-amplified from pKT127 and transformed into diploid *S. uvarum* (YJF2602) to replace the stop codon of FAA1, INA1 or SER3, genes selected based on *S. cerevisiae* literature. The GFP-tagged strains were competed with the parental strain (YJF2602) to test their ability to separate GFP positive vs. negative cells, as well as their fitness, using a Beckman Coulter FC 500 MPL flow cytometer (Beckman Coulter, Brea, CA). The *FAA4*-fused GFP showed the best separation (Fig. 5-6A) and only slight fitness defect at 30°C (Fig. 5-6B), thus used in subsequent fitness assays.
Figure 5-6. GFP-tagged *S. uvarum* strains and their competition with the parental strain.

A. *S. uvarum* carrying GFP-tagged *FAA4*, *INA1* or *SER3* was mixed with GFP-less strain YJF2602 and examined by a flow cytometer. The *FAA4*-GFP fusion showed the best separation of GFP positive vs. negative cells. B. Change in the percentage of GFP positive cells after 24 hr growth at designated temperatures. 3 replicates for the *FAA4* and *SER3* marker strains and 1 replicate for the *INA1* strain are shown.

The *FAA4*-GFP fusion strain (YJF2656) was competed with strains with replaced alleles to determine the latter’s fitness. Overnight cultures of the GFP and non-GFP strains were 1:1 mixed based on ODs. The mixtures were used to inoculate 500 ul fresh YPD at a starting OD of 0.02. The strains were competed at 1) 22°C for 23h, 2) 33°C for 48h and 3) 33°C for 48h
followed by a 24h-recovery at 22°C, in deep well plates shaken at 400 rpm. In the third treatment, the cultures were diluted to OD of 0.01 in fresh YPD before the 24h-recovery. The cultures were sampled every 24h and assayed by flow cytometer to determine the ratio of GFP positive cells. Monocultures of the GFP strain were grown under the same conditions; the GFP false negative rate was 4-5% at 22°C and ~20% at 33°C. The counts of GFP-tagged cells \( G \) and the non-GFP competitors \( N \) were thus corrected using temperature-specific false negative rates \( r \): the number of GFP cells that appeared GFP-negative was \( \Delta G = G_{\text{measured}} / (1 - r) - G_{\text{measured}} \), where \( G_{\text{measured}} \) was the flow cytometer count. Then \( G \) and \( N \) were corrected by: \( G = G_{\text{measured}} + \Delta G \), and \( N = N_{\text{measured}} - \Delta G \).

Fitness was measured according to (Hartl et al. 1997). The growth difference between GFP negative and positive cells in a given time was \( w = \ln(n_1 / g_1) - \ln(n_0 / g_0) \), where \( g_0 \) and \( n_0 \) are the corrected starting frequencies of GFP positive and negative cells, respectively, and \( g_1 \) and \( n_1 \) are the corrected frequencies at the end of the competition. Note that \( n_0 = 1 - g_0 \), \( n_1 = 1 - g_1 \).

Integration of MoBY plasmids

To examine the phenotypic effects of the candidate genes in a relatively high-throughput manner, I developed a PCR-based method to integrate MoBY plasmids into the \( \text{ura}^3 \) locus of \textit{S. uvarum}. The integration required 1) removal of CEN sequence from the MoBY plasmid and 2) linearization of the plasmid by a cut in \( \text{URA}^3 \) sequence to allow homologous recombination with genomic \( \text{ura}^3 \). The former can be achieved by gap repair and the latter can be achieved either by restriction digest or by PCR. Because the \textit{S. cerevisiae} gene inserts in MoBY plasmids were diverse sequences, it was difficult to find a universal restriction enzyme to cut the plasmids. Also, restriction digest followed by gel-extraction required a large amount of plasmid DNA as
input. Therefore, I used stitching PCR and gap repair to assemble a linearized CEN-less MoBY plasmid, with halves of \textit{URA3} gene at the ends of the linear molecule (Fig. 5-7).

Gap repair is a common yeast cloning method; two pieces of DNA with sufficient amount of homology can be assembled into one via yeast homologous recombination. I first PCR-amplified a segment of MoBY plasmid containing the 5’ half of \textit{URA3} and the \textit{S. cerevisiae} gene insert (PCR product I, the orange band in Fig. 5-7). Here I used a minimum amount of minipreps (0.2–0.9 ng/ul) as template to avoid carry-over of CEN plasmids. The second piece of DNA should include the 3’ half of \textit{URA3} and some homology to the first piece of DNA, but “skip” the CEN sequence on MoBY plasmid. I achieved this by stitching PCR: the “left” piece for stitching (PCR product III, the yellow band in Fig. 5-7) is 306 bp, including sequence at the \textit{KanMX} end of PCR product I and 35 bp homology to the “right” piece; the right piece (PCR product II, the purple band in Fig. 5-8) is 533 bp, including the 3’ half of \textit{URA3}, its adjacent sequence and 35 bp homology to the left piece. Both PCR product II and III were amplified from a MoBY plasmid without insert (0.3 ng/ul). Stitching was performed using Pfu Ultra II in two steps: 1) Purified PCR product II and III were mixed (9.75ul each) with polymerase, dNTPs and buffer solution in a 25 ul reaction and underwent 10 PCR cycles (95°C 2min; 95°C 20s, 52°C 30s, 72°C 55s for 10 cycles; 72°C 3min). 2) 20 ul of the step-one PCR reaction was mixed with primers (stitch_left_f, stitch_right_r, Table 5-1) and other PCR reagents to make a 50 ul PCR reaction; the reaction was run for 30 cycles with two annealing temperatures: 95°C 2min; 95°C 20s, 50°C 20s for 5 cycles + 60°C 20s for 25 cycles, 72°C 55s; 72°C 3min. The final product was run on an agarose gel and a band with expected size of 839 bp was cut and extracted, yielding PCR product IV used for gap repair. To get more DNA for ~30 transformations, the PCR product IV were further amplified using stitch_left_f and stitch_right_r.
For each gene, 50 ul PCR product I and 24 ul PCR product IV were transformed together into *S. uvarum* carrying *S. cerevisiae ura3-140* allele (YJF2578). The two DNA pieces were expected to recombine with each other via the ~300 bp homology (gap repair), as well as with *S. cerevisiae ura3-140*, and only repaired, integrated plasmid with intact *URA3* can be selected on CM-ura plates. The transformants were further tested for G418 resistance since the integrated plasmids contain *KanMX* sequence. In my initial test, 15 out of 21 Ura+ transformants were G418-resistant, and integration of the 15 transformants were all confirmed by PCR for at least one junction, indicating that G418 resistance was a reliable marker for successful integration. I then used this method to integrate 30 candidate plasmids into *S. uvarum*, along with one control plasmid without any insert. The candidates were from pooled competition results, and 10 of them showed positive effects in individual plasmid assays.

Three independent transformants were picked for each plasmid. High variation in 34°C growth among transformants was observed for some genotypes, and growth on YPEG plates indicated none of them were petites. To remove effects of any secondary mutations introduced during transformation, the transformants were mated to two *MATα* *S. uvarum* strains (YJF2546 and YJF2547; *MATα hoΔ::hygMX*) and the diploids were selected on YPD+G418+Hyg plates. The haploids and diploids were pinned to YPD agar plates using a Singer ROTOR (Singer Instruments, Watchet UK) and assayed for growth at room temperature, 34°C and 35°C. ImageJ was used to measure the colony sizes.
Figure 5-7. Diagram of MoBY plasmid. The outer circle shows the MoBY plasmid backbone and inter circle shows the PCR fragments. The *S. cerevisiae* gene is inserted between the MAGIC H3 site (yellow) and KanMX (red) (insert is not shown). The first PCR (orange) covers the 5’ half of *URA3* (blue arrow on the left), the *S. cerevisiae* insert, and KanMX (red). The second PCR (purple) covers the 3’ half of *URA3*, with added homology to the third PCR product (yellow), which covers ~300bp of PCR product I. Dashed lines indicate assembly via stitching PCR. Note that the “left” piece of stitching PCR (PCR product III) is on the right and the “right” piece (PCR product II) is on the left in this diagram.
Table 5-1 Primers used in MoBY integration.

<table>
<thead>
<tr>
<th>PCR</th>
<th>Primer</th>
<th>Sequence (5'-&gt;3')</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Amplify_insert-f_URA3</td>
<td>CCTCTAGGTTCCTTTGTTACTTCT</td>
</tr>
<tr>
<td>II</td>
<td>stitch_PCR_right-f</td>
<td>tctattacctgttaacctagctgctgctatca TGGCAAACCGA GGAACTCTT</td>
</tr>
<tr>
<td>II, stitching (IV)</td>
<td>stitch_PCR_right-r</td>
<td>CTTTTTAGTTAGCAGAATTGTCA</td>
</tr>
<tr>
<td>III, stitching (IV)</td>
<td>stitch_PCR_left-f</td>
<td>GCCCTGACATCATCTGCCCA</td>
</tr>
<tr>
<td>I, III</td>
<td>Amplify_insert-r</td>
<td>cgtggaagaatccagtttcctggtgcaTGATCGAG</td>
</tr>
<tr>
<td>/stitch_PCR_left-r</td>
<td></td>
<td>AGCTCTAGGGA</td>
</tr>
</tbody>
</table>

1Colored bases indicate added homology, following the same color scheme as in Fig. 5-7.

Plasmid burden assay

YJF2602-derived MoBY transformants were inoculated into liquid YPD and grown at 22°C or 30°C for 24h. The cultures were diluted and plated onto YPD and YPD+G418 plates at the beginning and the end of the growth. The number of generations during the 24h growth was calculated by $n = \log \left( \frac{[I]}{[F]} \right) / \log (2)$, where $[I]$ and $[F]$ are the initial and final cell concentration (number of cells per ml), respectively, calculated based on colony counts. The plasmid loss rate per generation was calculated as $1 - \left( \frac{\text{ratio}_{\text{End}}}{\text{ratio}_{\text{Start}}} \right)^n$, where ratio is the number of colonies on G418 plates divided by that on YPD plates.
Heat shock-based selection on MoBY transformants

Pooled MoBY transformants were recovered from -80°C by growing in liquid YPD+G418 at 22°C for 1 day. The culture was then inoculated into fresh YPD+G418 (OD=1) and grown for 2 days to reach stationary phase (OD=20). 100ul culture was added to 2ml pre-warmed YP+G418 liquid media in glass tubes and shaken at 250 rpm, 43°C for 1h. This culture is hereafter referred to as “HS group” and was always under heat shock (HS) treatment in each selection cycle. For the control treatment, the culture was inoculated into room temperature YP+G418 and left on bench for 1h (“mock group”). The same HS and mock treatment was performed with a diploid transformant of the MoBY vector as control. Note that YP was used during the treatment instead of YPD to repress growth. After the treatment, 3ml YPD+G418 was added to each tube and the cultures were grown at 22°C for 2-3 days to stationary phase again. This process was counted as the 1st selection cycle. The procedure was repeated for another four times, with a modified HS temperature of 44°C. Starting from the 3rd cycle, the mock treatment was changed to shaking at 250 rpm at 22°C for 1h. Starting from the 4th cycle, cultures in the mock group were 1:100 diluted in 2ml YP+G418 after the 1h treatment, to control for the number of generations and to mimic the bottleneck effect caused by heat shock.

At the 2nd and the 5th cycle, all samples were examined for their 44°C survival. For both HS and mock group, two cultures were set up for each sample and were placed at either 22°C or 44°C for 1h. (However, only the 22°C cultures of the mock group and the 44°C cultures of the HS group were grown to the next cycle.) At the end of the 1h treatment, the cultures were plated onto YPD and YPD+G418 agar plates. For each sample, the survival rate was calculated as the number of colonies grown after the 44°C treatment divided by that grown from the 22°C
treatment. Survival rates based on colony counts on YPD and YPD+G418 were similar (e.g. 1.18% vs 1.13%, 0.30% vs. 0.47% for the 2nd cycle), suggesting that HS affected the plasmid-bearing and plasmid-free cells the same. I thus used the counts from YPD+G418 when reporting the results.

After the 5th selection cycle, the cultures were frozen as glycerol stocks at -80°C. As an assessment of the approach, 5 colonies were streaked from the heat-shocked transformant pool. The KanMX cassettes with flanking tags were PCR-amplified from the colonies and were Sanger-sequenced for the uptags. Survival after 1h-exposure to 44°C was measured for the 5 isolated colonies and a random colony from the mock pool, using the same condition as in the selection cycles. Additionally, to evaluate the possible effects of plasmid burden, HS survival of diploid MoBY transformants of UME1, MCO76 and the vector control was measured.

Results

Screen for S. cerevisiae genes that enhance S. uvarum’s heat tolerance by growth competition

We screened a pool of S. uvarum transformants carrying barcoded S. cerevisiae genes for increased heat tolerance by growth competition. The transformants were grown in YPD+G418 at 23°C, 30°C and 33°C for 72h, in combination with varied ethanol stresses (see Methods). The pool was sampled every 24h and were sequenced for their barcodes. We then used linear models to test for effects of time and temperature on the barcode abundance. Out of the 4317 genes detected in the pool, 84 genes showed increased frequency across time at 30°C compared to 23°C, as well as a positive temperature effect at 72h (see Fig. 5-8 for an example).
A positive hit \((YAL032C/PRP45)\) in the growth competition. Abundance of the gene increased across time specifically at 30°C (left). It also showed a positive temperature effect at 72h (right).

Validation by individual plasmid transformation

128 genes showed positive temperature effects across three linear models (see Methods) and were thus selected for individual validation. 78 sequencing-confirmed plasmids were transformed into haploid \(S. uvarum\) and tested for their ability to increase heat tolerance on YPD+G418 medium at 33.5°C by spot assays. Compared to the vector control, 41 genes showed higher growth scores (>2.5) at high temperature, mostly with small-to-moderate effects (Fig. 5-9). The top candidates include \(NPL6, YPL109C, SMY2, YGL041C-B, GWT1,\) and \(INP51,\) among which \(NPL6\) and \(GWT1\) have known heat sensitive phenotypes upon deletion.
However, this validation had two caveats. When selecting the candidate gene set, we did not exclude genes that showed increased frequency across time at 23°C and we might have selected plasmids that conferred general growth benefits rather than temperature-specific effects. Also, all phenotypic assays were compared to the transformants of an empty MoBY vector, without a plasmid-free *S. uvarum* strain as control. Growth on G418 replies on plasmid maintenance, which may not be constant across transformants. We thus tested the heat tolerance of diploid *S. uvarum* transformed with candidate MoBY plasmids, in comparison to a G418+ *S. uvarum* diploid. Although the candidate plasmids (*YGL041C, AIM25, MCO76, APM1*) conferred heat tolerance compared to the vector control, none of them grew significantly better than the *S. uvarum* diploid with *KanMX* integrated (Fig. 5-10), implying that the *S. cerevisiae* inserts on these plasmids might have mitigated the plasmid burden rather than the heat sensitivity.

Figure 5-9. Distribution of growth scores of individual MoBY transformants that showed increased heat tolerance compared to the control plasmid.
Figure 5-10. Spot dilution of MoBY transformants and a non-transformant control. Strains were spotted onto YPD+G418 plates with 1:4 serial dilution and incubated at room temperature or 33.5°C for 3 days. YJF2553 is a diploid S. uvarum strain with KanMX integrated into the ho locus. Other strains were YJF2602-derived MoBY transformants.

Allele replacement of candidate genes

Replacing the S. uvarum allele of candidate genes with the S. cerevisiae allele in S. uvarum would account for both plasmid burden and dosage effects. Via three routes of genetic manipulation (see Methods), I obtained allele replacements of 7 genes in total (Fig. 5-11). NPL6 and SMY2 were two of the top three candidates from the individual validation (scores of 6.0 and 5.4, respectively). IPT1 was a candidate from the pooled competition but not confirmed by the plasmid assay. Consistent with their plasmid phenotype, knockouts of NPL6, SMY2 but not IPT1 showed heat sensitivity. However, none of the S. cerevisiae allele replacements improved S. uvarum’s growth at restrictive temperatures, compared to their parental strain YJF2578 (Fig. 5-11A). SPO71, MSS51, YJR098C, and GND2 showed moderate effects in the plasmid assay (scores of 4.5, 3.3, 2.9, and 2.8, respectively). While allele replacements of SPO71 and YJR098C
slightly enhanced the growth at 34°C compared to their parent strain YJF2559, the effect could be explained by a positional effect of the *ura3* locus, because integration of the *S. uvarum* alleles at the same locus showed similar effect (Fig. 5-11B).

**Figure 5-11. Allele replacements of 7 candidate genes.**  
**A.** YJF2578-derived allele replacements of *NPL6, SMY2* and *IPT1*.  
**B.** YJF2559-derived allele replacements of *SPO71, MSS51, YJR098C* and *GND2*. *NPL6* and *SMY2* were replaced at their endogenous loci; other genes were knocked out in *S. uvarum* (“Δ”) and the *S. cerevisiae* (“Sc”) allele was integrated at the *ura3* locus of the knockout strain. For *SPO71, MSS51, YJR098C* and *GND2*, the *S. uvarum* (“Su”) alleles were integrated at the same locus for control. Strains were plated with 1:10 serial dilution on YPD. Growth was after 3 days, with the exception of the *S. uvarum*-allele controls (6 days). Parental strains YJF2578 (*ura3*-140), YJF2559 (*ura3Δ::CORE-I-SceI*) and YJF1449 were
included for comparison. Note that both panels used the same picture of room temperature ("RT") growth of YJF1449. n.d., not determined. WT, wild-type. Asterisk marks a contamination on the plate.

To measure possible small effects that cannot be seen on a plate, diploids that were homozygous for *S. cerevisiae* NPL6 or SMY2 were competed with a GFP-tagged strain at 22°C for 23h and 33°C for 48h (7-9 generations). The non-GFP competitors showed similar fitness to the GFP strain at 22°C and higher fitness at 33°C, but neither strain with allele replacements showed higher fitness than the wild-type *S. uvarum* control at high temperature (Fig. 5-12). The increase in relative fitness to GFP cells at 33°C could be explained by loss of GFP expression at this temperature, as the growth advantage of the competitors was reduced after a 24h-recovery at 22°C. Since there was no growth difference between the competitors and the GFP strain at 22°C (with the exception of SMY2_1), the reduced growth advantage may be attributed to recovered GFP expression. Regardless, the growth competition was consistent with the plate assay in that *S. cerevisiae* NPL6 or SMY2 did not confer heat tolerance in *S. uvarum.*
Figure 5-12. Growth competition with a GFP strain. Fitness was shown relative to the GFP strain (YJF2656), such that a fitness of 0 means no growth difference between the competitor and the GFP strain, a positive value means better growth of the competitor than the GFP strain and vice versa. Error bars represent standard error of 6 replicates. For each genotype two colonies were examined (“_1” and “_2”).

Integration of MoBY plasmids

To screen the candidate genes in a high-throughput manner, I designed a strategy to integrate candidate MoBY plasmids into the *ura3* locus of *S. uvarum*, through stitching-PCR and gap repair. For an initial test I integrated 30 candidate plasmids that were positive hits from the pooled competition. At 32°C, all the transformants grew similarly (data not shown) and the growth at 34°C was variable across individual transformants of the same plasmid (Fig. 5-13A).
In particular, the variability of the vector control made it difficult to interpret the phenotype of candidate genes. Furthermore, there was a lack of correspondence between the plasmid and the integration phenotype, e.g. *PRP45* had a large effect on plasmid but not at the genomic locus (Fig. 5-13A).

The variation across transformants of the same gene could be potentially explained by secondary mutations or aneuploidy introduced during transformation. Secondary mutations are presumably recessive, and their effect should be eliminated in diploids. Therefore, I crossed the haploid transformants to wild-type *S. uvarum* and examined the growth of the haploids and the diploids arrayed on agar plates (Fig. 5-13B). All strains grew very slowly at 34-35°C; although several strains had higher mean growth than the vector control (e.g. *PDE2, NUF2*), the effects were either small or inconsistent between haploids and diploids. Again, there was no correspondence between the plasmid phenotype (bar color) and the integration phenotype (bar height, Fig. 5-13B).
Figure 5-13. Integration of MoBY plasmids. A. Plasmid and integration of MoBY transformants were grown at 4 days at 33.5°C and 3 days at 34°C, respectively. Eight candidate genes are shown as examples. Each spot was an independent transformant. B. Normalized colony size of integrated haploid transformants and their diploid derivatives, grown at 35°C for 9 days and 34°C for 5 days, respectively. Colonies sizes were normalized to the vector control. Error bars represent standard error of 5-12 colonies from 3 independent transformants. Growth scores at 33.5°C in the plasmid assay were shown for genes with a score greater than 2.5.

Plasmid burden

The inconsistency between the plasmid and integration phenotypes point to plasmid burden as a potential confounding factor in our screen. However, the plasmid burden should not affect the results if it has a constant effect across genotypes and conditions. We thus examined the plasmid loss rate at 22°C and 30°C to see if the plasmid burden was affected by temperature (Table 5-2). The MoBY vector showed a high rate of plasmid loss at 22°C and the rate was
doubled at 30°C. The high rate of loss suggested a potential incompatibility between *S. cerevisiae* CEN sequence and *S. uvarum*. The plasmids with *S. cerevisiae UME1* and *MCO76* showed lower loss rates than the vector and their loss rates only increased by 1.7~1.8-fold at 30°C. These differences in plasmid retention among MoBY plasmids may explain the temperature effects of certain genes observed on G418 plates: the *MCO76* plasmid could confer heat tolerance presumably due to its low plasmid loss rate at high temperature.

Table 5-2. Plasmid loss per generation in MoBY transformants.

<table>
<thead>
<tr>
<th></th>
<th>22°C</th>
<th>30°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty MoBY vector</td>
<td>14.5%</td>
<td>30.0%</td>
</tr>
<tr>
<td><em>UME1</em> (weak temperature candidate)</td>
<td>4.7%</td>
<td>8.4%</td>
</tr>
<tr>
<td><em>MCO76</em> (strong temperature candidate)</td>
<td>0.7%</td>
<td>1.2%</td>
</tr>
</tbody>
</table>

To support this idea, we further examined the distribution of autonomously replicating sequences (ARS) in the MoBY inserts. 7 of the 41 candidate genes validated by individual spot assays have ARS in their insert sequences, an enrichment compared to the background frequency (11 out of 80 sequenced plasmids). The ARS sequences might have helped resolve the replication problem of the MoBY plasmids and conferred better G418 growth. Taken together, plasmid burden is a significant confounding factor for growth phenotypes and should be taken into account in experimental design and data interpretation.
Heat shock of MoBY transformants

The temperature-interactive plasmid burden may compromise screens based on growth competition. However, plasmid burden may have little or no effect if the selection does not depend on growth. In Part 1 of this chapter, I showed that heat tolerance correlates with survival at lethal heat shock (HS) temperatures in *S. cerevisiae* and *S. uvarum*. Therefore, we could select for MoBY transformants that *survive* better at heat shock conditions, instead of those showing a higher growth rate at restrictive temperatures. Exposure to 44°C for 1h typically kills 99% of *S. uvarum* cells. If an *S. cerevisiae* gene increases *S. uvarum*’s chance to survive the lethal heat shock, its frequency should increase in the transformant pool after a few HS-recovery cycles. Genes identified this way would have direct implications in species’ divergence in HS survival and might also contribute to the divergence in high temperature growth, as the two traits may have some shared genetic basis.

As an initial test, the MoBY transformant pool of *S. uvarum* was subjected to 5 rounds of heat shock at 43-44°C, with 2-3 days’ recovery growth at 22°C (4-10 generations) in between. Because spontaneous mutations can also contribute to the adaptation to HS, a single transformant of the MoBY vector was subjected to the same treatment, to provide a comparison between the effect of *S. cerevisiae* genes and that of beneficial mutations occurred in *S. uvarum*. Mock treatments at 22°C were used to control for selection during the recovery phase. After 5 rounds of selection, the transformant pool showed a great increase in HS survival (from 1.13% to 27.9%), while the survival rate of the vector control remained the same (~0.5%, Table 5-3), suggesting that there are likely *S. cerevisiae* genes in the pool that can increase HS survival. Mock treatments of both the pool and the vector control showed moderate increase in HS
survival (from ~1% to 5-8%), suggesting that the recovery phase might have also selected for some mutations that were beneficial to HS survival. There was also a difference between the mock-treated and the HS-treated cultures of the vector control, with the mock-treated showing better adaptation to HS (5.09% vs. 0.45%). This result could be explained by a difference in the population dynamics: although both groups were allowed to grow to saturation before the next round of HS, it took longer for the HS group to recover from the stress and resume dividing. The mock group was basically in continuous growth and might have selected more beneficial mutations. Also, the HS group had gone through more bottlenecks than the mock group, because the bottleneck effects were only controlled in the last two cycles in the mock group (see Methods).

Table 5-3. Heat shock survival rate after 5 HS-recovery cycles.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Treatment</th>
<th>2nd cycle</th>
<th>5th cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformant pool</td>
<td>Mock</td>
<td>1.13%</td>
<td>8.10%</td>
</tr>
<tr>
<td>Transformant pool</td>
<td>Heat shock</td>
<td></td>
<td>27.9%</td>
</tr>
<tr>
<td>Vector</td>
<td>Mock</td>
<td>0.47%</td>
<td>5.09%</td>
</tr>
<tr>
<td>Vector</td>
<td>Heat shock</td>
<td></td>
<td>0.45%</td>
</tr>
</tbody>
</table>

To test whether plasmid burden affect the HS results, I examined the HS survival of three strains with known plasmid burden. The survival rate of vector, *UME1* and *MCO76* was 3.63%, 1.89% and 2.23%, respectively, and did not correlate with their plasmid burden (Table 5-2). It suggests the HS strategy is less likely to be affected by plasmid burden than growth-based assays.
To test whether this strategy can be used to identify possible candidate genes, I isolated 5 colonies from the heat-shocked transformant pool and sequenced their barcodes (uptags). Two of the colonies did not have uptags; three colonies were mapped to MoBY plasmids of *PEX25*, *GOR1*, *SPP381*, respectively, none of which had known roles in thermotolerance (Table 5-4).

Interestingly, four of the colonies showed high HS survival and one colony (#12) showed very low survival. One random colony from the transformant pool under mock treatment also showed a high survival rate (13.02%), while the average survival rate of the pool was only 8.10% (Table 5-3). These results suggest the adaptation to HS of the transformant pool may involve a diverse set of genes, rather than being dominated by one or a few MoBY plasmids.

<table>
<thead>
<tr>
<th>Source</th>
<th>ID</th>
<th>Survival</th>
<th>Gene (Uptag)</th>
<th>Gene function</th>
</tr>
</thead>
<tbody>
<tr>
<td>HS pool</td>
<td>#7</td>
<td>13.67%</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>HS pool</td>
<td>#8</td>
<td>22.83%</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>HS pool</td>
<td>#9</td>
<td>15.93%</td>
<td><em>PEX25</em></td>
<td>Peripheral peroxisomal membrane peroxin</td>
</tr>
<tr>
<td>HS pool</td>
<td>#10</td>
<td>18.50%</td>
<td><em>GOR1</em></td>
<td>Glyoxylate reductase</td>
</tr>
<tr>
<td>HS pool</td>
<td>#12</td>
<td>&lt;0.01%</td>
<td><em>SPP381</em></td>
<td>mRNA splicing factor</td>
</tr>
<tr>
<td>Mock pool</td>
<td>Random</td>
<td>13.02%</td>
<td>Not determined</td>
<td>NA</td>
</tr>
</tbody>
</table>

**Table 5-4. HS survival of individual colonies in the HS pool.**

**Discussion**

*Technical challenges in cross-species genetics*

While the MoBY library allows a high-throughput approach to quantify fitness effects of thousands of *S. cerevisiae* genes simultaneously in an *S. uvarum* background, application of an *S. cerevisiae*-based tool to its related species requires extra caution regarding its compatibility. While replication and maintenance of plasmid DNA is thought to be a minor burden in *S.*
cerevisiae (Karim et al. 2013), we found it to be a greater concern when *S. cerevisiae* CEN plasmids are introduced to *S. uvarum*. In our MoBY screen, although the pooled competition gave rise to a number of candidate genes and 41 of them were validated by spot assays of individual plasmid transformants, integration of the candidate genes did not recapitulate the plasmid phenotypes. Furthermore, the plasmid loss assay showed that the MoBY plasmids were lost frequently in *S. uvarum* and the loss rate interacted with temperature. The high loss rate was potentially due to incompatibility between *S. cerevisiae* CEN sequence and *S. uvarum* DNA replication machinery. The loss was also observed by other research groups, and the problem seemed to be caused specifically by CEN sequence rather than ARS (Maitreya Dunham, personal communication). Due to the difficulties in the sequence assembly of *S. uvarum* centromeres, it remained unclear what difference in the CEN sequence caused the incompatibility. An alternative experimental design would be to utilize the 2-micron MoBY library (Ho et al. 2009) for the screen since its replication does not depend on CEN. Also, the heat shock-based selection method described in this study could potentially eliminate the confounding effects of plasmid burden, although further validation of the HS-selected genes is needed before making a conclusion.

Another challenge in studying heat tolerance of *S. uvarum* is that the many standard genetic techniques such as CEN plasmids, GFP expression and transformation can be influenced by its heat sensitivity. The burden of CEN plasmid was worse at 30°C compared to 22°C and some inserts were able to mitigate this temperature effect, causing false positives in the screen. Competition with GFP-tagged strains is a common approach to determine a strain’s fitness (Bergen et al. 2016). However, GFP expression was found to be unstable at 33°C in *S. uvarum*, increasing the noise of fitness measurements. Finally, the transformation of *S. uvarum* itself
could cause sensitivity at 34-35°C, although we used a modified heat shock temperature of 37°C in our protocol. For example, three transformants (YJF2559, YJF2560 and YJF2561) were picked when replacing URA3 with CORE-I-SceI cassettes, but they showed different levels of sensitivity at 34°C, with YJF2559 being more sensitive than the original S. uvarum strain YJF1449. Such variability across transformants was also observed in other S. uvarum strains with genomic integrations. The variability could not be eliminated in backcrossed diploids, suggesting that aneuploidy rather than point mutations might be the underlying genetic factor. Although transformation was known to be mutagenic in S. cerevisiae, such high frequency of aneuploid-like transformants is unusual. Taken together, the S. uvarum cell might be a highly unstable system at temperatures above 30°C: plasmids get lost, gene expression is not robust, and any genetic disturbance might cause sensitive growth. From this prospective, the hybrids of S. cerevisiae and S. uvarum such as used in Chapter 3 would provide a more robust system for genetic manipulations. Alternatively, manipulations of S. uvarum could be performed in a careful way to control for such issues, e.g. sporulation after backcross to eliminate aneuploid transformants.

Genetic architecture of heat tolerance

The plasmid burden could increase the false positive rate in the MoBY screen. However, the screen also assumes that there are single S. cerevisiae genes with detectable and additive effects on heat tolerance. From Chapter 3, the genetic architecture underlying thermal divergence between S. cerevisiae and S. uvarum is likely to be complex, potentially with many changes of small effects. A recent study on heat tolerance of S. cerevisiae and S. paradoxus supports this idea (Weiss et al. 2018): while 8 genes showed obvious allele differences in reciprocal
hemizygotes or *S. cerevisiae*, introducing their *S. cerevisiae* alleles into *S. paradoxus* only resulted in a marginal increase of heat tolerance. Therefore, it might be difficult to detect single genes of large effect when screening for additive effects if the underlying genetic architecture is highly complex.
Chapter 6: Conclusion and future directions

The genetic architecture of phenotypic divergence between species is not well understood. Outstanding questions include the number of changes, the distribution of their effect sizes and the role of cis-regulatory changes and epistasis in phenotypic evolution. In the preceding chapters, I addressed these questions by studying the genetic basis of thermal divergence between *S. cerevisiae* and *S. uvarum*. My findings collectively support a polygenic architecture of evolution, with contributions from both cis-regulatory and coding changes. Particularly, multiple mitochondria-encoded genes contribute to evolution of heat and cold tolerance, pointing to the mitochondrial genome as a hotspot for yeast evolution. In this chapter, I will synthesize my findings across the chapters and propose a few future directions to further understand the genetic basis of thermal divergence.

A complex genetic architecture of interspecific differences

A recurrent theme throughout my dissertation study is that evolution involves multiple small-to-moderate effect changes. In Chapter 3, I found a large effect of mitochondrial DNA (mtDNA) in heat- and cold-tolerant respiration, and it was caused by multiple genes, including a moderate effect of *COX1* and possibly small effects of genes like *COX2/COX3*. In Chapter 4, I dissected the effect of *CUP2* divergence on copper resistance and found that multiple changes contribute to the allele differences, with the proximal promoter region showing the largest effect. Furthermore, *HFA1* and *CUP2* showed moderate allele differences in heat and copper resistance, respectively, but neither the two genes, nor mtDNA, explained the total phenotypic difference between the two species. The surprisingly few genes uncovered by the genome-wide non-complementation screen also implies a lack of large effects among the genes screened. These
findings are consistent with a micromutationist view (in its weak version) that evolution occurs through accumulation of small-effect changes. However, we could not rule out large-effect genes contributing to thermal divergence, because our screen did not cover essential genes and genes whose effect are masked by other genes.

Through the dissection of CUP2 allele differences, I found that both cis-regulatory and coding changes contributed to phenotypic divergence. The region with the largest effect in CUP2 was the proximal promoter, consistent with an important role of cis-regulatory changes in evolution. Cis-regulatory divergence had prevalent effects on gene expression, but only affected temperature response in a small number of genes. Also, no pathway showed signatures of directional cis-regulatory evolution in a temperature-specific manner.

In the screens I mostly tested for additive effects, but epistasis was observed in a few cases. Mito-nuclear epistasis is likely to contribute to thermal divergence, as the COX1 allele effect depended on nuclear background. The copper-resistant changes in S. cerevisiae CUP2 were mostly additive, but there might be synergistic epistasis between the distal promoter and the C-terminal end of the coding sequence. In both cases, additional experiments would be needed to address the role of epistasis in phenotypic evolution.

My findings of mitochondrial DNA and HFA1 only explained a fraction of the total difference in heat tolerance between S. cerevisiae and S. uvarum. How can we further understand the genetic basis of their thermal divergence? Mutagenesis and experimental evolution can be complementary approaches to the screens performed in this study. Screening for heat-sensitive mutants of S. cerevisiae × S. uvarum hybrids would allow identification of essential genes involved in thermal divergence, which were missing in our non-complementation screen.
Recently, Weiss et al. (2018) used transposon mutagenesis to screen for genes underlying thermal differences in *S. cerevisiae* and *S. paradoxus* and found eight housekeeping genes, highlighting the importance of screening essential genes. Experimental evolution of *S. cerevisiae* and *S. uvarum* hybrids or *S. uvarum* itself at high temperature could help identify heat tolerant mutations. Compared to mutagenesis, the experimental evolution method can detect small-effect mutations and interactions between successive mutations. Previous studies showed that evolving *S. cerevisiae* and *S. uvarum* hybrids at different temperatures had different genomic outcomes: the hybrids tend to lose *S. cerevisiae* alleles at low temperatures and *S. uvarum* alleles at high temperatures (Piotrowski et al. 2012; Smukowski Heil et al. 2018). Identification of loss-of-heterozygosity events in hybrids during experimental evolution could discover genes involved in thermal divergence.

The screens in Chapter 3 and 5 showed that thermal divergence is unlikely to be caused by single genes. QTL mapping with mitotic recombinants or F2 progeny of *S. cerevisiae* and *S. uvarum* may potentially identify multiple genes, although these approaches might suffer from insufficient statistical power and difficulties in fine-mapping as in traditional QTL studies. With the recent advance in genome editing technology, it might be possible to design high-throughput genetic manipulations, such as to introduce multiple *S. cerevisiae* genes into *S. uvarum*, or to knock out multiple *S. cerevisiae* alleles in the hybrids. However, it is unrealistic to exhaustively sample all the possible combinations between 5,000 genes with the combinatorial knockout/knockin method. Candidate pathways such as the heat shock signaling pathway, mitochondrial genes, or pathways under directional *cis*-regulatory evolution could be targeted instead.
Additionally, it would be helpful to decompose the growth phenotype into multiple cellular phenotypes and dissect their genetic basis. The idea is easy to understand if we consider thermal adaptation of plants and animals: for example, polar bears adapt to cold environment through multiple physiological changes such as thick layer of fat under the skin, small ears and short tails. Like yeast, the cold adaption of polar bears is unlikely to be caused by a single gene; studying the fat layer would only reveal a subset of genes involved in the adaptation, but it could simplify the problem greatly. With yeast, the relevant cellular phenotypes may include respiration (Chapter 3), heat-shock signaling and membrane lipid composition (Chapter 5). Nutrient metabolism could also be important, as *S. uvarum* is sensitive to 30°C under glucose, phosphate and sulfate limitations but not *S. cerevisiae* (Smukowski Heil et al. 2017). For example, the non-complementation screen could be performed at phosphate-limited conditions at high temperature to screen for genes in the phosphate pathway that diverged in heat tolerance. For biochemical phenotypes such as membrane lipid composition and protein misfolding, collaboration with biochemists and cell biologists would allow us to describe and quantify the differences between the two species, and then use genetic methods to map the differences.

**Mitochondrial genome as an evolutionary hotspot**

The yeast genetics field has recently seen increasing evidence of mitochondrial effects on phenotypic variation (Paliwal et al. 2014; Wolters et al. 2018), although pinpointing the causal changes in mitochondrial genome has been difficult. Across *Saccharomyces* species, prior research has shown that multiple mito-nuclear incompatibilities contribute to their reproductive isolation under the Dobzhansky-Muller model. My study showed that mitochondria-encoded genes also contribute to evolution of heat and cold tolerance in *Saccharomyces* species. Using an
innovative deletion mapping approach and biolistic transformation, I found multiple mitochondria
genes with small or moderate effects contribute to the divergence. The deletion mapping method can be potentially applied to other phenotypic effects of mtDNA within and between species. Additionally, I observed ORF1-mediated mtDNA recombination and identified an association between ORF1 and mtDNA inheritance in the hybrids, which may have implications in both yeast mitochondrial genome evolution and the evolution of selfish elements.

The coincidence of “speciation genes” and “temperature genes” in the mitochondrial genome highlights its important role in yeast evolution. Do the Dobzhansky-Muller incompatibilities and thermal divergence share the same molecular basis? My results suggest that this is unlikely, but additional experiments are needed for a conclusion. The previously identified incompatible mitochondrial genes are ATP9 and COX1 (Lee et al. 2008; Chou et al. 2010). ATP9 was not significantly associated with heat tolerance; COX1 protein divergence showed a moderate effect in both heat and cold tolerance, but the previously reported incompatibility was between a COX1 intron and a nuclear splicing factor MRS1 (Chou et al. 2010). Future experiments could examine COX1 splicing in reciprocal hemizygotes of MRS1 in S. cerevisiae and S. uvarum hybrids, and how it is affected by mitotype and temperature. If the S. cerevisiae MRS1-COX1 interaction is cold sensitive and the S. uvarum MRS1-COX1 interaction is heat sensitive, it would suggest that thermal divergence might be a potential driver of the incompatibilities.

Perhaps the most surprising finding in the mitochondrial study is that the effect of COX1 protein divergence depended on the nuclear background. S. uvarum Cox1p can function in the S. cerevisiae background at high temperature, despite a slight temperature-independent growth defect. However, S. uvarum Cox1p showed heat sensitivity in the hybrid background, suggesting
a dominant negative effect of the *S. uvarum* nuclear genome. Future experiments could determine what factors in the *S. uvarum* nuclear genome caused the temperature sensitivity. Proteins in the cytochrome *c* oxidase complex are strong candidates, since Cox1p is the core component of the complex and is in physical contact with many nuclear-encoded subunits (Mick et al. 2011). We could knock out the *S. uvarum* allele of candidate subunits in an *S. cerevisiae × S. uvarum* hybrid with *S. uvarum* COX1 integrated into *S cerevisiae* mitochondrial genome (generated in this study) and screen for rescue of heat sensitivity. Identification of the nuclear partner that co-evolved with Cox1p in *S. uvarum* genome might shed light on the genetic basis of mitochondria-mediated heat or cold tolerance.

The mitochondrial allele replacements found a negative effect of *COXI* and *COB* introns on high temperature growth in the hybrids. Also, intron-less *COB* mitigated the cold sensitivity in *S. cerevisiae*. Is intron processing a burden to yeast under heat or cold stress? What are the responsible nuclear factors? A suppressor screen could be performed to identify nuclear mutants that improve heat tolerance of *S. cerevisiae × S. uvarum* hybrids with intron-bearing *S. cerevisiae* mtDNA, either by random mutagenesis or systematically knocking out genes (presumably the *S. uvarum* alleles) involved in mitochondrial intron processing. Introns are known to co-evolve with nuclear factors (Rudan et al. 2018) and understanding their burden could provide insight on evolution of these selfish elements.

**Trade-off between heat and cold tolerance**

My final thoughts on the genetic basis of thermal divergence would be a commentary and might not be based on a solid experimental evidence. However, I hope it could still provide some insights for future work. I argue that the trade-off between heat and cold tolerance needs to be
taken into account when studying the genetic basis of either phenotype. When focusing on the evolution of heat tolerance, I used to treat *S. uvarum* as a “heat sensitive” species and look for “heat sensitive” genes in its genome, which are more or less assumed as loss-of-function changes. However, as the non-complementation screen and gene expression study showed, *S. uvarum* genes/promoters are usually not heat sensitive. Instead, dominant negative effects of *S. uvarum* genes were recurrently observed in the hybrid: the hybrids generally grow slower than *S. cerevisiae* at 37-39°C; the gene expression profile reflects a dominant trans-acting effect of *S. uvarum* genome at 22°C; the *COX1* effect was only present in the hybrid background but not *S. cerevisiae*. It seems that *S. uvarum* gene products cause problems, rather than stop working, at high temperature.

To better understand the genetic basis of thermal divergence, we may have to consider the cryotolerance of *S. uvarum*. In thermal adaptation, proteins or gene-gene interactions may be under biochemical constraints so that they can only function at high or low temperatures, e.g. enzymes have optimum temperatures. The heat sensitivity of *S. uvarum* may result from a trade-off between heat and cold tolerance, and some cold-adapted genes might cause problems at high temperature (e.g. misfolding, mis-binding, etc.). In Chapter 3, I found that the *S. cerevisiae* mitotype is heat tolerant and the *S. uvarum* mitotype is cold tolerant, but neither can tolerate both heat and cold temperatures, potentially suggesting a trade-off. This also happens at the single gene level where *S. cerevisiae* Cox1p conferred heat tolerance and *S. uvarum* Cox1p conferred cold tolerance. The lipid composition discussed in Chapter 5 is another example: the level of unsaturated fatty acids in cell membranes is high in cryotolerant yeasts and low in thermotolerant yeasts (Arthur and Watson 1976), suggesting the heat- and cold-adaptations are mutually exclusive. Consistent with the trade-off view, a recent study found that *PHO84*, a high affinity
phosphate transporter, showed reciprocal loss-of-heterozygosity (LOH) in experimentally evolved *S. cerevisiae* and *S. uvarum* hybrids, with the *S. cerevisiae* allele being lost at low temperature and the *S. uvarum* allele being lost at high temperature (Smukowski Heil et al. 2018). Although the authors suggest mutations with such antagonistic pleiotropic effects were rare in their evolved lines, a systematic examination may be needed to evaluate the prevalence of heat-cold trade-offs between the two species. The frequent LOH events in the hybrids are also consistent with a dominant effect of the *S. uvarum* genome at high temperature. As such, a most radical, if not crazy, future experiment would be to transform a library of *S. uvarum* genes into *S. cerevisiae* and screen for dominant negative effects, assuming the alleles causing burden at high temperatures are cold-adapted (and heat sensitive).

Although all organisms are adapted to their thermal environment and many heat- or cold-related traits are described for animals and plants (such as the fat layer of polar bears), little is known about the genetic constraints in the trade-offs between two related species with different thermal profiles. Therefore, the prevalence and importance of genetic trade-offs between heat- and cold-adaptation are still open questions. However, these concerns could lead to a reflection that we should consider a trait’s evolutionary history when researching its genetic basis. For example, copper resistance is considered as a derived character in the *S. cerevisiae* lineage, and *S. uvarum* may represent the ancestral state. In this case, we tend to expect that introducing the copper-resistant changes of *S. cerevisiae* into *S. uvarum* can increase its resistance, and the effects of these changes do not depend on a hybrid background. The ancestral state of temperature tolerance in the *Saccharomyces* lineage is not clear; it is possible that both *S. cerevisiae*’s heat tolerance and *S. uvarum*’s cold tolerance are derived, and evolution of one trait constrains the other. In this case, the genetic architecture is more complicated, and we might not
assume *S. cerevisiae* genes have additive effects in *S. uvarum* on heat tolerance. Hopefully, the experiments proposed earlier in this chapter would reveal more genes underlying thermal divergence and help understand the relationship between heat and cold tolerance in yeast.
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## Appendix

### Supplementary materials for Chapter 2

Table S2-1. GO terms enriched in temperature-responsive genes.

<table>
<thead>
<tr>
<th>Gene set</th>
<th>GOID</th>
<th>GO_term</th>
<th>Cluster frequency</th>
<th>Background frequency</th>
<th>P-value</th>
<th>FDR</th>
<th>Genes annotated to the term</th>
</tr>
</thead>
<tbody>
<tr>
<td>22°C&gt;37°C</td>
<td>6553</td>
<td>lysine metabolic process</td>
<td>5 out of 110 genes, 4.5%</td>
<td>9 out of 5055 background genes, 0.2%</td>
<td>0.00026</td>
<td>0</td>
<td>LYS2, LYS20, LYS12, LYS1, LYS9</td>
</tr>
<tr>
<td>22°C&gt;37°C</td>
<td>9085</td>
<td>lysine biosynthetic process</td>
<td>5 out of 110 genes, 4.5%</td>
<td>9 out of 5055 background genes, 0.2%</td>
<td>0.00026</td>
<td>0</td>
<td>LYS2, LYS20, LYS12, LYS1, LYS9</td>
</tr>
<tr>
<td>22°C&gt;37°C</td>
<td>1901605</td>
<td>alpha-amino acid metabolic process</td>
<td>12 out of 110 genes, 10.9%</td>
<td>101 out of 5055 background genes, 2.0%</td>
<td>0.00071</td>
<td>0</td>
<td>LYS2, CHA1, CIT2, LYS20, ARO10, ARG4, LYS12, LYS1, GAD1, CIT1, LYS9, IDH2</td>
</tr>
<tr>
<td>22°C&gt;37°C</td>
<td>9066</td>
<td>aspartate family amino acid metabolic process</td>
<td>7 out of 110 genes, 6.4%</td>
<td>36 out of 5055 background genes, 0.7%</td>
<td>0.00463</td>
<td>0</td>
<td>LYS2, CHA1, LYS20, ARO10, LYS12, LYS1, LYS9</td>
</tr>
<tr>
<td>22°C&gt;37°C</td>
<td>19878</td>
<td>lysine biosynthetic process via aminoadipic acid</td>
<td>4 out of 110 genes, 3.6%</td>
<td>8 out of 5055 background genes, 0.2%</td>
<td>0.0068</td>
<td>0</td>
<td>LYS2, LYS20, LYS1, LYS9</td>
</tr>
<tr>
<td>22°C&gt;37°C</td>
<td>6457</td>
<td>protein folding</td>
<td>10 out of 110 genes, 9.1%</td>
<td>88 out of 5055 background genes, 1.7%</td>
<td>0.00842</td>
<td>0</td>
<td>AHA1, MDJ1, BTN2, SSA2, HSP104, HSC82, SIS1, STI1, HSP82, CUR1</td>
</tr>
<tr>
<td>Temperature</td>
<td>Size</td>
<td>Process</td>
<td>Number of Genes Associated</td>
<td>Percentage of Associated Genes</td>
<td>p-Value</td>
<td>Differential Genes</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>------</td>
<td>------------------------------</td>
<td>----------------------------</td>
<td>-------------------------------</td>
<td>---------</td>
<td>-------------------</td>
<td></td>
</tr>
<tr>
<td>37°C&gt;22°C</td>
<td>19030</td>
<td>meiotic cell cycle process</td>
<td>19 out of 101 genes, 18.8%</td>
<td>244 out of 5055 background genes, 4.8%</td>
<td>9.93E-05</td>
<td>DTR1, SPO23, SPR28, MEI4, DMC1, RCK1, CLB1, SPO13, SPS100, SPO16, HOP1, GAS2, SMA2, CSM3, REC114, FKS3, NDJ1, MPC54, YOR338W</td>
<td></td>
</tr>
<tr>
<td>37°C&gt;22°C</td>
<td>51321</td>
<td>meiotic cell cycle</td>
<td>19 out of 101 genes, 18.8%</td>
<td>249 out of 5055 background genes, 4.9%</td>
<td>0.00014</td>
<td>DTR1, SPO23, SPR28, MEI4, DMC1, RCK1, CLB1, SPO13, SPS100, SPO16, HOP1, GAS2, SMA2, CSM3, REC114, FKS3, NDJ1, MPC54, YOR338W</td>
<td></td>
</tr>
<tr>
<td>37°C&gt;22°C</td>
<td>44702</td>
<td>single organism reproductive process</td>
<td>20 out of 101 genes, 19.8%</td>
<td>283 out of 5055 background genes, 5.6%</td>
<td>0.00022</td>
<td>DTR1, SPO23, SPR28, MEI4, DMC1, RCK1, CLB1, GPA1, SPO13, SPS100, SPO16, HOP1, GAS2, SMA2, CSM3, REC114, FKS3, NDJ1, MPC54, YOR338W</td>
<td></td>
</tr>
<tr>
<td>37°C&gt;22°C</td>
<td>9062</td>
<td>fatty acid catabolic process</td>
<td>5 out of 101 genes, 5.0%</td>
<td>15 out of 5055 background genes, 0.3%</td>
<td>0.00324</td>
<td>ADR1, POX1, POT1, CIT3, ICL2</td>
<td></td>
</tr>
<tr>
<td>Temperature Change</td>
<td>Number of Genes</td>
<td>Gene Set</td>
<td>Number of Genes in Set</td>
<td>p-value</td>
<td>FDR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------</td>
<td>----------</td>
<td>------------------------</td>
<td>---------</td>
<td>-----</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37°C&gt;22°C</td>
<td>44281</td>
<td>small molecule metabolic process</td>
<td>28 out of 101 genes, 27.7%</td>
<td>0.00399</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>598 out of 5055 background genes, 11.8%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Results (GO terms, p-values and FDR) are from the Saccharomyces Genome Database using genes significantly up or down at 22°C compared to 37°C compared to a background set of all genes with expression data.
<table>
<thead>
<tr>
<th>Class</th>
<th>Motif</th>
<th>TF</th>
<th>Logo</th>
<th>P₁</th>
<th>P₂</th>
<th>R²</th>
<th>Predict ASE?</th>
<th>PASE</th>
<th>R²ASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>22°C &gt; 37°C</td>
<td>YMR037C_1380MSN2</td>
<td></td>
<td><img src="image1" alt="Logo" /></td>
<td>7.70E-23</td>
<td>0.00172</td>
<td>0.0289</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YPR086W_1327SUA7</td>
<td></td>
<td><img src="image2" alt="Logo" /></td>
<td>5.00E-08</td>
<td>0.00320</td>
<td>0.0272</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YPL230W_509USV1</td>
<td></td>
<td><img src="image3" alt="Logo" /></td>
<td>1.07E-26</td>
<td>0.00334</td>
<td>0.0270</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YPR052C_879NHP6A</td>
<td></td>
<td><img src="image4" alt="Logo" /></td>
<td>0.00107</td>
<td>0.00377</td>
<td>0.0267</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YGL073W_411HSF1</td>
<td></td>
<td><img src="image5" alt="Logo" /></td>
<td>0.00803</td>
<td>0.00460</td>
<td>0.0261</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YDR096W_562GIS1</td>
<td></td>
<td><img src="image6" alt="Logo" /></td>
<td>1.19E-26</td>
<td>0.00952</td>
<td>0.0240</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YAL051W_2060OAF1</td>
<td></td>
<td><img src="image7" alt="Logo" /></td>
<td>3.34E-11</td>
<td>0.0108</td>
<td>0.0236</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YCR106W_506RDS1</td>
<td></td>
<td><img src="image8" alt="Logo" /></td>
<td>2.44E-10</td>
<td>0.0174</td>
<td>0.0223</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YJR127C_575RSF2</td>
<td></td>
<td><img src="image9" alt="Logo" /></td>
<td>1.92E-08</td>
<td>0.0182</td>
<td>0.0221</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YDR043C_2148NRG1</td>
<td></td>
<td><img src="image10" alt="Logo" /></td>
<td>1.09E-16</td>
<td>0.0198</td>
<td>0.0219</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YMR182C_531RGM1</td>
<td></td>
<td><img src="image11" alt="Logo" /></td>
<td>3.62E-23</td>
<td>0.0215</td>
<td>0.0216</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YDR216W_576ADR1</td>
<td></td>
<td><img src="image12" alt="Logo" /></td>
<td>7.21E-09</td>
<td>0.0217</td>
<td>0.0216</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YDR034C_865LYS14</td>
<td></td>
<td><img src="image13" alt="Logo" /></td>
<td>2.32E-05</td>
<td>0.0237</td>
<td>0.0213</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YDL170W_486UGA3</td>
<td></td>
<td><img src="image14" alt="Logo" /></td>
<td>5.23E-06</td>
<td>0.0252</td>
<td>0.0211</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YKL062W_518MSN4</td>
<td></td>
<td><img src="image15" alt="Logo" /></td>
<td>5.66E-23</td>
<td>0.0268</td>
<td>0.0210</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YLL054C_816YLL054C</td>
<td></td>
<td><img src="image16" alt="Logo" /></td>
<td>3.61E-09</td>
<td>0.0315</td>
<td>0.0205</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &gt; 37°C</td>
<td>YER169W_547RPH1</td>
<td></td>
<td><img src="image17" alt="Logo" /></td>
<td>3.33E-19</td>
<td>0.0319</td>
<td>0.0204</td>
<td>No</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure S2-1.**
Figure S2-1 continued

<table>
<thead>
<tr>
<th>Class</th>
<th>Motif</th>
<th>TF</th>
<th>Logo</th>
<th>p₁</th>
<th>p₂</th>
<th>R²</th>
<th>Predict ASE?</th>
<th>pASE</th>
<th>R²ASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>22°C &lt; 37°C</td>
<td>YDR216W_576</td>
<td>ADR1</td>
<td></td>
<td>0.00669</td>
<td>0.000296</td>
<td>0.0359</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YDR207C_2239</td>
<td>UME6</td>
<td></td>
<td>0.00131</td>
<td>0.00081</td>
<td>0.0328</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YGL035C_2142</td>
<td>MIG1</td>
<td></td>
<td>0.0134</td>
<td>0.00327</td>
<td>0.0286</td>
<td>Yes</td>
<td>0.0347</td>
<td>0.0181</td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YGR067C_2191</td>
<td>YGR067C</td>
<td></td>
<td>0.0361</td>
<td>0.00690</td>
<td>0.0264</td>
<td>Yes</td>
<td>0.00842</td>
<td>0.0247</td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YDR463W_660</td>
<td>STP1</td>
<td></td>
<td>1.66E-05</td>
<td>0.00758</td>
<td>0.0261</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YGL209W_2143</td>
<td>MIG2</td>
<td></td>
<td>0.00359</td>
<td>0.00858</td>
<td>0.0257</td>
<td>Yes</td>
<td>0.00420</td>
<td>0.0282</td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YAL051W_2060</td>
<td>OAF1</td>
<td></td>
<td>0.0328</td>
<td>0.0110</td>
<td>0.0249</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YER028C_2144</td>
<td>MIG3</td>
<td></td>
<td>0.0153</td>
<td>0.0110</td>
<td>0.0249</td>
<td>Yes</td>
<td>0.000678</td>
<td>0.0366</td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YHR178W_2068</td>
<td>STB5</td>
<td></td>
<td>0.00551</td>
<td>0.0254</td>
<td>0.0223</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YPL248C_1510</td>
<td>GAL4</td>
<td></td>
<td>0.00184</td>
<td>0.0260</td>
<td>0.0223</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YDL170W_486</td>
<td>UGA3</td>
<td></td>
<td>0.00330</td>
<td>0.0266</td>
<td>0.0222</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YDL170W_651</td>
<td>UGA3</td>
<td></td>
<td>0.00372</td>
<td>0.0321</td>
<td>0.0216</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22°C &lt; 37°C</td>
<td>YML081W_2194</td>
<td>TDA9</td>
<td></td>
<td>0.0248</td>
<td>0.0333</td>
<td>0.0215</td>
<td>Yes</td>
<td>0.0348</td>
<td>0.0177</td>
</tr>
</tbody>
</table>

**Figure S2-1. Transcription factor binding motifs associated with temperature effects.**

Holm–Bonferroni corrected p-values of Mann-Whitney tests for enrichment in the given temperature-responsive class. p₁, Holm–Bonferroni corrected p-values of linear regression between binding scores and temperature effects. R², adjusted R-squares of linear regression between binding scores and temperature effects. pASE, Holm–Bonferroni corrected p-values of linear regression between binding divergence and allele effects. R²ASE, adjusted R-squares of
linear regression between binding divergence and allele effects. Motif names and logos were downloaded from YeTFaSCo database (De Boer and Hughes 2012). TF, transcription factor. ASE, allele-specific expression.
Figure S2-2. Correlated binding site and expression changes for *ARO9* and *ARO10*. A. Expression and *ARO80* binding site scores for *ARO9* and *ARO10*. Expression is represented by normalized read counts for the *S. cerevisiae* allele (red) and *S. uvarum* allele (blue). Barplots show *ARO80* binding scores for *S. cerevisiae* (Sc) and *S. uvarum* (Su). B. *ARO80* motif. C. Sequence alignment of *ARO80* binding sites, from *S. cerevisiae* (Sc) and *S. uvarum* (Su). For
both $ARO9$ and $ARO10$, the lower binding scores in $S. uvarum$ are caused by single nucleotide changes (red asterisks). The $S. cerevisiae$ binding sites are tetrameric and the $S. uvarum$ sites are trimeric (red lines).
Supplementary Text

**High petite rate of *S. uvarum* mitotype and its association with ORF1**

*Saccharomyces* yeast strains generate petites spontaneously at a rate of ~1%, and variants in nuclear genes can affect petite rates (Dimitrov et al. 2009). We observed an extremely high petite rate in the hybrid with *S. uvarum* mitotype (48-61%, sometimes >90%), while the hybrid carrying *S. cerevisiae* mtDNA rarely generates petites (Fig. S3-5A). The high petite rate associated with *S. uvarum* mtDNA is only seen in the interspecific hybrid, but not pure strains *S. uvarum*, suggesting a dominant incompatibility in mtDNA inheritance between hybrid nuclear genomes and *S. uvarum* mtDNA. However, we were able to isolate a few *S. cerevisiae* and *S. uvarum* hybrids that carried mostly *S. uvarum* mitochondrial genes but did not exhibit a high petite rate. These strains arose at a frequency of 1%, so they are likely spontaneous recombinants. Whole genome sequencing showed that they all carry *S. cerevisiae ORF1*, but the rest of their mitochondrial genome is *S. uvarum* (Fig. S3-5C). This result suggests a strong link between *S. cerevisiae ORF1* and mtDNA inheritance. In the 90 recombinants generated from mutant crosses, we also observed a strong correlation between *S. cerevisiae ORF1* and low petite rates, although there were exceptions (Fig. S3-5B).

The possible inheritance phenotype adds to our understanding of the interesting biology of *ORF1*. *ORF1* (F-SceIII) was suggested to encode a free-standing homing endonuclease (Bordonné et al. 1988). The best-known homing endonuclease is I-SceI (ω), which promotes its spread to homing-less mitochondrial genomes (Jacquier and Dujon 1985). *ORF1* (F-SceIII) has been proposed to mediate mitochondrial recombination based on the high frequency of
interspecific mitochondrial recombinants at the start of ORF1 in wild *Saccharomyces* species and in a synthetic hybrid of *S. cerevisiae* × *S. mikatae* (Peris, Arias, et al. 2017; Peris, Moriarty, et al. 2017). Although further work will be needed to demonstrate that ORF1 affects mitochondrial inheritance, this activity would imply co-evolution between a selfish element and its host (Burt and Koufopanou 2004).
Figure S3.1. Reciprocal hemizygosity test of HFA1 and CUP2. (A) Hemizygotes with either the S. cerevisiae allele (sc-) or S. uvarum allele (-/su) and a wild-type hybrid (sc/su) were compared under the same conditions as the non-complementation screen. Growth is after 5 days. (B) Heat or copper resistance was measured by colonies sizes normalized to control condition (22°C YPD), with error bars representing the standard deviation of 6 biological replicates. (C) HFA1 hemizygotes differed in heat sensitivity on glucose but not glycerol medium. Cells were plated at 1:10 dilution. Growth is after 3 days.
Figure S3-2. Fermentative and respiratory growth of interspecific hybrids with reciprocal mitotypes at different temperatures. Interspecific hybrids between *S. cerevisiae* (sc), *S. paradoxus* (sp), *S. kudriavzevii* (sk), and *S. uvarum* (su) with either parental mitotype (ρ^p1 or ρ^p2) or no mtDNA (ρ^o) were grown on YPD and YPGly plates for 5 days (22°C and 37°C) or 124 days (4°C). Growth of parent species and their petites are shown for comparison. The 4°C images of *S. cerevisiae* × *S. kudriavzevii* hybrid with *S. cerevisiae* mtDNA (sc × sk ρ^p1) were replaced with images from a biological replicate plated in the same configuration because the original colony was contaminated.
Figure S3-3. Rescue of *S. cerevisiae* (sc) mitochondrial knockouts by recombination with *S. uvarum* (su) mitotypes. Upon crossing *S. cerevisiae* with *S. uvarum*, hybrids have unstable heteroplasmy; parental types do not grow at 37°C on glycerol, but recombinants can rescue the *S. cerevisiae* deficiency and the *S. uvarum* temperature sensitivity.
Figure S3-4.
Figure S3-4. Recombinant genotypes and examples of recombination breakpoints. (A)

Recombinants were manually classified into 11 genotype groups and breakpoints for 8
representatives were identified by manual inspection. Strains were labeled by the trials (“f” for initial trial and “S” for second trial) and mutant crosses in which they were generated. Phenotype panels are shown as in Fig. 2B, with the addition of 22°C colony sizes. (B) Representative recombinant genomes are shown. Outer circles represent the reference mitochondrial genomes (red for *S. cerevisiae*, blue for *S. uvarum*) and inner circles show coverage of a given recombinant. Note *15S rRNA* and *COB* are at different positions in the two reference genomes.
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Figure S3-5. High petite rate of *S. uvarum* mitotype and its association with *ORF1*. (A) Petite rate in a 22°C overnight culture is high for the hybrid with a *S. uvarum* mitotype (blue circle), while the hybrid with a *S. cerevisiae* mitotype (red circle) rarely generates petites (dotted circle). (B) Petite rates associate with *ORF1* alleles in 90 recombinants generated by knockout crosses. sc, *S. cerevisiae*; su, *S. uvarum*. (C) Four spontaneous recombinants carrying *S. cerevisiae ORF1* showed low petite rates; the rest of their mitochondrial genome is *S. uvarum*. 
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Figure S3-6. Procedure for mitochondrial allele replacement. (A) Biolistic transformation of the mitochondrial construct with a LEU2 plasmid. (B) Leu+ colonies were mated to *S. cerevisiae* mitochondrial knockouts. (C) The allele of interest was integrated into the mitochondrial genome via homologous recombination. (D) Integrated alleles were selected by rescue of respiration. (E) *MATa* mitochondrial genome transformants were crossed to *S. uvarum*. 
Figure S3-7. Background-dependent allele effects of COXI. *S. cerevisiae* diploids and hybrids carrying allele replacements and two wild-type controls were plated with 1:10 serial dilution and incubated at indicated temperatures. Growth is after 4 days for 25°C and 37°C, 25 days for 4°C on glucose, and 53 days for 4°C on glycerol. sc, *S. cerevisiae*; su, *S. uvarum*; mt, mtDNA. Alleles in the brackets were integrated into their endogenous loci in *S. cerevisiae* mtDNA.
Table S3-1. Aneuploidy in the recombinants.

<table>
<thead>
<tr>
<th>Strain</th>
<th>Increased 37°C growth compared to similar genotypes?</th>
<th>Cross</th>
<th>Duplicated chromosome</th>
<th>Mitochondrial interacting genes carried on the chromosome(^1)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>S29</td>
<td>Yes</td>
<td>cox3Δ</td>
<td>S. cerevisiae chrIX</td>
<td>MRS1</td>
<td>(Chou et al. 2010)</td>
</tr>
<tr>
<td>S53</td>
<td>No</td>
<td>cox3Δ</td>
<td>S. cerevisiae chrV</td>
<td>MRX1</td>
<td>(Jhuang et al. 2017)</td>
</tr>
<tr>
<td>S54</td>
<td>No</td>
<td>cox3Δ</td>
<td>S. cerevisiae chrIX</td>
<td>MRS1</td>
<td>(Chou et al. 2010)</td>
</tr>
<tr>
<td>S61</td>
<td>Yes</td>
<td>cox3Δ</td>
<td>S. cerevisiae chrIX</td>
<td>MRS1</td>
<td>(Chou et al. 2010)</td>
</tr>
<tr>
<td>S97</td>
<td>Yes</td>
<td>cox1Δ</td>
<td>S. uvarum chr10</td>
<td>PET309</td>
<td>(Jhuang et al. 2017)</td>
</tr>
</tbody>
</table>

\(^1\) Only genes with known incompatibilities were listed.
Table S3-2. Strains used in this study.

<table>
<thead>
<tr>
<th>Species</th>
<th>Strain</th>
<th>Background</th>
<th>Nuclear genotype</th>
<th>Mitochondrial genotype</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>S. cerevisiae</em></td>
<td>YJF173</td>
<td>S288C</td>
<td>MATa ho- ura3-52</td>
<td>rho⁺</td>
<td>(Engle and Fay 2012)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>YJF153</td>
<td>YPS163¹</td>
<td>MATa hoΔ::dsdAMX4</td>
<td>rho⁺</td>
<td>(Swain Lenz et al. 2014)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>PJD1²</td>
<td>D273-10B</td>
<td>MATa ade2-101 ade3-24 leu2-3,112 ura3-52</td>
<td>rho⁺</td>
<td>(Williams et al. 2007)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>XPM10b²</td>
<td>D273-10B</td>
<td>MATa arg8::hisG leu2-3,112 lys2 ura3-52</td>
<td>rho⁺, cox1Δ::ARG8m</td>
<td>(Perez-Martinez et al. 2003)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>HMD22²</td>
<td>D273-10B</td>
<td>MATa arg8::hisG his3-deltaHinDIII leu2-3,112 lys2 ura3-52</td>
<td>rho⁺, cox2Δ::ARG8m</td>
<td>(Bonnefoy and Fox 2000)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>DFS168²</td>
<td>D273-10B</td>
<td>MATa arg8Δ::URA3 his4-519 leu2-3,112 lys2 ura3Δ</td>
<td>rho⁺, cox3Δ::ARG8m</td>
<td>(Steele et al. 1996)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>CAB59²</td>
<td>D273-10B</td>
<td>MATa arg8::hisG leu2-3,112 lys2 ura3-52</td>
<td>rho⁺, cobΔ::ARG8m COX1 minus at at least one intron</td>
<td>(Ding et al. 2009)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>MR6³</td>
<td>W303-1B for nuclear; FY1679 for mitochondrial</td>
<td>MATa ade2-1 his3-11,15 leu2-3,112 trp1-1 ura3-1 CAN1 arg8::HIS3</td>
<td>rho⁺</td>
<td>(Rak et al. 2007)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>MR6 ΔATP6³</td>
<td>W303-1B for nuclear; FY1679 for mitochondrial</td>
<td>MATa ade2-1 his3-11,15 leu2-3,112 trp1-1 ura3-1 CAN1 arg8::HIS3</td>
<td>rho⁺, atp6Δ::ARG8m</td>
<td>(Rak et al. 2007)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>MR6 ΔATP8³</td>
<td>W303-1B for nuclear; FY1679 for mitochondrial</td>
<td>MATa ade2-1 his3-11,15 leu2-3,112 trp1-1 ura3-1 CAN1 arg8::HIS3</td>
<td>rho⁺, atp8Δ::ARG8m</td>
<td>(Rak and Tzagoloff 2009)</td>
</tr>
<tr>
<td><em>S. cerevisiae</em></td>
<td>DFS160</td>
<td>DBY947</td>
<td>MATa ade2-101 kar1-1 leu2Δ ura3-52 arg8Δ::URA3</td>
<td>rho⁰</td>
<td>(Steele et al. 1996)</td>
</tr>
<tr>
<td><em>S. uvarum</em></td>
<td>YJF1449</td>
<td>CBS7001</td>
<td>MATa hoΔ::NatMX</td>
<td>rho⁺</td>
<td>(Scannell et al. 2011)</td>
</tr>
<tr>
<td>Species</td>
<td>Strain</td>
<td>Genotype</td>
<td>Allele</td>
<td>Source</td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>------------</td>
<td>---------------------------------</td>
<td>---------</td>
<td>--------------------------------------------</td>
<td></td>
</tr>
<tr>
<td><em>S. uvarum</em></td>
<td>YJF1450 CBS7001</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::NatMX rho&lt;sup&gt;+&lt;/sup&gt;</td>
<td>(Scannell et al. 2011)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. uvarum</em></td>
<td>YJF2600 CBS7001</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::NatMX trp1Δ::hphMX4 rho&lt;sup&gt;+&lt;/sup&gt;</td>
<td>This study</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. uvarum</em></td>
<td>YJF2601 CBS7001</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::NatMX trp1Δ::hphMX4 rho&lt;sup&gt;+&lt;/sup&gt;</td>
<td>This study</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. uvarum</em></td>
<td>YJF2760 CBS7001</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::NatMX trp1Δ::hphMX4 rho&lt;sup&gt;0&lt;/sup&gt;</td>
<td>This study</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. uvarum</em></td>
<td>YJF2785 BMV58&lt;sup&gt;4&lt;/sup&gt;</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::dsdAMX4 rho&lt;sup&gt;+&lt;/sup&gt;</td>
<td>This study</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. paradoxus</em></td>
<td>YJF694 N17</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::lox-KAN-lox rho&lt;sup&gt;+&lt;/sup&gt;</td>
<td>This study</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. paradoxus</em></td>
<td>YJF695 N17</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::lox-KAN-lox rho&lt;sup&gt;+&lt;/sup&gt;</td>
<td>This study</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>S. kudriavzevii</em></td>
<td>YJF2779 CR85&lt;sup&gt;5&lt;/sup&gt;</td>
<td>MAT&lt;sub&gt;a&lt;/sub&gt; hoΔ::hygMX4 ura3 rho&lt;sup&gt;+&lt;/sup&gt;</td>
<td>(Lopes et al. 2010)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>1</sup>YPS163 is an oak tree isolate provided by P. Sniegowski.

<sup>2</sup>provided by Tom D. Fox.

<sup>3</sup>provided by Alexander Tzagoloff.

<sup>4</sup>BMV58 is a wine isolate provided by Javier Alonso del Real Arias and Amparo Querol; used in constructing *S. paradoxus* × *S. uvarum* hybrids.

<sup>5</sup>CR85 is a Spanish *Quercus ilex* bark isolate provided by Amparo Querol.
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Figure S4-1.

Figure S4-1. Copper resistance of chimeric constructs in *S. cerevisiae*. Copper resistance of the chimeras was examined in an *S. cerevisiae* CUP2 knockout strain in 0.5 mM copper sulfate. The resistance was measured by normalized area under curve (AUC), with points representing the mean of three biological replicates and error bars representing 95% confidence interval. The colors are based on the number of *S. cerevisiae* segments in the chimeras (red = 4, orange = 3, grey = 2, light blue = 1, blue or black = 0).
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Verified sequence for *S. uvarum ura3Δ::sc-ura3-140* locus. Red is the truncated *S. cerevisiae URA3* ORF. Unshaded is *S. cerevisiae* sequence; shaded is downstream *S. uvarum* flanking sequence. Upstream *S. uvarum* flanking sequence is not shown because it was not covered by Sanger reads.

TATTTATGGTGAAGAATAAGTTTTTGACCATCAAAGAAGGTATATGGGCTGTGTTTTCAGGGTC
CATAAGCTTTTTCAATTCTACATTTTTTTTTTTTTATTCTTTTTTTGATTCCGTTTCTTGAAAAT
TTTTTGATTCCGTAATCTCCGACAGAAGGAAGAACGAAGAGCAACAGACTTAGATTGG
TATATATACGATATGTAGTGTTGAAAGAACATGAAATTGCCCAGTATTCTTTAGATTTAACACCTGCA
CAGAAACAAAACCTGCAGGAAACCAAGATATAATCATTGCGAAGCTAGTACTTGGACATATGCAGATAG
GCAAAAGATTTTATTGCTGACATTGATAATACGCAAATTCGAGATCCTACTCCTGGGTTGATAC
AGAATAGCAGAAGTGCGACACTAGAATGCAACACGGGTGTTGCGTGGGCCCCAGTTATTTTTAGC
GTGGTGAAGCAGGCAGAAGAAGAATCAACAAAGGACCTAGAGGCCTTTTTGATATGTAGAAGATTG
CTATGCAAGGGTCTAGCGTACTGCTAGAATATATAGTAGTTTGGAGTGAGGATGAGATGTAACG
ATTGGTGTATTAGCACCACCGGGTGTTGCGTTTAGATGCAAAAGGACATGGCTGAGTTTAC
TAGAACCATTGGATTGATGTGGTCTCTACACGACTGACATTATTATTATTGTTGGAAGAGGCTATTG
GCAAAAGGTAAGAGTCTAAGGTAAGGTTGAACGTTGACGATCGAAGAAGATATATTGT
TGAAGAAGATCCGGCAGCAAAAACTAAAAAATCGTATATAGTTAATATGCAATGATGATCTAAAAT
ACAACCTTAGACTCATTATATATATACGATTCACTTTTAGATATATACCCGGAATCTCGTGTATTAC
TATTATGCAAAATGAAAAGAAAAACTTGAGAAGTTTTCATGCGTTATTACGTTAAGTTCTAAT
CACCATACCTGCGCAGACACCGAGAAATATTTCGACAACTAGAAATGAGCAATC
CGGCTCAGACCAAAAACAGAACAGAAGAAGAGCCCGACAGATGGACGACTAAATTTCTAAAGAACAA
CAAGAGTCCAGAAAGTTGTTGGAACAAAGCAAAATGAAGATTTTCATGCTTTTATACTCAAACCT
TAGTATAGAAAGGTTTTACGCGACTGTCAGATTTACATCAACATACCTCGGACTCAACGATG
GCAAAACATGCATCATGAGTCTCAGAGAGTCTCTCAAGCAGAGCAGCGTGTCGAGACAGT
TTCCAGAAGAACAGACGGCGTTTGGGCAAAGGCTTGCGTTAATGTAGTACTGCGCTATATAA
CTATATATACCTCGGTTCCTGTGTTTCTAGCAGTAATATAAAAAAATAAATCAAATATTATT
ATTACCT