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The spin alignment of inelastically excited $^7$Li projectiles, when the target remains in its ground state, was determined through angular-correlation measurements between the breakup fragments of $^7$Li$^*$ ($\alpha + t$). It was found that $^7$Li$^*$ is largely aligned along the beam axis (longitudinal) in this type of inelastic reaction, regardless of the target. This longitudinal alignment is well described by DWBA calculations, which can be explained by an angular-momentum-excitation-energy mismatch condition. These calculations also explain the longitudinal spin alignment of excited nuclei in several other systems, showing the phenomenon is more general. The experiment involving $^7$Li was performed at the Texas A&M Cyclotron Institute, and used a custom designed detector system consisting of two annular Si-CsI(Tl) telescope arrays.
Chapter 1

Introduction

“I was taught that the way of progress is neither swift nor easy.”
—Marie Curie

The aim of this dissertation is to answer the question:

What inelastic nuclear reaction mechanism can generate large longitudinal spin alignment?

The answer turned out to be both simple and interesting. This dissertation will tell the story of getting to that answer, while also presenting the foundations for understanding the phenomenon as well as some interesting things found along the way. This journey includes: an experiment that shattered a hypothesis, quantum-mechanical calculations of a reaction, the realization of an appropriate mathematical formalism after many lengthy discussions, and the reduction of quantum-mechanical calculations into insight that can be readily applied to other reactions.

The generation and manipulation of nuclear spin is a useful tool for many different studies. In particular, $g$-factor measurements of nuclei, and individual nucleons, are able to provide insight into the complex (internal) many-body nature of these systems. For nuclear science, there are many more $g$-factors to be measured (e.g. the ground and excited states
of radioactive nuclei) and the spin alignment mechanism outlined in this dissertation can be applied to radioactive beam experiments. In fact, the mechanism may have already been used (unwittingly) for such studies [1].

The rest of the Introduction will discuss simple nuclear models while also highlighting the importance of $g$-factor measurements for elucidating the more complicated many-body (composite) structure of particles. The basic framework for understanding nuclear reactions is also presented, and some nuclear reactions where polarization phenomena have been observed before are identified, including the reactions that motivated the central thesis. Chapter 2 will give further details on nuclear structure, including a presentation on spin-orbit coupling. Chapter 3 will discuss nuclear reactions, and introduce the concepts of quantum-mechanical scattering theory that will be used in later chapters. Chapters 4 and 5 will detail the experiment that became the foundation of this dissertation, as well as the subsequent data analysis. Chapter 6 will further expand on polarization phenomena in the context of nuclear reactions, before providing a mechanism for generating spin alignment in inelastic nuclear reactions and the consequences of such a mechanism from the perspective of quantum-mechanical scattering theory. Chapter 7 will talk about a follow-up experiment to test the proposed spin alignment mechanism and conclude with a discussion of applications, that may even reach beyond nuclear reactions.

1.1 Mass and Structure of Nuclei

An empirical law for determining the ground-state masses of nuclei was found in the 1930s by Carl Friedrich von Weizsäcker, known as the liquid drop model (LDM). This model treats nuclei as a fluid of neutrons and protons, and attempts to describe nuclear masses across the chart of nuclides (shown in Figs. 1.1 and 1.2), which maps all of the known isotopes according to their number of protons ($Z$) and neutrons ($N$). The LDM can be written rather succinctly by an equation for the nuclear binding energy with $A = N + Z$, 

...
The term with coefficient $a_V$ refers to volume interactions, that depend on the number of nucleons. Nuclear density is almost constant, and sits around the “saturation density”, $\rho_0 = 0.16$ Nucleons/fm$^3$, so the volume of a nucleus is approximately proportional to the number of nucleons. The remaining major terms reduce the binding energy. The term with coefficient $a_S$ refers to surface corrections, as nuclei are ultimately finite and thus the nucleons on the surface have less interactions than nucleons embedded in the medium. The term with coefficient $a_C$ incorporates the internal Coulomb forces, as higher $Z$ reduces the binding energy due to the protons pushing each other apart. The term with coefficient $a_A$ is an asymmetry term related to the fact that there are two potential wells being filled, since neutrons and protons are not identical fermions. As the number of nucleons in a particular well increases so does their Fermi energy (from the Pauli exclusion principle) and thus it may become energetically favorable for a proton to change into a neutron or vice versa (via $\beta$ decay). The last term is a pairing term, which takes into account the fact that neutrons and protons prefer to come in pairs with total spin zero. The empirical LDM is surprisingly accurate for predicting nuclear binding energies and provides a starting point for understanding infinite nuclear matter (relevant for very dense matter, e.g. neutron stars).

The colors in Fig. 1.1 denote the different decay modes of the nuclei, with the black squares showing the stable isotopes. For the lower-mass nuclei, the line of stable isotopes is approximately along the $N = Z$ line, ultimately bending over to more neutron-rich stable isotopes at higher mass due to the increasing Coulomb forces. Away from this “valley of stability”, moving along cross-diagonal isobar lines of constant $A = N + Z$, are radioactive isotopes, which can be accessed in experiments by different nuclear reactions. For most of the chart, the area around stability is dominated by $\beta$-decay modes (blue and pink squares), which is mediated by the weak interaction allowing protons and neutrons to be converted from one to the other, forcing these nuclei back to the valley of stability, a process driven
Figure 1.1: Chart of the nuclides, which shows all of the known isotopes. The colors represent the different decay modes of the respective nuclei, from no decay (black squares), to $\beta$ decay (blue and pink squares), particle emission (orange and purple squares), as well as $\alpha$ decay and spontaneous fission (yellow and green squares).

by the reduction of the asymmetry energy. The ends of the chart are known as the “drip lines”, beyond which adding additional nucleons does not result in a lower binding energy with respect to adding a free nucleon. Nuclei beyond the drip lines will only exist as resonances, which will quickly decay by particle emission (orange and purple squares). It is the aim of some newer facilities (specifically FRIB at Michigan State University) to access the more neutron and proton-rich isotopes. At very large mass, $\alpha$-decay and fission become the predominate decay modes (yellow and green squares). The nuclei in the focus in this dissertation lie in the bottom left corner of the chart in the lower-mass region.

Figure 1.2 gives another perspective of the chart, which shows the vast unexplored territory on the neutron-rich side. It also highlights some of the processes which are thought to be responsible for nucleosynthesis. Of these the r-process, or rapid neutron-capture process, is one of the most notable as it explains the production of very heavy elements in our universe. The search for astrophysical sites of this process is ongoing, although, the recent
direct detection of a binary neutron star merger event, and follow-up optical studies, suggest that such events are r-process sites [2].

1.1.1 Independent-Particle Model

The liquid-drop model provides a good scheme for predicting the ground-state masses of nuclei, however, it says little about their structure. The independent-particle model (IPM) is a simple quantum-mechanical model that can be used to start predicting the structure of nuclei\(^1\), especially around closed shells.

Electronic orbitals are a result of Coulomb forces, the magnitude of which tend toward infinity at zero distance. Thus the energy of zero angular momentum states (s orbitals) is significantly lowered, as they have non-zero probability density at zero distance. Nuclear forces are represented by flat-bottomed potentials, which don’t “penalize” higher angular

\(^1\)However, the IPM, in and of itself, says little about the masses of nuclei. The incorporation of quantum-mechanical effects into LDM calculations (colloquially known as “macro+micro” calculations) was developed by Strutinsky in the late 1960s [3].
Figure 1.3: The radial wave functions (blue dashed and dashed-dotted lines) for the $s$ electron states in the hydrogen atom (a) and the $s$ neutron bound states in $^{208}$Pb (b) are plotted at the energies found in numerically solving the radial Schrödinger equation by discretizing the Hamiltonian. The potentials used in the calculation are shown as the red solid lines. The small black dotted lines show the energy of the state.

momentum states for not having much, if any, probability density near the center of the potential, and thus the shell ordering of nuclei is different from that of atoms. A comparison between the $s$ states of an electron in a hydrogen atom to the $s$ states of a neutron in a $^{208}$Pb nucleus is presented in Fig. 1.3. As expected, the nuclear wavefunctions have an increasing number of nodes corresponding to increases in energy, similar to electronic orbitals. However, the nuclear states are more evenly spaced in energy than the atomic case.

In the independent-particle model we treat each nucleon as if it is in a mean-field, i.e. one nucleon feels an effective force from the collection of all other nucleons. The effective potential must be short-range, so a Woods-Saxon potential (rounded square well) is often used to parameterize the mean-field potential. The nucleon-nucleus potential in the WS form is given by,

$$V(r) = \frac{-V_0}{1 + e^{(r-R)/a}}, \quad (1.2)$$

where $V_0 \sim 50$ MeV and $a \sim 0.7$ fm. $R$ is typically given as $R = r_0 A^{1/3}$ with $r_0 = 1.2$ fm. The solid red line in Fig. 1.3(b) is of this form. The spherically symmetric Woods-Saxon potential works fairly well for closed-shell nuclei although other nuclei require a deformed potential.
For the proton levels, one also has to consider the Coulomb force with the residual nucleus. The main consequence of adding a Coulomb potential is the introduction of a “Coulomb barrier” that allows for quasi-bound nuclei with dramatically longer lifetimes beyond the proton drip-line and prevents nuclear reactions at low bombarding energies. In another departure from the typical atomic case, nuclear states are not fully specified by just their orbital angular momentum \((s, p, d, f \text{ etc.)}\), as the mean-field orbit also requires the total angular momentum \(J = \ell + s_{p,n}\) be specified due to strong spin-orbit coupling present in nuclear forces.

Nuclear levels are also characterized by their parity (whether the mirror image looks the same, +, or not, -), with the convention spin-parity, or \(J^\pi\). Taking the \textit{aufbau} principle from atomic physics and applying it to both neutrons and protons separately in the independent-particle model, we can begin to make structure determinations of nuclei. Fermion degeneracy is more complicated for nuclei than for atoms, as the proton carries charge; making it distinct from the neutron (a result of the internal quark structure). Thus, in the independent-particle model there are two potential wells to be filled and excited states of nuclei are then thought of as single/multiple-particle excitations to higher orbitals.

### 1.2 History of Intrinsic Spin and Magnetic Moments

A charged particle in a closed system with a well defined angular momentum will generate a magnetic field, i.e. a magnetic dipole moment. For a particle satisfying the Dirac equation (the relativistic Schrödinger equation for massive spin-1/2 particles), with charge \(e\) and mass \(m\) the magnitude of this magnetic moment is,

\[
\mu = \frac{e\hbar}{2m}.
\]  

Equation (1.3) should hold for fundamental particles, and mostly does for the electron (interactions with virtual photons change the overall observed electron magnetic moment by
a small amount). However, Eq. (1.3) does provide the correct order of magnitude for the magnetic moment. Therefore, the magnetic moments of nucleons and nuclei are typically given in units of the nuclear magneton,

$$\mu_N = \frac{e\hbar}{2m_p},$$

(1.4)

with $m_p$ as the mass of the proton.

The magnetic moment, $\mu$, of a particle is directly related to its intrinsic spin, $S$, by the formula,

$$\mu = \left(\frac{g\mu_N}{\hbar}\right) S,$$

(1.5)

where the $g$-factor has been introduced, which defines the response of a particle with intrinsic spin to an external magnetic field. In a classical picture, if the charge and mass distributions of a body are the same then $g = 1$. If quantum-mechanical effects are included, all fundamental spin-1/2 particles must have $g = 2$. Large deviations from these values hint at more complicated internal (composite) structure. This can be seen across the chart of nuclides, and even in their constituent nucleons.

### 1.2.1 Nucleon Magnetic Moments

The existence of quantized intrinsic spin was first shown by Stern and Gerlach in 1922 [4], where they observed a spatial splitting of silver ion beams into distinct groups after passing through magnetic field gradients. This could only be the case if the magnetic moments of silver nuclei were quantized, a result of quantized intrinsic spin. The magnetic field gradients separated the silver ions according to their different orientations of the intrinsic spin, or rather different magnetic substates. Only a few years later in 1926, Uhlenbeck and Goudsmit found that treating the electron with an intrinsic spin of $(1/2)\hbar$ could explain atomic spectra [5].

†In fact Kronig, of the Kramers-Kronig relations, had already formulated the effect of a “spinning electron” on atomic spectra but was told by Wolfgang Pauli not to publish the work!
The magnetic moments of the proton and deuteron were measured by Stern and his group [6, 7], and these experiments were the first to measure the magnetic moments of nuclei. To their surprise, they found that the magnetic moments of protons and deuterons were not integers of the nuclear magneton, $\mu_N$, showing that the interactions between nucleons must be more complicated (i.e. they are not fundamental point-like particles). Not long after the discovery of the neutron by Chadwick in 1932 [8], an experiment was performed by Bloch and Alvarez to measure the magnetic moment of the neutron [9] (which is surprising in its own right since the neutron doesn’t carry charge) and found the addition of the proton and neutron magnetic moment does not add up to that of the deuteron, hinting that the deuteron cannot be described by a simple non-interacting $n-p$ model.

For decades after the discovery of the neutron, it was thought that protons and neutrons were fundamental, even though measurements of their magnetic moments suggested otherwise. The confirmation of quarks in 1969 from deep inelastic $e-p$ scattering measurements [10, 11], that observed resonances corresponding to nucleon excitations, definitively showed that protons and neutrons are not fundamental. Up to this point, many different particles had been observed (mesons and baryons, e.g. pions and nucleons), and with the introduction of quarks into the Standard Model, these particles could be understood as different combinations of quarks. Quarks come in many “flavors”, but the most relevant for this work are the up quark, $u$, and the down quark, $d$, which distinguish protons and neutrons.

Because of the complicated internal quark structure of nucleons, it is not clear why the proton and neutron have spin $\left(1/2\right)\hbar$. This proton and neutron “spin crisis” is still an open question in quantum chromodynamics (QCD). Furthermore, it is not obvious how the quark dynamics couple to the absolute magnetic moment (as has been solved for the electron in quantum electrodynamics). Recent attempts to calculate the magnetic moment of protons and neutrons (as well as other baryons, i.e. three-flavor quark matter) through lattice QCD (LQCD) have given the correct magnetic moment but use unphysically large $u$ and $d$ quark masses (for technical reasons) [12, 13]. Just as calculations of nucleon magnetic moments
are ongoing, determining the spin and magnetic moments of nuclei, along with their excited states, from first principles has only been achieved for the lightest nuclei.

An Aside on Isospin

Isospin (or isobaric spin) symmetry arises from the fact that the $u$ and $d$ quark have almost the exact same mass. Swapping a valence $u$ quark to a $d$ quark in a proton results in a neutron and vice versa. It is often useful to incorporate isospin symmetry into nuclear structure models. The isospin quantum number, $t$ or $T$, is then defined. Nucleons are given an isospin number $t = 1/2$ with the projections $t_z = -1/2$ attributed to protons and $t_z = 1/2$ attributed to neutrons. The same formulism for angular momentum is then applied to isospin symmetry. The total isospin projection for a given nucleus is defined as,
\[ T_Z = \frac{N - Z}{2}. \] (1.6)

Most nuclear states are characterized by one isospin. By plotting adjacent nuclear masses along an isobar (total \( A \) is the same) one finds a connection between states in different nuclei. These corresponding states are called analogs, where all the nuclear quantum numbers are identical except for the projection of isospin\(^\dagger\). An analog of the ground state is called an isobaric analog state. Figure 1.4 shows an isobar diagrams for the \( A=7 \) system. In Fig. 1.4 the similarity between \(^7\text{Li}\) and \(^7\text{Be}\), from a nuclear perspective, is apparent. As such, most of the known states in \(^7\text{Li}\) have direct analogs in \(^7\text{Be}\) (connected by the dashed lines in Fig. 1.4), and the difference in energy of these states can be largely attributed to differing Coulomb forces and the mass difference of the neutron and a proton, plus an electron, (0.78 MeV/\(c^2\)). Isospin is not a perfect quantum number and so isospin mixing can and does occur. An example of such mixed states will be presented in Chapter 5.

### 1.2.2 Nuclear Magnetic Moments

Shortly after Stern and Gerlach’s discovery of quantized intrinsic spin, methods for determining \( g \)-factors blossomed, with measurements of nuclear \( g \)-factors still ongoing. These \( g \)-factor measurements can give insight into the nuclear wavefunctions and hence nuclear structure. For example, the fact that the deuteron magnetic moment (0.8574\(\mu_N\)) is not the simple addition of the neutron and proton moments (-1.913\(\mu_N\) and 2.793\(\mu_N\), respectively) suggest that the interaction between the neutron and proton has some \(d\)-wave component (i.e. internal angular momentum, \( \ell = 2\hbar \)). From parity, isospin, and spin symmetry arguments, the lowest-order contributions to the deuteron wavefunction are the \(s\)-wave (\( \ell = 0\hbar \)) and \(d\)-wave components. Early (late 1940’s) estimates of these \(d\)-wave probabilities from measurements of the proton, neutron, and deuteron magnetic moments found that roughly \(\sim 4\%\) of the deuteron wavefunction can be attributed to \(d\)-wave components [15], although

\(^\dagger\)Isospin generates a useful organizing principle, and was largely developed by Wigner and Feenberg [14].
it was found that the exact form of the nuclear potential would give rise to different $d$-wave probabilities. Decades later, when sophisticated microscopic nucleon-nucleon potentials had been developed, this result was confirmed, as different microscopic potentials resulted in different $d$-wave probabilities [16]. The widely used microscopic potentials from Argonne National Laboratory, which reproduce the measured values of the deuteron magnetic dipole moment and the electric quadrupole moment (0.2859 e-fm$^2$), found a $d$-wave component of 6%. Although this component cannot be exactly constrained due to the ambiguities associated with microscopic nuclear potentials, measurements of the deuteron magnetic moment tell us Nature is more complicated than one might have originally thought.

Simplistic independent-particle pictures can predict the magnetic moments of heavier nuclei (known as the Schmidt limits), and deviations from this model hint at internal structure more intricate than the IPM would suggest. The magnetic moment is defined in the independent-particle model as,

$$\mu = \langle Jm_J = J | \hat{\mu}_z | Jm_J = J \rangle,$$

(1.7)

with the total magnetic moment operator for $A$ nucleons given by,

$$\mu = \sum_{i=1}^{A} g_\ell \ell_i + g_s s_i.$$  

(1.8)

For a nucleus with a number of fully-paired nucleons (it has an even number of nucleons in each well, i.e. is even-even) the total magnetic moment should be near zero, since nucleons prefer being in spin-up and spin-down pairs that couple to zero angular momentum.

If one introduces an unpaired valence nucleon to a core nucleus then that nucleon will generate an overall magnetic moment. For a neutron $g_\ell = 0$, because it carries no charge its orbit will not induce a magnetic field. In the case of the proton, which does carry charge, $g_\ell = 1$. The $g_s$-factor for an isolated proton is $g_p = 5.586$, and $g_n = -3.826$ for a neutron. Working through the vector addition of angular momenta and assuming units of the nuclear
magneton, the coupled angular momenta solutions of Eq. (1.8) will give rise to a magnetic moment,

\[
\mu_j = \begin{cases} 
  g_\ell \ell + \frac{1}{2} g_s & \text{if } j = \ell + 1/2 \\
  \frac{j}{j+1} \left( g_\ell (\ell + 1) - \frac{1}{2} g_s \right) & \text{if } j = \ell - 1/2.
\end{cases}
\]

The bounds made by \( j = \ell \pm 1/2 \) give the Schmidt limits for magnetic moments in even-odd nuclei. Deviations from these bounds indicate a more complicated structure of the nucleus and require more sophisticated calculations of the internal structure beyond that of the independent-particle model. Several examples of applying these limits and their implications are given below.

\(^{15}\text{N}\) has 7 protons and 8 neutrons. The largest contribution to the magnetic moment will be from the unpaired proton. Unlike the atomic case, in nuclei the first \( p \) shell (\( \ell = 1\hbar \)) typically goes below the second \( s \) shell and thus the unpaired proton occupies this level. Furthermore, the strong spin-orbit coupling of the nuclear force splits the degeneracy of these shells into \( p_1/2 \) and \( p_3/2 \) sub-shells, with the energy of the \( p_3/2 \) shell lower than that from the \( p_1/2 \) shell (another quality different from atoms). For an unpaired proton in a \( p_1/2 \) shell, the predicted contribution to the magnetic moment is \(-0.264\mu_N\), close to the experimental value of \(-0.283\mu_N\).

\(^{19}\text{F}\) has 9 protons and 10 neutrons, and again the main contribution to the magnetic moment is the unpaired proton in an open shell (the first \( s \) and \( p \) shells are filled). The next open shell for the proton is the second \( s_1/2 \) shell, and thus the magnetic moment of \(^{19}\text{F}\) should have a similar magnetic moment to that of the proton (since the \( s_1/2 \) state has zero orbital angular momentum a proton in this orbit will not generate a magnetic field), and in fact it does. The experimentally measured value is \(2.629\mu_N\).

\(^{7}\text{Li}\) has 3 protons and 4 neutrons and the unpaired proton lies in the \( p_3/2 \) shell. The independent-particle model predicts the contribution of this proton to the magnetic moment to be \(3.793\mu_N\), which is significantly larger than the experimentally measured value of
3.256µ_N. This discrepancy indicates that more sophisticated models are needed to describe the magnetic moment of \(^7\)Li. Although, instead of increasing the degrees of freedom, this anomalous magnetic moment can be described by reducing the degrees of freedom. \(^7\)Li is well accepted to be an \(\alpha\)-cluster nucleus, a phenomenon that arises in lighter nuclei due to the very large binding energy of \(\alpha\) particles. In this picture, \(^7\)Li is described by a cluster \(\alpha + ^3\)H, and calculations with this model recover the magnetic moment while also explaining the very large electric quadrupole moment (4.06 e·fm\(^2\)) [17]. Thus, there are correlations amongst the seven nucleons in \(^7\)Li that are better captured by an interacting 2-body cluster model than a non-interacting independent-particle model. Green’s function Monte Carlo (GFMC) calculations, a more sophisticated method utilizing nucleon-nucleon interactions, also predict the properties of \(^7\)Li very well [18], as well as predict \(\alpha\)-clustering in nuclei (specifically \(^8\)Be) [19]. The treatment of \(^7\)Li as an \(\alpha\)-cluster nucleus will have later implications, as the quantum-mechanical scattering calculations for the reaction of interest in this dissertation rely on the \(\alpha - t\) model.

1.3 Techniques for Measuring \(g\)-factors of Radioactive Nuclei

The measurement of magnetic moments arising from intrinsic spin require the nucleus of interest to populate specified magnetic substates. A system of nuclei that only populate one magnetic substate is fully polarized, while a system that is equally populated by only \(m_J = \pm J\) magnetic substates is fully aligned along a given quantization axis. In this dissertation, the quantization axis will always be defined along the beam axis, hence longitudinal alignment refers to spin alignment parallel to the beam axis. A comparison between polarization and alignment is present in Fig. 1.5, where the length of the arrows represent the normalized magnetic substate populations of aligned \(^7\)Li\(^*\)(\(J^\pi = 7/2^-\)) generated in inelastic collisions [Fig.1.5(a)], and \(^7\)Li\(^*\)(\(J^\pi = 7/2^-\)) polarized by the common “brute force” method of high magnetic field and very low temperature [Fig.1.5(b)]. The behavior of a spin polarized or aligned system in a magnetic field allows for the precise measurement of magnetic
moments, i.e. \( g \)-factors. For example, when a particle possessing a magnetic moment is introduced to a static magnetic field, it will precess around this field at its Larmor frequency. By introducing a smaller oscillating magnetic field near this frequency, perpendicular to the static field, the spin orientation can be manipulated and resonant signal produced (in bulk materials). The relationship between the resonant frequency and the magnitude of the static magnetic field is defined by the particle’s \( g \)-factor. Explaining small deviations in the resonant frequencies, arising from known \( g \)-factors of nuclei, due to atomic and molecular interactions is the basis of most NMR experiments.

Measuring the \( g \)-factors of short-lived radioactive nuclei is a bit more complicated, as these radioactive elements are typically only available via ion-beam experiments. Perhaps the simplest way to generate polarized ion beams is through the same method applied by
Stern and Gerlach. By passing the ions through a magnetic field gradient and only selecting one of the resulting populations, the beam will be, by definition, polarized. Maintaining the polarization can be difficult, although this technique was realized decades ago (1960s), and was used to generate proton and deuteron polarized beams [20, 21].

The “brute force” method has been used in nuclear experiments at the UNISOR nuclear orientation facility to determine the magnetic moments of hard-to-access nuclei [22, 23]. This method of spin control has also been used to generate polarized beams for analyzing-power measurements, which give insight into nucleon-nucleon interactions [24].

Techniques such as $\beta$-NMR and the transient-field method allow one to measure $g$-factors for radioactive nuclei. The former, uses the fact that $\beta$ particles are emitted in the opposite direction to the spin orientation of the original nucleus (a peculiar feature of the weak interaction), thus the $\beta$–decay angular distribution from a system of polarized nuclei will be asymmetric with respect to the direction of polarization. Applying a frequency modulated radio-frequency (RF) signal over the resonance, known as the adiabatic fast passage method, will remove polarization provided the central frequency is the Larmor frequency of the nucleus and the modulation is much faster than the relaxation time. Utilizing the adiabatic fast passage method, the asymmetric $\beta$-particle angular distribution from a polarized source will be destroyed, providing a resonant signal with respect to measurements with the RF turned off.

A promising method for generating the initial polarization of radioactive nuclei is optical pumping, which takes advantage of the hyperfine interaction of electrons and nuclei (magnetic-dipole interactions). By shining right-handed circularly polarized laser light (at a specific frequency) onto a target nucleus, the nucleus is forced to populate a particular magnetic substate, generating polarization. Several $\beta$-NMR experiments that utilized optical pumping have been performed on radioactive ion beams [25, 26, 27].

The $g$-factor of $^9\text{C}$ was measured through $\beta$-NMR measurements by two different experiments [28, 29]. The $^9\text{C}$ nucleus is a good candidate for the independent-particle model as a
low-mass even-odd nucleus with one valence neutron in an open $p$ sub-shell. Applying Eq. (1.9), one can treat $^{9}\text{C}$ as a $^{8}\text{C}$ core with a neutron added to the $p_{3/2}$ shell. Thus, $j = 1+1/2$, and one obtains,

$$
\mu^{(9\text{C})} = (1/2)(-3.826) = -1.913\mu_{N}.
$$

The predictions for the magnetic moment in this simple scheme vastly over predict the experimental value for the magnetic moment (-1.3915$\mu_{N}$). The experimental value is fairly well reproduced by cluster-model calculations (assuming $^{\alpha}\text{He} – p – p$ structure) that also reproduce the magnetic moment of the isobaric analog state in $^{9}\text{Li}$ [30]. Shell-model calculations also reproduce the anomalous magnetic moment, and indicate that pairing between protons is broken. Furthermore, introducing isospin non-conserving currents bring the calculations even closer to experiment. Once again, measurements of magnetic moments hint at a more complicated underlying structure.

An alternative, the transient field method used the fact that ions swiftly traversing a ferromagnetic material experience magnetic fields of order $\sim$500 Tesla, inducing Larmor precession. The dynamics of this precession is related to the magnitude of the transient magnetic field, the life-time of the state, and its $g$-factor. If the initial magnetic substate population of the ions is non-isotropic, then this precession causes a change in the decay angular correlations.

For example, Davies et al. measured the $g$-factor for the first $2^+$ excited state in $^{38}\text{S}$ via the transient-field method [1]. If one treats the excitation of $^{38}\text{S}$ as two valence neutrons being excited with a weakly interacting $^{36}\text{S}$ core (which should have zero magnetic moment since it is an even-even nucleus), then we expect the first $2^+$ state to have a negative $g$-factor, the same sign as the neutron’s $g$-factor. Instead, they observed a $g$-factor of $g_{2^+} = 0.13(5)$. This indicated that the introduction of two neutrons changed the configuration space of the nucleus, i.e. the total structure of the nucleus was changed. A very interesting aspect of this experiment was that the requisite spin alignment for the measurement was generated
through a nuclear reaction, and the alignment generating mechanism will be exposed in this dissertation.

1.4 Spin Polarization/Alignment Generated in Nuclear Reactions

Nucleon-nucleon and nucleon-nucleus scattering are of considerable interest to nuclear science. For example, these processes are essential for the generation of the elements in the Big Bang nucleosynthesis and the nucleosynthetic processes that generate the elements in the periodic table. However, these types of reactions are only a small subset of all nuclear reactions. Reactions between nuclei heavier than an $\alpha$ particle are generally called heavy-ion collisions. Only for intermediate energies (well above the Coulomb barrier and below the regime of relativity) and high mass can nuclear collisions be understood semiclassically, leading to concrete pictures of the reaction mechanisms. To understand the generation of polarization and/or alignment of exit-channel fragments in nuclear reactions it is necessary to have a good grasp on these underlying reaction mechanisms.

One can characterize reactions by impact parameters, $b$. The impact parameter can be mapped semi-classically to the angular momentum generated in the reaction, $L = p_\infty b$, where $p_\infty$ is the momentum of the incoming projectile at an infinite distance from the interaction (i.e. the momentum of the beam).

Classically for a nuclear reaction to occur, the projectile nucleus must have a bombarding energy above the Coulomb barrier. Below this barrier the projectile will be scattered by Coulomb forces, otherwise known as Rutherford scattering. Above this barrier, the two nuclei can get close enough for the strong nuclear force to come into play. The many different nuclear reactions are differentiated by their impact parameters, and thus by their $L$-space contribution to the total reaction cross section. Figure 1.6 gives a rough sketch for mapping the impact parameter to the available $L$-space for the total reaction cross section. The size of the colored circles represent the available phase space for a certain impact parameter. As the size of the impact parameter grows, the area of the phase space increases further.
Figure 1.6: A sketch of how the different impact parameters between the projectile and target map to different angular momenta in the reaction, and the corresponding contribution to the total reaction cross section. The different colors/shades provide a rough mapping of the different impact parameters to the angular momentum generated in the reaction (collision). As the impact parameter is increased, there is more available area to interact with and thus cross section per $L$-wave increases. At sufficiently large impact parameter there are no nuclear reactions, i.e. only Coulomb scattering.

resulting in a larger probability of interaction and a “dart board” like pattern. The partial reaction cross section, the solid black line in Fig. 1.6, decomposes the total reaction cross section into the contributions from different angular momenta, corresponding to a given impact parameter (the mapping is sketched by the different colored/shaded regions). The integration of the solid black curve gives the total nuclear reaction cross section for a given system and bombarding energy.

Small impact parameters correspond to head-on and close collisions (the red and purple sections in Fig. 1.6) which can result in fusion, massive breakup, and fragmentation reactions, depending on the bombarding energies. Above a critical impact parameter, $b_{\text{crit}}$, corresponding to an $L_{\text{crit}}$, these processes will no longer contribute to the total reaction cross section and other processes become favourable.

Moving up in impact parameter, in very heavy ion collisions there is a region of the $L$-space (yellow and green in Fig. 1.6) where deep inelastic collisions occur. This designation refers to the large transfer of center-of-mass kinetic energy to the excitation energy in the
system. As the two nuclei come together they are excited, and the longer they are in contact the more kinetic energy is converted to internal excitation of the reaction partners. If they are in contact for long enough that the projectile makes a full “orbit” around the target nucleus, then we move into the regime of compound-nucleus formation, so long as there is a barrier to trap the projectile. Some have called these “nuclear molecules” [31]. Interestingly, this mechanism was tested and largely confirmed through polarization measurements of the resulting fragments [32].

The largest impact parameters (light blue region in Fig. 1.6) represent peripheral, or grazing, collisions near the nuclear surfaces. The reactions in this region are typically called direct reactions, which include inelastic, and one/few nucleon transfer reactions with modest transfer of kinetic energy into internal excitation. It will be shown in later chapters that the studies of the reaction of interest (an inelastic process) are consistent with this categorization, and some examples of transfer reactions will also be presented in Chapter 5.

At even larger impact parameters, $b > b_{\text{graz}}$, ions will follow Coulombic trajectories. Even in this regime nuclei can be excited via Coulomb forces, otherwise known as Coulomb excitation. However, this phenomena is not limited to nuclear excitations in ion-beam experiments, as it has also been observed for atomic transitions of high-$Z$ helium-like and hydrogen-like atoms at intermediate energies [33].

In compound nucleus [34, 35, 36, 37], quasielastic [38], and deeply inelastic reactions [39, 40, 41, 42, 43, 44] of heavy ions, the reaction orbital angular momentum, $L$, dwarfs any intrinsic spin carried by the projectile or target. Since $L$ is defined by the cross product of the radius of interaction and the momentum of the interaction, $L$ is oriented transverse to the beam axis. The exit-channel fragments in these types of reactions acquire spin from the large reservoir of $L$ and thus are characterized by spin alignments with small projections on the beam-axis. These spin alignments can be so strong that particles emitted from the spinning fragments exhibit a forward-backward preference as they cast off ejectiles perpendicular to

---

†These collisions are have similar observables to the deep-inelastic processes mentioned previously for the discovery of quarks, but are not very similar in the underlying mechanisms.
the spin direction, a fact that has been used for fragment-spin determination [39, 41, 44].

In reactions dominated by the strong interaction, the cases for spin alignment with large projections along the beam axis (longitudinal) are usually limited to modest modifications of the spin projections from a uniform distribution [45, 46]. Large longitudinal alignment has been seen in projectile fragmentation [47], though not at the magnitude shown in this dissertation and motivating work [48]. On the other hand, at intermediate to ultra-relativistic energies, Coulomb excitation will produce large longitudinal alignment [49, 50, 1].

The magnitude of spin alignment for a given magnetic substate population is quantified by the scalar, $A$ (sometimes called $P_{zz}$),

$$A = \sum_{mf} \frac{3m_f^2 - J(J + 1)}{J(2J + 1)} \rho_{m_f,m_f}$$

(1.11)

where $\rho$ is the density matrix of particle of interest, and the diagonal elements of the density matrix represent the population of the particular magnetic substate. $A = 1$ corresponds to the largest possible alignment along the beam-axis (which we have chosen as our quantization axis) and $A = -1$ is the largest possible alignment transverse to the beam-axis. For example, the largest reported alignment from projectile fragmentation reactions is $A = 0.35$, which was generated in the population of a $J^\pi = 19/2^-$ high spin isomer in $^{43}$Sc from fragmenting $^{46}$Ti at 500 MeV/u. The magnitude of alignment for inelastically excited projectiles at intermediate energies is around $A \sim 0.5$ [48, 51, 52]. This parameterization of alignment will be used in later chapters to quantify the magnitude of alignment generated in nuclear reactions.

1.5 Motivation and Hypothesis

The reactions explicitly studied in this dissertation are

$$^7\text{Li} + \text{C/Be/Al} \rightarrow ^7\text{Li}^* \ [4.6 \text{ MeV}] + \text{C/Be/Al}\ [\text{g.s.}],$$

(1.12)
which were performed in August of 2015 at the Texas A&M Cyclotron Institute. The motivation for the experiment that would become the foundation of this dissertation, came from the observation of large longitudinal spin alignment of inelastically excited $^7$Be projectiles, when the $^9$Be target remained in its ground state [48]. The mechanism initially proposed stemmed from the unusual molecule-like structure of $^9$Be, where the valence neutron is in a molecular orbital of the $\alpha - \alpha (^8$Be) core. Since peripheral collisions dominate single inelastic excitations, it was thought that the valence neutron in $^9$Be was “tickled” by the incoming $^7$Be and the $^9$Be subsequently spin flipped, transferring spin to the excited $^7$Be. Due to the structure of $^9$Be, certain orientations would result in breakup and the reaction channel of interest would not be populated by such events. To test this hypothesis, an experiment was scheduled using a $^7$Li beam on three different targets, including $^9$Be, with one of the targets having zero spin in its ground state ($^{12}$C). The excited state of interest, $^7$Li$^*$ [4.63 MeV], is a direct analog to the 4.57 MeV state in $^7$Be where large longitudinal spin alignment was initially observed [48]. This was one of the main motivations for using a $^7$Li beam in the experiment, as the structure of the projectile would be analogous to the previously used $^7$Be. Furthermore, in the production of $^7$Be by projectile fragmentation it is possible that the $^7$Be produced has some initial polarization or alignment. For a stable $^7$Li beam no initial polarization or alignment is possible. If large longitudinal alignment of inelastically excited $^7$Li projectiles was observed in scattering with a spin-zero target then the spin-flip hypothesis would be ruled out. Sure enough, that is exactly what was observed and the search for an alignment mechanism capable of generating large longitudinal spin alignment, independent of the target, began.
Chapter 2

Nuclear Structure

“The shell model, although proposed by theoreticians, really corresponds to the experimentalist’s approach. It was born from a thorough study of the experimental data, plotting them in different ways, and looking for interconnections.”

—Maria Goeppert-Mayer

To fully understand nuclear reactions, one needs a good grasp of nuclear structure. For objects the size and mass of nuclei ($r \sim \text{fm}$, $m \sim 1\text{GeV}/c^2$), quantum mechanics plays a critical role. Just as for atoms, the first step is to solve Schrödinger’s equation with the appropriate Hamiltonian. Whereas for atoms the interaction is well defined, this is not the case for nucleon-nucleon interactions. Potentials used to construct the nuclear Hamiltonian are often phenomenological potentials, much like the potentials used to describe van der Waals forces for molecules. These potentials can either be used in the mean-field approach, i.e. nucleon-nucleus interactions, or one can start from effective nucleon-nucleon (NN) interactions. There are many experimentally constrained NN potentials, such as Argonne-V18 and CDBonn. Efforts are ongoing to get a satisfactory first-principle description of NN forces from quantum chromodynamics, such is the aim of Chiral Effective theory and Lattice QCD. It should be noted, that because the NN forces are effective interactions, there are higher-
order interactions, e.g. 3 nucleon forces (3N), that also have to be accounted for. These 3N forces are analogous to those introduced for three-body calculations of atoms [53].

Even without sophisticated nucleon-nucleon potentials we can learn a great deal about nuclei from basic quantum-mechanical principles. A prime example is the observation and description of “magic numbers”. Certain “magic numbers” of nucleons give the corresponding nuclei greater binding energy, and thus greater stability. These features are apparent in the large natural abundance of certain isotopes, and also in their separation energies (the energy required to remove a nucleon) and $\beta$-endpoint energies. It was eventually found that these numbers could be explained by a strong spin-orbit coupling in the nuclear Hamiltonian, much larger than in the atomic case. From the introduction of spin-orbit coupling it was determined that these “magic numbers” correspond to shell closures; The large separation energies (required for nucleon removal) of nuclei at shell closures is analogous to the large ionization energies of noble gases.

Although understanding nuclear structure is imperative for nuclear reactions, there is currently not much consistency between structure and reaction calculations. For instance, the phenomenological potentials used for nuclear scattering typically do not reproduce the correct nuclear structure. Consolidating these phenomena, and increasing the predictive power of nuclear reaction theory, is still being researched. One of the most notable theories attempting to do so is the Dispersive Optical Model (DOM), which uses dispersion relations to constrain, and mutually inform, the nuclear structure (real potentials) and reactions (imaginary potentials). Currently this model is only feasible near closed shell nuclei and requires substantial experimental input for fitting the phenomenological potentials. Even with the disconnect between structure and reactions, it is important to explore the foundations of understanding nuclear structure.
2.1 Spin-Orbit Coupling

In atomic spectra the splittings due to coupling of the electron spin to its orbital motion are measureable but are not that large, and thus this coupling is largely ignored for structure considerations (although it is necessary for atoms with large \( Z \) that require relativistic corrections). This is not the case for nuclei. In fact, spin-orbit coupling is so essential to understanding nuclear structure that Eugene Wigner, Maria Goeppert Mayer and J. Hans D. Jensen were awarded the 1963 Nobel Prize in Physics for their contributions to implementing spin-orbit coupling \((s\cdot\ell)\) into the nuclear shell model. The introduction of this phenomenon explains the “Magic Numbers” that correspond to shell closures. These magic numbers are, 2, 8, 20, 28, 56, 82, and 126 (for neutrons), and are identified in Fig. 2.1, which uses a harmonic-oscillator potential for the calculations. Unlike the atomic case, the states with aligned spin and orbital angular momentum are lower in energy, i.e. \( p_{3/2} \) is lower in energy than the \( p_{1/2} \) and a qualitative argument for this will be presented below.

The simplest form for a spin-orbit potential that conserves parity is,

\[
V_{LS} \propto s \cdot (p \times \nabla V). \tag{2.1}
\]

Here the spin, \( s \), is a pseudo-vector meaning its direction doesn’t change with respect to parity. The momentum, \( p \), is a polar vector, and its direction does change with parity, as does the vector \( \nabla V \) which is the gradient of the mean-field potential. However, the cross product of two vectors is also a pseudo-vector. Thus \( V_{LS} \) behaves like a pseudo-vector and does not change with parity.

For a spherically symmetric potential the only contribution from the gradient, \( \nabla \), is along the radial component, i.e. \( \nabla V = \hat{\mathbf{r}} dV/dr \). Thus classically we arrive at the formula,

\[
V_{LS} \propto s \cdot (p \times \hat{\mathbf{r}} \frac{dV}{dr}) = s \cdot (p \times \frac{\mathbf{r}}{r} \frac{dV}{dr}) = - (s \cdot \ell) \frac{1}{r} \frac{dV}{dr}, \tag{2.2}
\]
remembering that $\ell = r \times p$. While this gives us the approximate form of the spin-orbit potential, this tells us nothing about the magnitude or sign. To understand why the sign for spin-orbit coupling is different for nuclei compared to atoms, it is useful to look at the effect of Thomas precession on the spin-orbit splitting on atomic spectra. Here, the formalism from Jackson is followed [54]. For an electron with intrinsic spin, $s$, giving it a magnetic moment defined by Eq. (1.4) with $g = 2$, the spin-interaction energy with the electromagnetic field is given by,

$$U' = -\frac{e}{m_e c} s \cdot B + \frac{1}{m_e^2 c^2} (s \cdot \ell) \frac{1}{r} \frac{dV}{dr}. \quad (2.3)$$

In this case, $V(r)$ is the regular Coulomb force. The first term in Eq. (2.3) generates Zeeman splitting, however, the second term over predicts the change in energy for spin-orbit interactions, also known as the fine structure. Thomas noticed that the rest frame of the electron rotates with respect to the induced magnetic field, thus one must modify the interaction energy by,

$$U = U' - s \cdot \omega_T, \quad (2.4)$$

where $\omega_T$ is the precessional frequency in the rest frame of the electron with respect to the induced magnetic field and this is caused by the acceleration of its atomic orbit. After performing the relevant Lorentz transforms (see Jackson [54]) in the non-relativistic limit one finds,

$$\omega_T^{NR} = \frac{1}{2 c^2} v \times a, \quad (2.5)$$

where $v$ and $a$ are the usual velocity and acceleration. The Coulomb force is spherically symmetric, and from similar arguments to those used above, we find $a = \frac{1}{m} \frac{r}{r} \frac{dV}{dr}$. From here the Thomas precession is derived,
\[
\omega_T^{NR} = -\frac{1}{2c^2} \frac{v \times r}{m_e} \frac{1}{dr} = \frac{1}{2m_e^2c^2} \frac{\ell}{r} \frac{1}{dr}.
\] (2.6)

Thus the Thomas precession reduces the spin-orbit coupling of the electromagnetic energy by \(\frac{1}{2}\), giving an interaction energy,

\[
U = -\frac{e}{m_\epsilon c} \mathbf{s} \cdot \mathbf{B} + \frac{1}{2m_e^2c^2} (\mathbf{s} \cdot \ell) \frac{1}{r} \frac{1}{dr},
\] (2.7)

and this results in the correct energy level splitting for atoms. However, for nuclei there is no term in the “nuclear” force field to cancel out the effect of Thomas precession and the overall interaction energy from the spin-orbit coupling for nuclei is qualitatively,

\[
U_N \simeq -\mathbf{s} \cdot \omega_T = -\frac{1}{2m_N^2c^2} (\mathbf{s} \cdot \ell) \frac{1}{r} \frac{1}{dr},
\] (2.8)

and thus the ordering of the spin-orbit splitting for nuclei will be opposite to the ordering for atomic levels. This argument, while it is qualitatively correct, is misleading. The magnitude of spin-orbit coupling from Thomas precession is too small to explain spin-orbit effects in nuclei. Research is still on-going to find the exact source of spin-orbit coupling in nuclei, but there are suggestions that it arises from more complicated nuclear interactions, i.e. 3N forces, tensor interactions, as well as meson exchange currents [55, 56].

Although the relative magnitude of Eq. (2.8) is too small, this form of the spin-orbit coupling will be used later when incorporating spin-orbit effects into nuclear scattering, however, instead of using the mass of a nucleon the mass of a charged pion is used \((m_{\pi^\pm} = 139.57\text{ MeV}/c^2)\), which provides the correct magnitude for explaining scattering data.

### 2.2 Shell and Other Models

The shell model expands on the independent-particle model and introduces configuration mixing of the different nucleon orbits to take into account residual forces not accounted for
Figure 2.1: Diagram the energy levels in an isotropic 3D-harmonic oscillator potential after introducing spin-orbit coupling. Image from *Nuclear and Radiochemistry* by Friedlander, Kennedy, Macias, and Miller.
in the mean-field approach. Typically for these calculations a harmonic-oscillator potential is used for the mean-field, as there are analytic solutions for the wavefunctions. This is not a problem for the calculation bound states, but if one wants to calculate open decay channels, or scattering states, the harmonic oscillator potential will not suffice because the magnitude of the potential increases to infinity as the radius increases (i.e. there are no continuum solutions as the asymptotic forms will be incorrect).

Once a configuration basis has been chosen, a core nucleus can be defined that often has closed shells, or sub-shells, of neutrons and protons. The core is considered inert and the configuration based on the remaining valence nucleons are considered. Nuclei one nucleon off these shell closures typically take on a spin of the valence nucleon. For example, $^{16}\text{O}$ is a doubly magic nucleus with 8 protons and 8 neutrons. Because it has an even number of protons and neutrons it has $J^\pi = 0^+$ in its ground state. $^{17}\text{O}$ can then be described as a $^{16}\text{O}$ core with a valence neutron in the $d_{5/2}$ orbital and thus its ground state is characterized by $J^\pi = 5/2^+$ in the independent-particle model. In the case of multiple valence nucleons each of their spin states will couple to give the resulting ground state. For nuclei with an odd number of nucleons in each well, the ground state will take on a mixture of the valence nucleon states. $^{14}\text{N}$ has a valence neutron and proton in the $p_{1/2}$ shell. In the shell model the valence neutron and proton couple to a “triplet” state, and the resulting groundstate has $J^\pi = 1^+$. The first excited state at 2.3 MeV can then be thought of as a “singlet” state with $J^\pi = 0^+$, analogous to level ordering of the deuteron. This is in contrast to the molecular case where singlet states are typically lower in energy. The preceding cases are extremely simple, and more typically the shell model produces nuclear states that have contributions from a number of different nucleon configurations.

There are even more complicated models utilizing the shell model such as the No-Core Shell model (NCSM). As the name implies, no core is specified and so all of the nucleons are included in the configuration mixing. While this does provide more accurate energy-levels and overall structure, it is computationally expensive to do calculations for heavy nuclei.
There have also been attempts to unify shell model calculations with reactions, such as the shell model embedded in the continuum (SMEC) [57, 58, 59]. This type of formalism is of necessity for nuclei around the drip lines [51].

A powerful technique for solving scattering problems (and many differential equations) is by Green's function methods. In this context the Green’s function is typically called a propagator, which specifies the probability amplitude for going from one spatio-temporal state to another. By focusing on the propagator between states diagrams of processes can be drawn and calculated, otherwise known as Feynman diagrams. One such model that utilizes the propagator formalism is the Dispersive Optical Model (DOM), which calculates observables via propagator methods after specifying fitted optical potentials.

Another method that utilizes the propagator formalism is Green’s function Monte Carlo (GFMC), which uses the Green’s function in many body methods to perform variational calculations of operator expectation values. This method is very powerful and predicts many properties of nuclei up to \( A = 12 \), but suffers from similar computational problems to the NCSM for treating very heavy nuclei as it only involves microscopic nucleon-nucleon interactions [19].

Another method, that has had a resurgence in use for nuclear structure and reaction calculations, is the coupled-cluster (CC) method. This method has been applied to atoms and molecules for chemical reaction and molecular structure calculations for decades [60, 61, 62]. This method relies on Thouless’ theorem† which allows one to make special groupings of particle-hole excitations in many-body perturbation theory to aid calculations [63]. This method is an \textit{ab-initio} method that only depends on the microscopic nucleon-nucleon interactions (just like GFMC), and there have been recent attempts to construct nucleon-nucleus potentials using CC methods [64]. There are also efforts to integrate Monte Carlo methods into CC calculations, which greatly reduces the computational overhead allowing higher-order excitations to be incorporated (resulting in more accurate calculations) [65].

†In fact Thouless’ work and CC theory were originally crafted for nuclear structure calculations.
Figure 2.2: A Nilsson diagram for neutrons $50 < N < 82$, showing the change in single-particle energy levels as a function of deformation.
2.3 Deformed Nuclei

Singly or doubly magic nuclei (with a magic number of protons and neutrons) are typically spherically shaped in their ground state. This is confirmed by the small electric quadrupole moments of nuclei at shell closures. Nuclei typically become more deformed in their ground state as they move away from these shell closures. For such nuclei, some of the excited states can be thought of as dynamic motion of the deformed ground state, otherwise known as collective motion of nucleons. This collectivity of motion opens up many different excitation modes, most notably rotational modes. An attempt to understand these collective modes was first tackled by Nilsson, who introduced a deformation parameter in the modified oscillator potential in order to describe the deformed structure of nuclei [66]. When the nucleus is highly deformed, the ordering of levels will be substantially changed. An example of a Nilsson diagram, which displays a modified level ordering with deformation, is provided in Fig. 2.2. In the Nilsson scheme, negative values of the parameter \( \delta_2 \) correspond to oblate deformation (similar in shape to a door knob), while positive values correspond to prolate deformation (similar in shape to an American football). If a shifted single-particle state has a much higher spin and opposite parity than its neighbor states, then the state is called an intruder. If this intruder state is located around the Fermi energy, then the intruder state can give rise to long-lived excited states called isomers.

2.3.1 Rotational Bands

A good indicator of deformation in nuclei is finding energy levels at a particular spacing. As an example, solving the Schrödinger equation for rotational modes of a deformed rigid-rotor system, we arrive at the energy levels,

\[
E_J = \frac{\hbar^2}{2I} J(J + 1),
\]  

(2.9)
where $I$ is the moment of inertia. A group of levels following this spacing are called a rotational band. For the diatomic case of $\text{H}_2$, the energy level spacings only approximate this form, and these states are presented in Fig. 2.3(b). An even better example of the this phenomenon arises in the nucleus $^{152}\text{Dy}$, and a rotational band for this nucleus is shown in Fig. 2.3(a). In this figure, $I$ represents the spin of the state. There are 22 energy levels that conform to the simple fixed moment of inertia rotation expectation, and by finding the slope of this curve information about the structure of the $^{152}\text{Dy}$ band head can be inferred.

Finding such rotational bands are one clue to the deformed nature of mid-shell nuclei.

It is possible to have multiple rotation bands in heavier nuclei. These other rotational bands are typically headed by isomers, as they have significantly different structure (and thus moment of inertia) than the ground state. To confirm that the states are in fact a band head and to find their structure, one can measure the $g$-factors of the isomeric state and further excited states. Such measurements using the transient field method have been performed for isomers of lead isotopes [67, 68], as well as for isomers in other isotopes [69].

Figure 2.3: Panel (a) shows a plot of energy levels for $^{152}\text{Dy}$ as a function of $I(I+1)$. Panel (b) compares the rotational levels of $^{152}\text{Dy}$ to para-$\text{H}_2$. The $\Delta I = 2$ spacing between adjacent levels implies reflection symmetry in both cases. Courtesy Walter Reviol.
Figure 2.4: Figures 15 and 16 from Ref. [70]. (a) Plots of constant density from GFMC using the Argonne-V18+UIX (NN+3N) interactions for the $^8\text{Be}$ ground state in the laboratory frame (left) and in the intrinsic frame (right). Clear density profiles for the two $\alpha$-particle cluster are seen in the intrinsic frame. (b) The same calculations but for the first $J^\pi = 4^+$ excited state of $^8\text{Be}$.

In the case of the $J^\pi = 11^-$ isomer in $^{194}\text{Pb}$ and $^{196}\text{Pb}$ [68], the $g$-factors were found to be consistent with a 2-particle 2-hole excitation scheme in the Nilsson model, where two protons in the $3s_1/2$ shell are excited to $1h_9/2$ and $1i_{13/2}$ states in the presence of moderate oblate deformation.

### 2.3.2 Cluster Models

The clustering of $\alpha$'s in certain nuclei is a well accepted phenomenon in light nuclei. As mentioned before, this is due to the $\alpha$ nucleus having a very large binding energy per nucleon. It is common to see cluster structures just above the constituent particle decay threshold. One of the famous cases for cluster structure is $^8\text{Be}$, where the ground state is 92 keV above the $\alpha - \alpha$ threshold. GFMC calculations of its ground state wave-function show two distinct $\alpha$-clusters, shown in Fig. 2.4, and the first few excited states are well described as a rotational band built on this deformed structure, as GFMC methods also predict $\alpha$ clustering for the first $J^\pi = 4^+$ [70]. Another famous example is the Hoyle state in $^{12}\text{C}$. This state is essential for the creation of $^{12}\text{C}$ in the nucleosynthetic pathway of stars, and $^{12}\text{C}$ serves as a seed for the synthesis of heavier elements. Three $\alpha$'s come together and live as an excited state of $^{12}\text{C}$. Most of the time these fall back apart but a very small fraction of the time this state will $\gamma$-decay to the ground state, resulting in the $^{12}\text{C}$ that makes up
all organic life and provides a seed to create heavier elements. Other examples of α-cluster nuclei include $^6$Li, $^7$Li, $^7$Be, $^8$Be, $^9$Be, and $^{10}$Be. The importance of clustering in heavier nuclei is hotly debated. However, the propensity of very heavy nuclei to undergo α decay strongly suggests clustering in the low density surface regions. Somewhere below 1/3 of the saturation density, nucleonic matter becomes unstable with respect to α-matter [71].

Treating these nuclei as clusters, when appropriate (i.e. states near the particle decay threshold), makes dynamical calculations much more tractable. In the case for the beam employed in the current study, treating $^7$Li as a cluster of an $\alpha + t$ had several consequences. The ground state and first excited state are treated with $\ell = 1$ with a coupling to the
spin of the triton, $s_t$, parallel and anti-parallel respectively. The $J^\pi = 7/2^-$ at 4.6 MeV is then described with internal angular momentum $\ell = 3$. For the $7/2^-$ state we have $\ell \parallel s_t$. A summary of this first four excited states of $^7$Li in this cluster model is shown in Fig. 2.5. When the $J^\pi = 7/2^-$ state falls apart into an $\alpha + t$ we can reasonably assume that the fragments carry a relative orbital angular momentum of $\ell = 3$. This significantly constrained fits to the angular correlations, that give the resulting magnetic substate. How these decay correlations are dictated by the magnetic substate populations will be discussed in the following chapter.
Chapter 3

Nuclear Reactions

“Although the problem of transmuting chemical elements into each other is much older than a satisfactory definition of the very concept of chemical element, it is well known that the first and most important step towards its solution was made only nineteen years ago by the late Lord Rutherford, who started the method of the nuclear bombardments.”

—Enrico Fermi (1938)

The discovery of the nucleus is attributed to Rutherford after his “gold-foil” experiment, that involved collimating $\alpha$ radiation onto a thin Gold foil. Techniques for measuring radiation were very tedious at the turn of the 19th century. The target and source were kept in a dark chamber lined with some scintillation material (zinc sulfide in the case of the “gold-foil” experiment) and the flashes of light around the chamber were counted by astute eyes. To the surprise of Geiger, Marsden, and Rutherford there were many large angle events, including events near the source (180° scattering). They also observed a large fraction of $\alpha$ particles were unaffected by the presence of the foil, indicating there were large gaps between the scattering entities in the target material. This led to Rutherford’s idea that the mass and charge of atoms were concentrated in a small region within the material (the nucleus).

Modern experiments have gone far beyond these initial nuclear bombardments. For
instance, with the advent of the Large Hadron Collider (LHC) it is common to perform proton-proton scattering at TeV energies. For studying the scattering of nuclei off each other there are many facilities around the world that provide stable beams and even radioactive beams (Texas A&M Cyclotron Institute, National Superconducting Cyclotron Laboratory, and ATLAS at Argonne National Laboratory to name a few). With these facilities, it is possible to perform many different nuclear reaction studies relevant for many fields.

There are many processes that are encompassed by nuclear reactions, including, but not limited to: transfer (of one or many nucleons relocated from the projectile to target or vice versa), knockout (of one or many nucleons from the projectile or target), fusion, projectile fragmentation, etc. The focus of this thesis is mainly on inelastic reactions, where one or both of the nuclei present are merely raised to an excited state and the $N$ and $Z$ of both are unchanged. Inelastic reactions are one of many direct reactions, which are generally peripheral collisions.

Scattering can be considered in a more general context than just between nuclei, and we can understand a great deal about scattering by starting from classical principles. As is the usual approach to describing quantum phenomena, we will extend the classical ideas into the quantum regime.

3.1 Cross Sections

An important quantity associated with scattering experiments is the cross section of the interaction, which gives the probability of a particle interacting with some other particle. In practice, this can be directly measured by looking at the loss in flux of beam passing through some material. If flux is lost in the beam, then the particle must have interacted with the material. This is the basis for many total cross section measurements of nuclei [72, 73, 74]. By measuring the probability of scattering as a function of scattering angle, we can determine what is called the differential cross section. The differential cross section (and other observables) are a powerful tool for understanding physical processes, highlighted by
Rutherford et al.’s great leap in understanding by observing “unusual” scattering phenomena. This is because the cross section is directly related to the physics of the interaction, so we can compare theoretical calculations of the cross section to experiment and learn about the underlying physical processes.

Starting from classical principles, suppose we measure the number of particles deflected into a certain small solid angle, $d\Omega$, and find $N(\theta, \phi)$ particles deflected per unit time with a constant beam flux of $N_0$ passing through a material of areal number density, $\rho$ (particles/m$^2$). Then the probability of finding scattered particles in a particular solid angle, or differential cross section, is given by,

$$\frac{d\sigma}{d\Omega} = \frac{N(\theta, \phi)}{N_0 \rho}.$$  \hspace{1cm} (3.1)

If we integrate the differential cross section over all solid angle we get the total probability of interaction within a given area, or $\sigma$,

$$\sigma = \int \frac{d\sigma}{d\Omega} d\Omega = \int_0^{2\pi} d\phi \int_0^\pi d\theta \frac{d\sigma}{d\Omega} \sin \theta,$$  \hspace{1cm} (3.2)

and this is exactly the cross section. The angle of deflection can be mapped to an impact parameter, $b$, that characterizes the approach of the projectile to the target. A pictorial representation of $b$ is shown in Fig. 3.1 for the case of Rutherford scattering. A number of particles going through a small area $N_0 b |db| d\phi$ will be directly mapped to the number of particles in a given solid angle,

$$d\sigma = \frac{d\sigma}{d\Omega} \sin \theta db d\phi = \frac{N_0 b |db| d\phi}{N_0} \Rightarrow \frac{d\sigma}{d\Omega} = \frac{b}{\sin \theta} \left| \frac{db}{d\theta} \right|.$$  \hspace{1cm} (3.3)

Once a mapping between the impact parameter and the scattering angle is found, for a specific scattering case, the whole classical problem can be solved.
3.1.1 Elastic Scattering off a Hard-Sphere

A nice example for Eq. (3.3) is to calculate the elastic scattering cross section for scattering off a hard-sphere. It turns out that the impact parameter as a function of scattering angle for a hard-sphere with radius $R$ is,

$$b(\theta) = -R \cos(\theta/2) \Rightarrow \left| \frac{db}{d\theta} \right| = \frac{R}{2} \sin(\theta/2).$$

(3.4)

Plugging this into the classical formula for the cross section one obtains,

$$\sigma_{HS} = \int \frac{d\sigma}{d\Omega} d\Omega = \int_{0}^{2\pi} d\phi \int_{0}^{\pi} d\theta (-R) \cos(\theta/2) \frac{R}{2} \sin(\theta/2)$$

$$= 2\pi \int_{0}^{\pi} d\theta \frac{R^2}{4} \sin \theta = 4\pi \frac{R^2}{4} = \pi R^2.$$

(3.5)

Not surprisingly the areal probability of interacting with the hard-sphere is just the cross-sectional area of the sphere, showing the origin of the term.

3.1.2 Rutherford Scattering

In the case of Rutherford scattering, only the Coulomb forces between the two nuclei are considered. As is the case in the previous problem, one needs a relationship between the impact parameter and the outgoing scattering angle. With each impact parameter there is an associated $L$ for the collision angular momentum. This can be defined as $L = p_{\infty}b \Rightarrow b^{NR} = L/(2mE)^{1/2}$, where $p_{\infty}$ is the momentum of the incoming beam (far from scattering). From conservation of angular momentum and energy one can derive the relationship,

$$\theta = 2 \arctan \left( \frac{Z_1 Z_2 e^2}{2Eb} \right) = 2 \arctan \left( \frac{\alpha C}{2Eb} \right).$$

(3.6)

Inverting the equation for $\theta$ we obtain the impact parameter as a function of scattering angle,
Figure 3.1: The definition of the impact parameter and the mapping to the deflection angle. From Lecture Notes in Physics 51 by Nörenberg and Weidenmüller [75].

\[ b = \frac{\alpha_C}{2E} \cot \left( \frac{\theta}{2} \right) \Rightarrow \]

\[ \frac{db}{d\theta} = -\frac{\alpha_C}{4E} \csc^2 \left( \frac{\theta}{2} \right). \]  

(3.7)

Plugging these into our formula for the classical cross section we arrive at Rutherford’s scattering formula,

\[
\left( \frac{d\sigma(E)}{d\Omega} \right)_{\text{Ruth}} = \frac{\alpha_C \cot(\theta/2)}{2E \sin(\theta)} \frac{\alpha_C}{4E \sin^2(\theta/2)} = \frac{\alpha_C^2}{4E^2 \sin^4(\theta/2)}. \]

(3.8)

For nuclear reactions above the Coulomb barrier, deviations from Rutherford scattering are expected, especially at large scattering angles. Large scattering angles correspond to closer collisions, and thus nuclear forces start to come into play. A common parameter to characterize the deviation from Rutherford scattering is the grazing angle, \( \theta_{gr} \), corresponding to a particular \( L_{gr} \). Provided that the bombarding energy is larger than the Coulomb barrier, the grazing angular momentum, \( L_{gr} \), is defined by the formula,
\[ L_{gr} = p_{\infty} R (1 - \frac{V_{CB}}{E_{c.m.}})^{1/2} = p_{\infty} b_{gr}, \]  

(3.9)

where \( V_{CB} \) is the potential energy of the Coulomb barrier at \( r_{\text{min}} \) of Fig. 3.1 and \( R \) is a distance of closest approach that corresponds to a grazing collision. If the two nuclei have mass \( A_1 \) and \( A_2 \), and remembering that the size of a nucleus goes approximately by \( A^{1/3} \) or \( r \approx 1.2A^{1/3} \) fm, then in a touching spheres approximation, \( R \approx 1.2(A_1^{1/3} + A_2^{1/3}) \). To relate this to \( \theta_{gr} \) the Sommerfeld parameter is defined,

\[ \eta = \frac{Z_1 Z_2 e^2}{4\pi \epsilon_0 \hbar v}. \]  

(3.10)

Then as Nörenberg and Weidenmüller show [75],

\[ \theta_{gr} = 2 \arctan\left( \frac{\eta \hbar}{L_{gr}} \right). \]  

(3.11)

Below the grazing angle, the resulting scattering will be similar to Rutherford scattering. Scattering angles larger than the grazing angle correspond to smaller impact parameters. At low enough bombarding energies the de Broglie wavelength of the projectile becomes commensurate with the size of the impact parameter and thus a full quantum-mechanical formalism is needed.

### 3.2 Quantum-Mechanical Scattering Theory

Taking these ideas into the quantum realm, let’s start with the Hamiltonian,

\[ H = T + V = H_0 + V. \]  

(3.12)

The original eigenfunctions are that of the free particle hamiltonian, \( |\phi_k\rangle \). In this formalism it is assumed that \( V \) is a real potential. Complex potentials will be introduced later to model loss of flux from the beam (i.e. reactions). Writing down the Schrödinger equation as what
is called the Lippmann-Schwinger equation, the wavefunction is given by,

$$|\psi_k\rangle = |\phi_k\rangle + \frac{1}{E(k) - H_0 + i\epsilon} V |\psi_k\rangle.$$  

(3.13)

The fractional term is called the free particle propagator (it is effectively a different representation of the Green’s function) and it’s implied that $\lim_{\epsilon \to 0}$ after evaluation. In this representation $E(k) = \hbar^2 k^2 / 2\mu$, with $\mu$ as the reduced mass of the system. The scattered states are then represented by $|\psi_k\rangle$. Projecting $\langle \phi_r |$ onto Schrödinger’s equation,

$$\langle \phi_r | \psi_k \rangle = \langle \phi_r | \phi_k \rangle + \langle \phi_r | \frac{1}{E(k) - H_0 + i\epsilon} V |\psi_k\rangle$$

(3.14)

$$\Psi_k(r) = \frac{1}{(2\pi\hbar)^{3/2}} e^{i k \cdot r} + \int d^3 r' \langle \phi_{r'} | \frac{1}{E(k) - H_0 + i\epsilon} |\phi_r\rangle \langle \phi_{r'} | V |\psi_k\rangle,$$

where the completeness of the states $|\phi_r\rangle$ has been employed in the last line, and $\Psi_k(r)$ is just the standard wavefunction in the position basis. The matrix elements of the propagator can be evaluated in the complex plane giving the result,

$$\lim_{\epsilon \to 0} \langle \phi_{r'} | \frac{1}{E(k) - H_0 + i\epsilon} |\phi_r\rangle = \frac{-\mu}{2\pi\hbar^2} \frac{e^{i k |r - r'|}}{|r - r'|}.$$  

(3.15)

Using the far field limit (i.e. the measurement will take place far from the interaction distance),

$$\lim_{r \to 0} \frac{1}{|r - r'|} = \frac{1}{r'},$$

(3.16)

$k|r - r'| \cong kr - k \cdot r'$.
\[ \Psi_k(r) = \frac{1}{(2\pi\hbar)^{3/2}} \left[ e^{ikr} + \frac{e^{ikr}}{r} \frac{-\mu}{(2\pi\hbar)^{1/2}} \int d^3r' e^{-ikr'} V(r') \Psi_k(r') \right]. \]  

(3.17)

The quantity \( f(k, \theta) \) is known as the scattering amplitude of the resulting spherical wave (that interferes with the initial plane-wave), and is related to the elastic differential cross section by,

\[ |f(k, \theta)|^2 = \frac{d\sigma}{d\Omega}. \]  

(3.18)

In the case of classical scattering theory, all that is needed to solve the scattering problem is the equation for \( b(\theta) \). In the quantum mechanical case, the problem is completely solved if one finds an equation for \( f(k, \theta) \). The connection between the differential cross section and the scattering amplitude can perhaps be elucidated with the question; If we have a free particle with plane-wave solutions (send in a beam of particles), what is the probability of scattering (lost from the beam to other angles) if we add a scattering potential (throw a slab of material in front of it) and how does that vary as a function of angle and energy (where I put my detector and the my selection of beam energy)? The scattering amplitude is what’s different between the plane-wave and full solution with the scattering material.

It is also important to introduce the transition amplitude, or \( T \) matrix, which is used to describe the transition from initial to final scattering states. Looking at equation Eq. (3.17), the transition amplitude is the integral that incorporates the potential, which can be written in the Dirac form (by completeness of the states \( |\phi_r\rangle \))

\[ T_{i,f} = \langle \Psi_k | V | \phi_k \rangle. \]  

(3.19)

The Born approximation is now introduced, which treats the scattering potential as a per-
turbation. In this case, first order perturbation theory tells us that the main contribution to the transition amplitude will be,

\[ T_{i,f}^{BA} = \langle \phi_{k'} | V | \phi_k \rangle, \quad (3.20) \]
as the unperturbed solutions to the Schrödinger equation are used in place of the full solutions.

### 3.2.1 Partial Wave Analysis

In order to solve the final wavefunction numerically, and to gain insight into the calculations, it is useful to do a partial wave analysis of the final wavefunction. Focusing on the the radial portion of the Schrödinger equation in spherical coordinates,

\[ -\frac{\hbar^2}{2\mu r} \frac{d}{dr}^2 (r R_L(r)) + \frac{\hbar^2 L(L + 1)}{2\mu r^2} R_L(r) + (V - E) R_L(r) = 0. \quad (3.21) \]

Here \( R_L(r) \) are the radial components to our wavefunction \( \Psi_k(r) \). Our goal is to compare the asymptotic limits of \( \Psi_k(r) \) and \( \phi_k(r) \) and use Eq. (3.17) to solve for \( f(k, \theta) \). Since the distances in the lab (\( \sim m \)) are much greater than the interaction distance (\( \sim fm \)) the asymptotic limits of the wavefunctions will ultimately be what are measured.

A plane-wave can be represented as a sum of spherical waves, otherwise known as the plane-wave expansion, and so for our unperturbed eigenfunctions,

\[ \phi_k(r) = \frac{e^{ikr}}{(2\pi\hbar)^{3/2}} = \sum_{L=0}^{\infty} (2L + 1) i^L j_L(kr) P_L(\hat{k} \cdot \hat{r}), \quad (3.22) \]

where \( j_L \) is a spherical Bessel function, and \( P_L \) is a Legendre polynomial. The spherical Bessel functions are the spherical wave solutions for the free-particle wave equation. The asymptotic limits of the spherical Bessel function is,

\[ \lim_{\rho \to \infty} j_L(\rho) = \frac{1}{\rho} \sin(\rho - \pi L/2). \quad (3.23) \]
The perturbed wavefunction is a solution to the inhomogeneous partial differential wave equation (3.14). The general solution to this equation in the asymptotic limit is a linear combination of spherical Henkel functions, \( h_L \). Thus one can write,

\[
\lim_{r \to \infty} R_L(r) = e^{2i\delta_L} h_L + h_L^* = \frac{1}{2i kr} \left( e^{2i\delta_L} e^{i(kr-L\pi/2)} - e^{-i(kr-L\pi/2)} \right).
\]

The first term in the first line is the outgoing spherical wave, and after scattering it picks up a phase shift, \( \delta_L \), after passing through the potential (hence they are a function of the scattering potential). The second term in the first line represents the incoming spherical wave in the partial-wave expansion, and so it has a coefficient of 1, preserving probability because \( V \) is a real potential. Since these solutions are also spherical wave solutions one can perform a partial-wave expansion of \( \Psi_k(r) \),

\[
\Psi_k(r) = \sum_{L=0}^{\infty} (2L + 1)i^L R_L(r) P_L(\hat{k} \cdot \hat{r}).
\]

By comparing the partial wave expansions of the plane-wave and full solutions using the asymptotic limits given Eqs. (3.23) and (3.24), one can derive a relationship for the scattering amplitude in terms of the phase shifts,

\[
f(k, \theta) = \frac{1}{k} \sum_{L=0}^{\infty} (2L + 1)e^{i\delta_L} \sin(\delta_L) P_L(\hat{k} \cdot \hat{r}).
\]

With the definition \( f_L(k) = e^{i\delta_L} \sin \delta_L/k = (e^{2i\delta_L} - 1)/2ik \) this previous equation can be written rather succinctly as,

\[
f(k, \theta) = \sum_{L=0}^{\infty} (2L + 1)f_L(k) P_L(\hat{k} \cdot \hat{r}).
\]
3.2.2 Distorted Wave Born Approximation

The scattering theory presented above provided the full solutions to the Schrödinger equation for neutrally charged particles (ignoring Coulomb forces) and also introduced the Born approximation, which designates that the unperturbed solutions to the Schrödinger equation are plane waves. The full solutions to Eq. (3.17) are often call distored waves. If one used the Coulomb potential and Woods-Saxon potentials with spin-orbit coupling as the scattering potential, the partial wave analysis of the previous section can be applied to
obtain the wavefunctions,

\[ \chi_k(r) = \sum_L i^L e^{i\sigma_{k,L}} R_L(r) P_L(\hat{k} \cdot \hat{r}), \tag{3.28} \]

where now \( R_L(r) \) are solutions to the radial Schrödinger equation, and the factors \( \sigma_{k,L} \) represent the corresponding phase shifts associated with the distorting potential. In order to capture more of the physics, the distorted-wave Born approximation (DWBA) was introduced, which uses the full solutions to some auxiliary potential as the unperturbed solutions to the Hamiltonian. There are many in depth textbooks and papers on the use of DWBA theory for direct reactions [77, 78], and this theory has been applied to many different types of reactions. There are a handful of computer programs that handle nuclear scattering using DWBA. Two common programs are DWUCK and FRESCO. Fig 3.2 shows a calculation using the code FRESCO for the elastic cross section in the \( ^7\text{Li}+^{12}\text{C} \) system of interest, as well as the elastic cross section for a heavier system, \( ^{16}\text{O} + ^{64}\text{Ni} \).

For most purposes the Coulomb potential and Woods-Saxon potentials with spin-orbit coupling are used as the auxiliary potential in DWBA calculations. Typically the auxiliary potentials are chosen such that they reproduce elastic scattering data (i.e. are fit to data). Using these potentials, and the scattering solutions in Eq. (3.28), one can extend the formulation of the \( T \) matrix to the DWBA case where,

\[ T_{i,f}^{DWBA} = \langle \chi_{k_f} | V | \chi_{k_i}^* \rangle. \tag{3.29} \]

This equation will be extremely useful for later analysis, as the \( T \) matrix can be specified for any initial or final scattering state, including those for specific magnetic substates. This particular formalism of the \( T \) matrix will be used later to specify the final magnetic substate distributions of the resulting nucleus, elucidating how spin alignment can be generated in nuclear reactions.
3.2.3 Optical Models

The discussion on quantum-mechanical scattering theory used the fact that $V$ is a real potential. When we are working with a real potential then all of the scattering, by definition, must be elastic. Using the formalism above, and introducing the scattering matrix element, $S_L = e^{2i\delta_L}$, the total elastic cross section can be written as,

$$
\sigma_{\text{elastic}} = \int d\Omega d\sigma/d\Omega = \int d\Omega |f(k, \theta)|^2
$$

$$
= \frac{\pi}{k^2} \sum_{L=0}^{\infty} (2L + 1)|S_L - 1|^2
$$

$$
= \frac{\pi}{k^2} \sum_{L=0}^{\infty} (2L + 1)(|S_L|^2 - 2\Re[S_L] + 1),
$$

where in this equation the fact that $\int d\Omega P_L(\hat{k} \cdot \hat{r})P_{L'}(\hat{k} \cdot \hat{r}) = \frac{4\pi}{2L + 1} \delta_{LL'}$ has been used.

By conservation of the probabilities, one can derive what is called the Optical Theorem\textsuperscript{†}, which relates the total cross section to the imaginary component of the scattering amplitude at zero scattering angle. This is mathematically described by,

$$
\sigma_{\text{tot}} = \frac{4\pi}{k} \Im[f(k, \theta = 0)] = \frac{2\pi}{k^2} \sum_{L=0}^{\infty} (2L + 1)(1 - \Re[S_L]).
$$

where the imaginary scattering amplitude at zero angle corresponds to \textit{flux being lost from the beam}. If the scattering potential is real then $|S_L| = 1$ and the elastic cross section is exactly equal to total cross section. Introducing complex scattering potentials is rather straightforward, but all of the quantities become complex, in particular the phase shifts and the scattering matrix elements. Therefore one can obtain $|S_L| < 1$, and the difference from unity takes into account non-elastic channels. The total reaction cross section can then be defined as the difference between the total cross section and the elastic scattering cross

\textsuperscript{†}A history of the optical theorem and its use in quantum mechanics is presented in Ref. [79].
section,

\[
\sigma_{Rx} = \sigma_{tot} - \sigma_{elas} = \frac{\pi}{k^2} \sum_{L=0}^{\infty} (2L + 1)(2 - 2\Re[S_L] - |S_L|^2 + 2\Re[S_L] - 1)
\]

\[= \frac{\pi}{k^2} \sum_{L=0}^{\infty} (2L + 1)(1 - |S_L|^2). \tag{3.32}\]

The use of complex potentials to model losses in a material is not only of use in nuclear scattering. As the name “Optical Model” suggests, these ideas were originally used to describe absorption processes of light in a medium. A rather simple example of this is modeling dielectrics. By introducing an imaginary part to the dielectric constant, the imaginary component corresponds to losses of light in the material (that turn into heat).

The typical form of the potentials used for optical models is the same as those used for nuclear structure, Woods-Saxon potentials. The main term of the potential is typically called the \textit{volume} term. In addition to the the volume potential other terms can be added (e.g. spin-orbit coupling and surface absorption).

Because these potentials are phenomenological, the parameters are often opened to a fit of the elastic scattering angular distributions and/or other observables. If one focuses on a particular reaction, a reasonable set of parameters can usually be found that describes that reaction well. However, these parameters are expected to have an energy dependence and also differ for each reaction. What this means is that finding a global set of optical-potential parameters, or even a function connecting the parameters for different scattering partners, is a daunting task.

Taking further ideas from optical theories, there is an extension of the regular optical model, that was mentioned before, called the Dispersive Optical Model (DOM) which applies dispersive corrections to the optical model through many-body theory dispersive relations (similar to the Kramers-Konig relations) that enforce causality. This is a powerful relation
for connecting structure (real components) to reaction calculations (imaginary components). At the moment, only nuclei near closed shells can be calculated effectively (a closed-shell nucleus can be used as a “core” for the calculations). As a result, most of the experimental data used to fit the potential comes from experiments involving such nuclei, including \(^{40,48}\text{Ca}\), and \(^{208}\text{Pb}\), to name a few. Of particular interest, are neutron total cross sections, and many experiments have been done measuring these cross sections with the object of fitting the DOM, which is then used to extract interesting properties of nuclei [74, 80, 81, 82].

### 3.2.4 Characterizing Reactions

In the quantum mechanical formalism, the impact parameters are not as well-defined as in the classical case. What this means, is that many impact parameters or \(L\) waves contribute to scattering at any given angle. To understand the relationship between different \(L\) waves and the particular process of interest, the total reaction cross section for a nuclear reaction can be decomposed into contributions from different \(L\)’s, and thus different impact parameters. This partial-wave decomposition can be defined from Eq. (3.32),

\[
\sigma_{Rx}(E_{\text{c.m.}}) = \pi \lambda^2 \sum_{L=0}^{\infty} (2L + 1) T_L(E_{\text{c.m.}}) = \sum_{L=0}^{\infty} \sigma_L(E_{\text{c.m.}}),
\]

where \(\lambda\) is the de Broglie wavelength \((1/k^2 = \lambda^2)\), and \(T_L\) is the transmission coefficient. By inspection one can see that \(T_L\) is related to the scattering matrix element, \(S_L\), by,

\[
T_L = 1 - |S_L|^2.
\]

The effective radius of the projectile is given by \(\lambda\), and so its area is \(\pi \lambda^2\). As the impact parameter is increased, the available area for a reaction increases, i.e. the cross section, and
Figure 3.3: The solid black line shows the partial-wave contributions to the total reaction cross section for the $^7$Li + $^{12}$C system at $E/A = 24$ MeV as a function $\mathcal{J}$. The dashed red line shows the partial-wave contribution for the inelastic excitation of $^7$Li to the 4.63 MeV state, while the target remains in its ground state. This inelastic cross section has been scaled up a factor of 10 for display.

This is represented by the factor $(2L + 1)$. In fact this description is what gives rise to the pattern described in the Introduction and shown in Fig. 1.6. Once a scattering potential has been defined for the reaction (e.g. from the optical model) one can derive the partial cross section decomposition, $\sigma_L$, and even the cross section for a particular process using Eq. (3.33).

Figure 3.3 shows a decomposition of the total reaction cross section $E = 24$ MeV/A $^7$Li projectiles on a $^{12}$C target from FRESCO DWBA scattering calculations (black solid line) in the $\mathcal{J}$ basis, where $\mathcal{J} = L + J_{\text{proj}}$ (changing this basis requires a transformation using the relevant Clebsch-Gordan coefficients). As the nuclei involved are lighter, the portion of the total reaction cross section corresponding to small impact parameters will involve fusion
and massive breakup reactions. If the nuclei were much larger, then the region between the critical and grazing impact parameters would correspond to deep inelastic reactions. Above $L_{\text{graz}}$, or $J_{\text{graz}}$ in Fig. 3.3, the transmission coefficient drops steeply to zero. The region underneath the defined peak corresponds to peripheral collisions, giving rise to direct reactions. As mentioned before, inelastic reactions fall into this category, and the predicted partial cross section for the reaction of interest is shown as the red dashed line in Fig. 3.3. This curve has been scaled by a factor of 10 for comparison to the total cross section. As can be seen, the particular reaction of interest in this work takes up a small portion of the total reaction cross section. Other processes will contribute to the total cross section in this region, including transfer and nucleon knockout. Such reactions were also observed during the experiment involving $^7\text{Li}$, and these processes will be highlighted in Chapter 5.

### 3.3 Angular Correlations for Sequential Decays

Once a particular state has been formed, it can decay by several methods. The dominant methods of decay in nuclear regimes is $\gamma$ decay and particle emission or breakup. The way the nucleus decays can give us information about the initial state that was formed. If the decay happens sufficiently far away from the scattering event, then it can be treated as a sequential decay process. In practice, this means the reaction is described by two successive 2-body processes (e.g. the formation of $^7\text{Li}^*$ and the decay of $^7\text{Li}^*$). For the case of the sequential breakup of $^7\text{Li}^*$ in the inelastic reaction of interest, this is an appropriate assumption as the lifetime of the state ($\sim 10^{-21}$ s) and the particular beam energy means $^7\text{Li}^*$ will travel a mean distance of $\sim 200$ fm from the point of interaction before decaying into an $\alpha + t$.

For the following presentation, the work of Strazzeri is followed [83]. Provided with unpolarized initial states (and thus summing over all the spin degrees of freedom), the double differential cross section for a sequential decay process, $a+X \rightarrow b+Y \rightarrow b +c+Z$, can be written in a form that separates the processes,
**Angular Correlations for Sequential Decays**

Figure 3.4: Figure 1 from Ref. [83], showing the angle definitions of the sequential decay process using the beam axis as the z axis, which is also the quantization axis.

\[
\frac{d^2\sigma}{d\Omega_b d\Omega_c} \propto \sum_{m_p, m_t, m_{p*}, m_{t*}, m_c, m_Z} \left| \sum_{m_Y} T^{m_p, m_t, m_{p*}, m_{t*}, m_c, m_Z} (\theta_b, E_{c.m.}) \right|^2 \\
\times \sum_{l_c, J'} \langle l_c m_l; J', m_Y - m_{J'} | J_Y m_Y \rangle S^{J'}_{s_c, s_Z} (E_{\text{decay}}) \\
\times \langle J_Z m_Z; s_c, m_c | J', m_c + m_Z \rangle Y_{m_Y - m_{J'}}^{l_c} (\theta_c, \phi_c) \right|^2 
\]

where there are sums over the many different spin degrees of freedom, and the \( T \) refers to the \( T \) matrix for the particular reaction of interest, which specifies the populated magnetic substates in the reaction. \( l_c \) denotes orbital motion of the decay, and the factor \( S \) describes the decay process (for example, one could use the \( R \)-Matrix formalism [84] for branching ratios). The definitions of the different angles are given in Fig. 3.4, and it should be noted that the notation for spherical harmonics, \( Y_{l}^{m} \), is used here. For the following equations, the degrees of freedom in the first sum will be denoted by the index, \( i \).

If only processes where \( s_Z = 0 \) are considered and there is only one angular momentum in the decay (both of these conditions are satisfied for the \(^7\text{Li}\) case), then the equation simplifies considerably and one can write,
\[
\frac{d^2\sigma}{d\Omega_b d\Omega_c} \propto \sum_i \sum_{m_Y,m_c} T^i_{m_Y} (\theta_b, E_{c.m.}) \langle l_c, m_{lc}; s_c, m_c| J_Y, m_Y \rangle Y^l_{m_Y-m_c}(\theta_c, \phi_c)^2
\]

\[
\frac{d^2\sigma}{d\Omega_b d\Omega_c} \propto \sum_i \sum_{m_{lc}} T^i_{m_{lc}} (\theta_b, E_{c.m.}) Y^l_{m_{lc}}(\theta_c, \phi_c)^2.
\]

(3.36)

In the last line of Eq. 3.36, the fact that we can transform to the \( l_c \) basis by,

\[
\sum_{m_{lc}} T^i_{m_{lc}} = \sum_{m_Y,m_c} T^i_{m_Y} \langle l_c, m_{lc}; s_c, m_c| J_Y, m_Y \rangle,
\]

(3.37)

has been used. The resulting \( T \) matrix determines the population of particular magnetic substates of \( l_c \) (the decay orbital angular momentum), and so these population parameters can be written as the matrix \( C \) by,

\[
C^i_{m_{lc},m_{lc}'} = \sum_{i} T^i_{m_{lc}} [T^i_{m_{lc}'}]^*,
\]

(3.38)

The coefficients \( C^i_{m_{lc},m_{lc}'} \) are related to the density matrix of the decay orbital angular momentum, \( \rho^{l_c}_{m_1,m_2} \), by normalizing the parameters by the trace of the \( C \) matrix [77]. With the provided formalism, one can follow the analysis in Ref. [48], which separates out the diagonal and off-diagonal values of the density matrix for the population of internal orbital momentum eigenstates. Using the decomposition of spherical harmonics into Wigner’s little-\( d \) matrix,

\[
Y^l_m(\psi, \chi) = (-1)^m \sqrt{\frac{2l+1}{4\pi}} d^l_{m,0}(\psi) e^{im\chi},
\]

(3.39)

and Wigner’s little-\( d \) matrix is,

\[
d^l_{m,0} = \sqrt{\frac{(l-m)!}{(l+m)!}} P^l_m(\cos \psi).
\]

(3.40)

This ultimately gives us the equation (removing the subscript \( c \) for the orbital motion of the decay),
\[
d\frac{d^2\sigma}{d\Omega d\Omega} \propto C_{0,0}(\theta_b)|d_{0,0}^l(\theta_c)|^2 + 2 \sum_{m_i=1}^l |d_{m,0}^l(\theta_c)|^2 (C_{m_1,m_i}(\theta_b) + (-1)^m C_{m_1,-m_i}(\theta_b) \cos(2m_1\phi_c)) \\
+ 4 \sum_{1 \leq m_1 \leq l \atop -m_1 < m_2 < m_1} \text{Re} [C_{m_1,m_2}(\theta_b)] (-1)^{m_1+m_2} d_{m_1,0}^l d_{m_2,0}^l \cos((m_1 - m_2)\phi_c). 
\]

Using this equation, the measured angular correlations are fit to the parameters \(C_{m_1,m_2}\) in order to obtain the population of different magnetic substates of the orbital decay motion. This can be simplified further, by projecting onto \(\theta_c\) and all of the interference terms drop out, giving the equation,

\[
W(\theta_c) \propto \rho_{0,0}^l(\theta_b) + 2 \sum_{m_i=1}^l \rho_{m_1,m_i}^l(\theta_b)|d_{m,0}^l(\theta_c)|^2. 
\]

In the case of \(^7\text{Li}^* [4.63 \text{ MeV}], l = 3\) and \(J_Y = 7/2\), and one can couple back the 1/2 spin of the triton to obtain the magnetic substate population of the excited nucleus defined by the density matrix \(\rho_{m,m'}^J\). With these constraints on the nucleus, Eqs. (3.37) and (3.38) are used to obtain a set of linear equations between \(\rho_{m,m'}^J\) and \(\rho_{m,m'}^J\).

\[
\begin{align*}
\rho_{4,3}^{l=3} &= \langle 3, 3 \mid 1/2, 1/2 \mid 7/2, 7/2 \rangle^2 \rho_{7/2,7/2}^{J=7/2} + \langle 3, 3 \mid 1/2, -1/2 \mid 7/2, 5/2 \rangle \rho_{5/2,5/2}^{7/2} \\
\rho_{2,2}^{l=3} &= \langle 3, 2 \mid 1/2, 1/2 \mid 7/2, 5/2 \rangle^2 \rho_{5/2,5/2}^{J=7/2} + \langle 3, 2 \mid 1/2, -1/2 \mid 7/2, 3/2 \rangle \rho_{3/2,3/2}^{7/2} \\
\rho_{1,1}^{l=3} &= \langle 3, 1 \mid 1/2, 1/2 \mid 7/2, 3/2 \rangle^2 \rho_{3/2,3/2}^{J=7/2} + \langle 3, 1 \mid 1/2, -1/2 \mid 7/2, 1/2 \rangle \rho_{1/2,1/2}^{7/2} \\
\rho_{0,0}^{l=3} &= \langle 3, 0 \mid 1/2, 1/2 \mid 7/2, 1/2 \rangle^2 \rho_{1/2,1/2}^{J=7/2} + \langle 3, 0 \mid 1/2, -1/2 \mid 7/2, -1/2 \rangle^2 \rho_{-1/2,-1/2}^{7/2}. 
\end{align*} 
\]

In Eq. (3.43), the left-hand side are the observables of the experiment, and by back substitution the density matrix parameters of the inelastically excited state can be inferred.
Chapter 4

Experiment

“We are not to tell nature what she’s gotta be. . . . She’s always got a better imagination than we have.”
—Richard Feynman

In order to determine the population of excited states in $^7$Li, the momenta of the resulting breakup fragments ($\alpha + t$) were reconstructed to find the invariant mass of $^7$Li. By gating on one particular state of the projectile, the target energy can be reconstructed, as 3 out of 4 parameters of the kinematics are known (the initial momenta of the projectile and target and the final momentum of the projectile). Thus the final target momentum is constrained, and the subsequent missing mass can be found for the target (and thus its excitation energy).

The experiment with $^7$Li was performed in August in 2015 at the Texas A&M University Cyclotron Institute. Their K-500 cyclotron provided a primary $^7$Li beam with $E/A = 24$ MeV, that impinged upon targets of natural carbon, aluminum, and beryllium. Aluminum and beryllium are mono-isotopic ($^{27}$Al and $^{9}$Be, respectively), while natural carbon is almost 99% $^{12}$C. To make the analysis of the data using $^{12}$C easier, the $\sim 1\%$ of $^{13}$C in the target was neglected. The $^{12}$C target not only satisfied the requirement of having a spin-zero target, but also the large separation between its ground and first excited state allowed for decisive
exclusion of events where $^{12}$C was excited.

### 4.1 Monte Carlo Simulations

While the geometrical acceptance of the detector array can be determined analytically, this is cumbersome and other physical effects cannot be easily taken into account. For instance, if two the fragments happen to go into the same CsI(Tl) then the event will not be counted. Analytically, this would require integrals over the available phase space, while in the Monte Carlo simulations (that sample the available phase space) one can just check if this has occurred for the simulated event and mark that simulated event as bad, as in the experiment such events are rejected.

Monte Carlo simulations were used to determine what would be the best detector array to use for the experiment. Two different detector arrays were simulated. One array included two design Micron semiconductor TTT Si detectors (128x128 segmented x-y strip detector,
with an active area of 97mm x 97mm), shown in Fig. 4.1, and the other included two annular Si detectors, shown in Fig. 4.2. These Monte Carlo simulations were not only useful for determining the setup, but were also crucial for extracting the magnetic substate distributions of the inelastically excited $^7$Li* by generating geometrical-detector-array efficiency maps, that are used to correct the experimental hit maps.

Of the two options considered, the two design TTT option provided large angular coverage, and much better angle resolution, resulting in better invariant-mass reconstructions. Their main drawback was the feasibility of the setup. To mount the TTT’s, movable arms would have to be mounted inside the vacuum chamber, and accurate measurements of the distance from the detectors to the target would need to be determined. A 3D CAD model of a possible experimental setup with two TTT Si detectors is shown in Fig. 4.1. Because a sizeable gap between the detectors is required to allow the beam to pass through (and be out of range of elastic scattering), the detection efficiency of the breakup fragments suffered.
Figure 4.3: A comparison between the expected resolution of the invariant-mass reconstruction of $^7\text{Li}^*$ [$J^\pi = 7/2^-$, 4.63 MeV] using two TTT’s (blue) and the two annular Si’s (red). For the TTT’s a Gaussian with FWHM = 185 keV was fit to the distribution, while the fit for the annular telescopes resulted in a FWHM = 280 keV.

The overall geometrical efficiency of a typical double TTT setup was 37.4%.

An annular detector array provided much more coverage of the decays, as the beam can pass through the center of the devices. The geometrical efficiency determined for this array in the experimental setup was 58.5%, significantly larger than that for two TTT’s. The setup was also made easier, as the annular detectors could be mounted to one rail which would need to be aligned with the beam-axis. Distances to the detectors were determined by putting spacers on the rail. Detailed drawings of the setup were made in 3D-CAD, so the distances to the target were able to be determined by the 3D models of the setup. Another advantage of this setup was the reduced Si-channel count. A 3D CAD model of the setup used in the experiment is shown in Fig. 4.2. While the main goal of the experiment was science focused, the experiment was also a chance to debug the latest generation HINP-16C chips, as this experiment was the first run with this technology.

A comparison of the expected invariant-mass resolutions for the particular state of interest, from each setup, are shown in Fig. 4.3. It was ultimately decided to go with the annular
Figure 4.4: The effects of the beam alignment can be seen by the asymmetry of the distribution with respect to $\phi_{\text{lab}}$. (a) The experimental hit-map of detector events for $^7\text{Li}^*$ breakup events after scattering off the $^{12}\text{C}$ target. (b) Simulated hit-map of $^7\text{Li}$ elastic scattering off the $^{12}\text{C}$ target. The effects of the beam divergence and beam misalignment have been included in the simulation.

detector array due to the ease of setup and larger efficiency, even though the invariant-mass energy resolution was worse. It did turn out that aligning the detectors with the beam axis was more difficult than expected, and a tilt with respect to the beam axis and detector had to be taken into account in the Monte Carlo simulations.

The tilt of the beam axis with respect to the detector axis was determined to be $0.62^\circ$. This tilt was determined from Monte Carlo simulations by rotating the beam in the simulation until the experimental hit-map of elastic-scattering events was largely reproduced. A comparison of the experimental and simulated hit-maps of elastic $^7\text{Li}$ scattering off the $^{12}\text{C}$ target is shown in Fig. 4.4. The tilt of the beam is very apparent in the experimental hit-map for the downstream detector, where there is a clear asymmetry in the azimuthal distribution of events around the detector axis. A beam divergence characterized by a two-dimensional Gaussian with $\sigma_Y = 1.53^\circ$ and $\sigma_X = 0.32^\circ$ was also included in the simulations. The divergence parameters were calculated from LISE++ simulations of the several quadrupole and dipole magnet settings used to tune the beam [85]. The effects of a beam spot size at the target of 4 mm were also included. The beam spot was determined by tuning the beam through a 4 mm hole in a target blank covered in a scintillator. By looking at a camera
Figure 4.5: A schematic of the detector setup consisting of two Si-CsI(Tl) telescopes. The first telescope was placed 15 cm, and the second 35 cm, downstream of the target position.

directed at the target position, the amount of beam hitting the scintillating material was minimized.

4.2 Experimental Setup

The experimental setup for the detector arrays was designed using the 3D-CAD software, Autodesk Inventor. A schematic of the array is shown in Fig. 4.5, and a picture of the setup in Fig. 4.6. The carbon, aluminum, and beryllium targets were 9.60, 10.37, and 9.47 mg/cm² thick, respectively, and were mounted on a target ladder that allowed us to change targets while the chamber was under vacuum. The detector array consisted of two Si-CsI(Tl) ΔE-E telescopes. Here, telescope means that not only the energy and momentum of the particle can be measured but also the particle type. Pictures of the detectors used are presented in Fig. 4.7. The first telescope was placed 14.9-cm downstream from the target position, parallel to the beam-axis, and the other 35.8-cm from the target also along the beam axis. This setup provided a polar angular range of 2°-16° with a small gap at 5.6° in the laboratory frame. A 13.8 mg/cm² sheet of Ta was placed in front of each Si detector to block any scattered electrons from entering the detectors.

Si detectors work as reverse-biased p-n junction semiconductors. When a p-n type semi-
conductor is run in reverse-biased mode, the depletion region (named so because the region at the junction is depleted of charge carriers) is physically widened. If relatively high-energy ionizing radiation passes through the material, electrons are excited to the conduction band (the band gap for Si is 1.1 eV) leaving behind “holes” in the valence band\(^\dagger\). The electrons drift to the positive voltage side, while the correlated electron “holes” drift to the negative voltage side. In practice, this means that one side of the detector provides a negative voltage signal (electrons) and the other provides a positive voltage signal (holes). Since the Si wafer is segmented radially and azimuthally on the two sides, the event can be localized to a small region determined by the readout of a signal from one ring segment and one pie segment. The number of electron-hole pairs produced is proportional to the amount of energy deposited in the material across the thin dimension (perpendicular to the x-y plane of the detector), and so an accurate measurement of the energy deposited can be made by measuring the magnitude of the signal produced.

\(^\dagger\)If one is interested, the origin of the band gap is formulated from first principles in Appendix A.
Figure 4.7

EXPERIMENTAL SETUP
Figure 4.7: A display of the different components of the detector array. The upstream array (closest to the target) used a custom designed 525-µm thick segmented Si wafer with 32 rings and 64 pies, with a 15-mm radius hole in the center and an outer diameter of 85 mm. For the downstream array (furthest from the target), a design S2 Si detector was used, which has 48 incomplete rings and 16 pies, with a 11-mm radius hole in the center and an outer diameter of 70 mm. As can be seen, the top of the S2 silicon is truncated, and this feature of the S2 detector was taken into account in the Monte Carlo Simulations. Each Si detector was backed by a CsI(Tl) array with 16 pie-shaped crystals, displayed at the bottom. Panels (a) and (b) show the ring sides of each Si detector. Panels (c) and (d) show the pie-segment sides of each detector. Panels (e) and (f) show the CsI(Tl) detector arrays from the perspective of the target.

The front/back of each Si detector outputs a negative/positive signal, and is localized by the corresponding segments. On each segment, a thin wire bond allows the signal to be read out by 50-ohm ribbon cables. For performing the experiment, a map between the different channels and the spatial location was made.

The localization of the energy deposition event via the Si segments, allows the position of the event to be determined, and assuming the scattering event and/or decay happens in the target, the direction of the momentum can also be inferred. The rest of the energy is deposited in the CsI(Tl) crystals. After the particle type is identified via Eq. (4.1), the magnitude of the momentum can be deduced as the mass of the relevant particles are known to high precision. If the momenta and energies of all the scattering fragments are known, then the final scattering state’s invariant mass can be reconstructed.
EXPERIMENTAL SETUP

CsI(Tl) detectors work as scintillators, i.e. when ionizing radiation deposits energy into the detector, light is emitted. The integrated light output is approximately proportional to the energy deposited for the hydrogen isotopes, but for $Z > 1$, there are quenching effects due to the large $dE/dx$ for these particles, which can cause non-linearities. Scintillators work on the principle of Stokes shift, wherein the emission spectrum is shifted from that for absorption. This can be explained by relaxation effects of the bulk material. The crystal excitations generated by the incoming radiation lose a small amount of energy through vibrations (phonon effects) or other processes and de-excite to a slightly lower energy level, which subsequently decays and emits light at a lower frequency. If this effect were not present, then the emitted light would be re-absorbed by the material. In the case of CsI(Tl), the spectrum of emitted light peaks at around 550 nm (yellow/green).

Each of the crystals and light guides in the upstream array were wrapped in reflecting material (teflon tape and aluminized mylar), except for a section where a photodiode was placed, and the total amount of light emitted was taken from the signal produced in the photodiode. The CsI(Tl) detectors in the downstream array had light guides affixed to the back, which were wrapped in reflecting material along with the crystal, and the photodiode readouts were placed at the downstream end of the light guide.

Figure 4.11 shows the electronics logic setup for the experiment, and displays the various routing of signals to the different electronic modules used. Because this experiment was focused on measuring a particle-unbound excited state of $^7$Li that decays into an $\alpha$ and triton (i.e. sequential breakup), most of the experiment ran in a coincidence mode, whereby, only events were read out when at least two different CsI(Tl) detectors triggered. A few experimental runs lifted these constraints to demand at least one CsI(Tl) triggering for data to be taken, in order to get information about the elastic scattering cross section for the three different target systems. A Faraday-cup was placed at the end of the chamber in order to get absolute cross-section measurements, however, only relative cross sections were able to be confidently extracted from the data set as the Faraday-cup data were not calibrated.
Table 4.1: Calibration beams and the energies generated with the degraders.

<table>
<thead>
<tr>
<th>Species</th>
<th>Energy [MeV/A]</th>
<th>Target</th>
<th>Thickness [mg/cm²]</th>
<th>Degraded Energy [MeV/A]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>24.2</td>
<td>Au</td>
<td>20.0</td>
<td>24.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al</td>
<td>429</td>
<td>15.8</td>
</tr>
<tr>
<td>$d$</td>
<td>24.2</td>
<td>Au</td>
<td>20.0</td>
<td>24.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al</td>
<td>429</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al</td>
<td>858</td>
<td>15.8</td>
</tr>
<tr>
<td></td>
<td>12.0</td>
<td>Au</td>
<td>20.0</td>
<td>11.9</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>24.0</td>
<td>Au</td>
<td>20.0</td>
<td>23.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Al</td>
<td>429</td>
<td>15.6</td>
</tr>
</tbody>
</table>

4.3 Calibrations

Energy calibrations for the CsI(Tl) detectors were performed with proton, deuteron, and $\alpha$ beams at several energies. These beams impinged upon a thin Au target, and several Al targets of varying thicknesses, giving different degraded energies. A summary of the calibration beams, degraders, and resulting energies is shown in Table 4.1. The energy calibrations determined for the deuterons were used for tritons.

For the downstream telescope, angle-independent CsI(Tl) calibrations were found for deuterons and alphas. On the upstream telescope, the photodiode readouts of the scintillated light were placed on the outside radius of the CsI(Tl) crystals (called out in Fig. 4.5). This external radial readout introduced non-uniform light collection that depended on the polar angle of the energy deposition in the CsI(Tl) crystal. To correct for this, energy calibrations were performed as a function of polar angle, taking into account the effective thickness and kinematic effects, by gating on eight different regions of polar angle determined by the Si detector. The raw spectrum demonstrating this defect of the upstream CsI(Tl) readouts can be seen by the dashed line in Fig. 4.8(a). Furthermore, the histograms under each dashed line correspond to different polar-angle regions determined by the Si detector. The result of performing a calibration for each angular region is shown in Fig. 4.8(b), and the effect of non-uniform light collection has been largely mitigated.
Figure 4.8: A comparison of the raw (a) and calibrated (b) spectra from one of the upstream CsI(Tl) crystals for all four deuteron calibration energies. The dashed line in (a) shows the raw spectrum for all scattering angles. The eight histograms under each peak show the contribution from different polar-angle regions. The inferred energies deposited in the Ta foil and Si have been added back into the energy reported in (b).
Table 4.2: α-particle energies from the mixed α source along with the branching ratios of the decays. $\alpha_0$ corresponds to decays to the lowest-energy state of the daughter with a significant fraction, while $\alpha_1$ and $\alpha_2$ are decays to increasingly excited states of the daughter, respectively.

<table>
<thead>
<tr>
<th>Parent</th>
<th>$t_{1/2}$</th>
<th>$E_{\alpha_0}$</th>
<th>$E_{\alpha_1}$</th>
<th>$E_{\alpha_2}$</th>
<th>$f_{\alpha_0}$</th>
<th>$f_{\alpha_1}$</th>
<th>$f_{\alpha_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{244}\text{Cm}$ (a)</td>
<td>18.1</td>
<td>5.805</td>
<td>5.763</td>
<td>—</td>
<td>0.769</td>
<td>0.231</td>
<td>—</td>
</tr>
<tr>
<td>$^{241}\text{Am}$ (b)</td>
<td>432.6</td>
<td>5.486</td>
<td>5.443</td>
<td>5.388</td>
<td>0.848</td>
<td>0.131</td>
<td>0.017</td>
</tr>
<tr>
<td>$^{239}\text{Pu}$ (c)</td>
<td>24110</td>
<td>5.157</td>
<td>5.144</td>
<td>5.106</td>
<td>0.708</td>
<td>0.171</td>
<td>0.119</td>
</tr>
<tr>
<td>$^{148}\text{Gd}$ (d)</td>
<td>71.1</td>
<td>3.182</td>
<td>—</td>
<td>—</td>
<td>1</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Energy calibrations for the Si detectors were performed with a mixed α source of $^{148}\text{Gd}$, $^{239}\text{Pa}$, $^{241}\text{Am}$, and $^{244}\text{Cm}$. The α-particle energies and branching ratios for these isotopes are presented in Table 4.2. For the downstream Si detector, the α-particle calibrations were sufficient. A summary spectrum showing the calibrated α-particle spectrum (ordinate) for each pie segment in the S2 Si detector (abcissa) is shown in Fig. 4.9. Although the calibrations worked for the downstream detectors, the α-particle calibrations were not sufficient for the upstream Si detector either due to a non-uniform dead layer or an incomplete depletion region. Therefore, the upstream Si detector was used solely for determination of the scattering angle and particle identification. The energy lost in the upstream Si was determined from the energy deposited in the CsI(Tl) and SRIM energy-loss tables [86]. The spectrum in Fig. 4.8(b) has the inferred energy lost in the upstream Si, and Ta foil, added back into the reported energy, thus the energies shown in Fig. 4.8(b) can be directly compared to the energies in Table 4.1.

The particle identification was performed by plotting the energy deposited in the thin Si versus the remaining energy deposited in the CsI(Tl) crystals. The element and isotope can be interpreted (i.e. identified) based on the charge and mass proportionalities in the Bethe-Bloch equation. In a low-energy approximation the proportionalities are given by,

$$\frac{dE}{dx} \propto \frac{Z^2 A}{E}.$$ (4.1)
Figure 4.9: A summary plot of the S2 alpha calibrations, where the calibrated alpha spectrum is plotted for each of the pie Si segments, as well as a plot of a calibrated $\alpha$-particle spectrum from one of the S2 pie segments. The peaks correspond to $\alpha$ particles from the different isotopes in Table 4.2, and they are labeled accordingly.

The $1/E$ dependence for each particle type can be seen in a sample $\Delta E$-E plot shown in Fig. 4.10. The Si detectors, being thin, provide a direct measure of $dE$. The thick CsI(Tl) detectors provide a measure of the total energy, $E$. Therefore a plot of $dE$(Si) versus $E$(CsI) yields loci of elements and isotopes splayed in proportion to $Z^2$ and $A$. The $Z^2$ dependence of the energy deposition is clear in Fig. 4.10, where elements up to Li are shown. The isotopic determination is robust, as the bands for each isotope are well separated. It should be noted that this method of particle identification will only work for isotopes that are particle stable (i.e. they live long enough to make it to the detector). There is a noticeable gap between $^4$He and $^6$He because $^5$He is particle unstable (in fact there are no stable $A=5$ nuclei). From these plots, it is clear which line corresponds to the primary beam isotope as there is a large peak corresponding to elastic scattering, confirming the assignment for $^7$Li.
Figure 4.10: A sample $\Delta E$-E spectrum obtained for one CsI(Tl). Clear bands for each element can be seen, with separate bands for each isotope.
Figure 4.11
Figure 4.11: Electronics logic for the alignment experiment at TAMU. All elements that sit between the vacuum interface (thick-black band) and the host acquisition computer (yellow oval) are indicated. The elements in blue are NIM modules, and with the exception of the breakout box, are logical (logic in – logic out) elements. The elements in pink sit in the VME crate and those in gray (servicing the CsI(Tl)) are CAMAC units. The motherboard (green with a red boarder) services the Silicon detectors and hosts the ASIC system. The host computer has access to the high- and low-speed parallel buses of the VME and CAMAC backplanes. The thin lines are individual 50-ohm coaxial cables while the thick lines are either 50-ohm flat 16-ch coaxial ribbon (AMP style) or 110-ohm flat (standard density) 34-conductor or (high-density) 68-conductor ribbon cable. The shielded coaxial cable is used for linear signals while standard ribbon is used for logical signals. Standard NIM to standard ECL logic conversion is done in one module that both sends to (i.e. output on lines 1-8) and receives from (input on lines 9-16) the logic module that sits in the VME crate. That module (XLM-XXV) orchestrates the event readout. In addition to XLM-XXV module, there are three other modules (pink) in the VME crate. Two of these service the CsI(Tl) detectors, one for digitizing the pulse heights and the other for digitizing the times of the CsI(Tl) detectors.

The signal processing for both Si and CsI(Tl) detectors follow similar logical paths, starting with a CSA and followed by a shaping amplifier, for the linear branch, and a CFD-discriminator for the generation of a time. The CSA’s for the CsI(Tl) are of the Indiana University design [87]. Two 16-ch boards of the IU preamps are bolted to the outside of the vacuum chamber. The amplified CsI(Tl) signals are processed by two dual-width 16-ch CAMAC units with linear shapers and CFD discriminators for each channel [88]. One of these units is used for the upstream CsI(Tl) array and the other for the downstream array. The shaped outputs are fed to ADCs and the CFD outputs are fed to TDCs to be readout at acquisition. In the case of the Si detectors, the CSAs, CFDs, peak trackers (and more) are in theASIC HINP-16C. Two of these chips are on each chip board (CB), six of which were used in this experiment and are housed in the motherboard (MB). The MB is also bolted to the vacuum chamber, to allow direct feed through of the Si signals.

The front-end logical branches generate OR’s and linear multiplicity signals (M) that have an amplitude proportional to the number of hits. Leading edge (LE) discrimination of these signals allows for multiplicity selection. Selecting $M_{\text{CsI}} > 1$ was used to generate the master event trigger for the experiment. The calibration of the Si and CsI(Tl) detectors required other triggers (dotted lines).

Both the Si and CsI(Tl) pulse processing streams allow for pulsing of channels and inspection of the linear and logical outputs for any channel. These testing features can be controlled remotely and any signal can be visualized (on an oscilloscope) remotely. The part of the logic diagram that allows for this has been omitted.
Chapter 5

Data Analysis

“Mass and energy are both but different manifestations of the same thing”

—Albert Einstein

Methods for measuring the spin alignment of excited nuclei are dependent on the decay mode. For bound excited states, the population of magnetic substates (and thus the spin alignment/polarization) can be measured by analyzing the angular distribution of an emitted $\gamma$ ray [89, 90, 91, 92, 34, 93, 94]. On the other hand for unbound excited states, the angular correlations of the sequential breakup fragments can be measured to determine the final magnetic substates [48, 95], which is the approach taken in this dissertation. But first, the population of excited states has to be determined, and this was done through invariant-mass spectroscopy.

5.1 Invariant-Mass Reconstruction

A conserved quantity from special relativity is the proper or invariant mass of a particle. This is perhaps best understood by looking at the 4-momentum (which is conserved under Lorentz transforms),
where $E$ is the total energy of the particle (including the mass-energy), and the components $p$ are the usual 3-momentum. The square gives the invariant mass,

$$p_{\mu}p^{\mu} = \begin{bmatrix} E/c \\
p_1 \\
p_2 \\
p_3 \end{bmatrix} = -E^2/c^2 + p^2 = -m^2c^2,$$

which is just the usual momentum-energy relation from special relativity (the negative signs come from the metric for the spacetime, and here Minkowski (flat) spacetime is assumed).

If $p = 0$ (the 3-momentum), then we obtain Einstein’s famous formula, $E = m_0c^2$. When a nucleus is excited its total energy increases, and consequently the mass increases. This is, in fact, true for any closed system which gains energy, including atoms, but in the case of atoms the electron orbital excitations are on the order of $\sim$eV. A 1 eV change in energy corresponds to a change in mass of $1.78 \times 10^{-33}$ g, which will likely never be directly measured (e.g. by putting in on a scale). Of course these types of transitions are measured all the time in Chemistry, and absolute measurements of the mass are not necessary. The same principle applies for invariant-mass measurements, where we measure changes in mass (energy) relative to the ground-state mass of the nucleus.

Since we can determine the total kinetic energy and particle type (mass) of the fragments from nuclear reactions using Si-CsI(Tl) telescopes, we can extract the momenta and energies
of the fragments. In the case of sequential breakup, we reconstruct the momentum of the nucleus of interest from the momenta and energies of the fragments, in their center-of-mass frame, and Eq. (5.2) becomes,

$$mc^2 = \left[ \left( \sum_{\text{frag}} E_{\text{frag}} \right)^2 + \left( \sum_{\text{frag}} p_{\text{frag}}c \right)^2 \right]^{1/2}. \quad (5.3)$$

By subtracting off the known rest mass of the nucleus of interest we can obtain an excitation energy, or \textit{invariant-mass}, spectrum. Because this method relies on accurate measurements of the momentum, it is required that there is little uncertainty in the location of the decay vertex. In practice, this distance is constrained by the nucleus of interest decaying near the target position (i.e. scattering event), which is satisfied if the lifetime is sufficiently short. For the case of $^7\text{Li}^*$ [4.63 MeV], the intrinsic width of the state is 93 keV, which corresponds to a lifetime on the order of $10^{-21}$s by the Heisenberg uncertainty principle. At a beam energy of $E/A = 24$ MeV, the velocity of $^7\text{Li}^*$ is 6.67 cm/ns, and so it travels a mean distance of only $\sim 200$ fm before decaying, constraining the decay to inside the target. All of the subsequent invariant-mass spectra generated from reconstructions of the decay fragments of the projectile-like fragment (PLF) use the data from all three targets. This particular application of the invariant-mass method relies on the fact that only a small portion of the mass, with reference to the ground state, is measured. Because the particle type is able to be identified, the majority of the mass (and thus energy) is already accounted for.

The invariant-mass method is not strictly for characterizing nuclear reactions. In fact, one of the major discoveries of physics in the 21st century came from invariant-mass measurements of $\gamma$-$\gamma$ events; the mass measurement of the Higgs boson by the ATLAS$^\dagger$ collaboration at the LHC [96]. Figure 5.1 shows a schematic for the decay of the Higgs boson. There are many processes that may contribute to the decay of the Higgs (denoted by the circle), and some of these will result in the emission of two $\gamma$ rays. The resulting invariant-mass reconstruction of $\gamma - \gamma$ events shows a clear peak at $m_{\gamma\gamma} = 125.4$ GeV, giving an accurate

$^\dagger$ATLAS is also the name of a detector array, it is not be confused with the facility at Argonne.
Figure 5.1: A simple decay scheme of the Higg’s boson into two γ’s. The circle denotes that many processes may decay through this mode. The resulting invariant-mass reconstruction is shown as well, giving a mass measurement of the Higgs boson of $m_H = 125.4$ GeV and FWHM = 4 GeV. The intrinsic width is expected to be $\sim 10$ MeV, so this FWHM is almost all detector resolution.

measurement of the Higgs mass. For nuclear experiments, we can replace the Higgs with $^7$Li or another PLF, and the two γ’s by an α and triton or other decay fragments. The principles of the measurements are the same.

5.2 Nucleon Transfer and Knockout

5.2.1 $^6$Li

$^6$Li is produced when a neutron is transferred to the target, or knocked out from the $^7$Li projectile. Excited $^6$Li is unbound with respect to $\alpha + d$ emission, and thus measuring this decay channel allows one to see the production of $^6$Li*. Furthermore, an invariant-mass reconstruction of $\alpha + d$ events is a good test of the energy calibrations, and the resulting spectrum is shown in Fig. 5.2(a). The width of the first particle-unbound state in $^6$Li at 2.185 MeV is 24 keV† much smaller than the experimental resoultion, so the measured width of this state is a good indicator of the instrinsic resolution of the detector system. The

†From the Heisenberg uncertainty principle this corresponds to a half-life of $1.4 \times 10^{-20}$ s.
solid red line in Fig. 5.2(a) is a fit to the measured distribution using a Fermi function to model the background. The centroid of this fit is 2.177 MeV, with a FWHM of 235 keV. The measured width is a little larger than predictions from Monte Carlo simulations of the detector system, shown as the blue dashed line in Fig. 5.2(a). The discrepancy is most likely due to imperfect energy calibrations.

5.2.2 \(^{10}\text{Be}\)

The reconstruction of the target excitation energy is not restricted to inelastic reactions, but can be performed for the residual nucleus from nuclear reactions such as transfer (the projectile drops off a nucleon/nucleus to the target) or pickup (the projectile grabs a nucleon/nucleus from the target). The target excitation energy is determined from momentum and energy conservation, since 3 out of 4 components of the kinematics are known the “missing” mass can be determined, and hence this scheme is known as the missing-mass method. In the case of neutron transfer to the \(^{9}\text{Be}\) target, the resulting nucleus is \(^{10}\text{Be}\). Gating on the 2.65 MeV state in \(^{6}\text{Li}\), we can reconstruct the momentum of the residual target nucleus and the missing-mass reconstruction is shown in Fig. 5.2(b). The ground state of \(^{10}\text{Be}\)
Figure 5.3: (a) The invariant-mass spectrum for $\alpha + \alpha$ events showing states in $^8\text{Be}$. The peak around 0.5 MeV can be attributed to the decay of an excited state in $^9\text{Be}$. A log scale is used in order to see the peak above 16 MeV. The inset figure shows a Gaussian fit to data (solid red line) and the expected resolution from Monte Carlo simulations (blue) of the ground-state resonance. The widths of the simulation and data are similar but the centroid of the simulation is shifted with respect to the data by $\sim 15$ keV. (b) By gating on the ground-state peak of $^8\text{Be}$, an invariant-mass reconstruction of the residual $^8\text{Li}$ was made.

$(J^\pi = 0^+)$, as well as the first excited $J^\pi = 2^+$ state, is clearly seen. The intense structure at higher energies is likely due to neutron knockout reactions in the projectile. In this case, the residual target nucleus is $^9\text{Be}$, and the particle threshold for $^9\text{Be} + n$ is at 6.81 MeV (otherwise known as the neutron separation energy) with reference to the $^{10}\text{Be}$ ground state, right where the intense structure appears.

5.2.3 $^8\text{Be}$

$^8\text{Be}$ is produced when $^7\text{Li}$ picks up a proton from the target. The invariant-mass reconstruction of $^8\text{Be}$ is another good case to check the $\alpha$ calibrations, since the ground state of $^8\text{Be}$ is unstable with respect to $\alpha - \alpha$ breakup by only 91.8 keV.† The ground-state resonance of $^8\text{Be}$ is also very narrow, with a width of only 5.57 eV. Figure 5.3(a) shows the invariant-mass reconstruction of $\alpha - \alpha$ events and several states of $^8\text{Be}$ are seen, including the ground state and the first excited $J^\pi = 2^+$ [3.03 MeV] state. There is also a signature of the 3.5 MeV wide $J^\pi = 4^+$ state, around 11 MeV.

†Interestingly, as mentioned for A=5 nuclei, there are also no stable A=8 nuclei.
Isospin is not a perfect symmetry, and isospin symmetry breaking is indicated by the presence of some isospin mixed states. The peak above 16 MeV can be attributed to the mixing of two isobaric analog states in $^8\text{Li}$ and $^8\text{B}$ ($J^\pi = 2^+$) at 16.6 and 16.9 MeV. Fig. 5.4 shows an $A=8$ isobar diagram from TUNL which highlights these analog states. Because these states in $^8\text{Be}$ are the analogs to the $^8\text{Li}$ and $^8\text{B}$ ground states, they are also characterized by $J^\pi = 2^+$. 

The inset in Fig. 5.3(a) shows a Gaussian fit to the data (red solid line) and the expected resolution from Monte Carlo simulations (blue) for the ground-state decay of $^8\text{Be}$. The FWHM of the simulation is 78 keV, compared to the FWHM for the data of 73 keV. The simulation’s fitted centroid is at 21 keV, while the data’s fitted centroid is at 7 keV. The discrepancy between the simulation and data suggest there is a small systematic error, which
could be attributed to imperfect energy calibrations or in the experiment’s setup.

$^9$Be is produced when $^7$Li picks up a proton and neutron from the target. The peak around 0.5 MeV in Fig. 5.3(a) is attributed to the decay of $^9$Be* $[2.43 \text{ MeV}] \rightarrow ^5\text{He} + \alpha \rightarrow 2\alpha + n$ [97]. $^5$He decays rather quickly, as its ground state is rather broad, with a width of 0.648 MeV[. The Q-value for neutron decay of $^5$He is rather small (0.798 MeV), and so there is little recoil given to the resulting $\alpha$ particle. Therefore, the final $\alpha$ particles are still strongly correlated. With increasing energy of the emitted neutron, such a peak would be broadened until it was completely washed out.

5.2.4 $^8$Li

Gating on the ground state peak of $^8$Be, the momentum and energy of the residual target nucleus was determined. Since the projectile picked up a proton from the target, the residual nucleus with the $^9$Be target is $^8$Li. The missing-mass reconstruction for $^8$Li is shown in Fig. 5.3(b). The wide peak is due to two higher-lying excited states in $^8$Li, and these states are indicated by the solid black lines.

5.3 Inelastic Processes

5.3.1 $^7$Li

Since the primary beam of the experiment is $^7$Li, the population of excited states in $^7$Li predominately come from inelastic reactions with the target. A level scheme for $^7$Li is provided in Fig. 5.5(e). $^7$Li has one low-lying excited state at 0.478 MeV, which decays by $\gamma$-ray emission. Since the experiment did not have any $\gamma$-ray detectors, there is no way to determine the population of this state from the data set. The 2nd excited state (and the particular state of interest) in $^7$Li, with $J^\pi = 7/2^-$ at 4.63 MeV, is particle unbound with respect to $\alpha + t$ emission by an energy of 2.169 MeV. This is the first state seen in the

\[\text{From the Heisenberg uncertainty principle this corresponds to a half life of } 5.1 \times 10^{-22} \text{ s}\]
Figure 5.5: (a) The invariant-mass spectrum for $\alpha + t$ events showing particle-unbound states in $^7$Li. By applying the gate G1, the $J^{\pi} = 7/2^-$ [4.63 MeV] state can be studied further. The reconstructed target-excitation-energy spectra for (b) $^{12}$C, (c) $^9$Be, and (d) $^{27}$Al. The red dashed lines correspond to energy levels in the respective nuclei. (e) A level scheme for $^7$Li.

$\alpha + t$ invariant-mass reconstruction shown in Fig. 5.5(a). In order to focus on the particular reaction of interest, a gate (called out by G1 in Fig. 5.5) can be placed on the resonance. The energy determined for the higher-lying states of $^7$Li tend to be lower in energy than the accepted values for the resonance, as is apparent for the $J^{\pi} = 5/2^-$ state [6.68 MeV] in Fig. 5.5(a). This is most likely due to the fact that wide resonances are not equally populated, as the population of the state depends on the method of formation. This was very apparent for the case of $^5$H, where the overall resonance energy and width of the $^5$H resonance is largely dependent on the reaction populating it [98].

5.3.2 Target-Excitation-Energy Reconstruction

The excitation energy plots shown in Fig. 5.5(b)(c)(d) were created by gating on the $J^{\pi} = 7/2^-$ state, using G1 shown in Fig. 5.5(a). The target excitation energy spectrum from 2-body kinematics for $^{12}$C is shown in Fig. 5.5(b). There is a clear separation between
the ground state and the first excited state in $^{12}$C at 4.4 MeV allowing for a clean gate [G2].

The target excitation energy spectrum determined for $^{9}$Be is shown in Fig. 5.5(c). The overall resolution of the device limited the ability to fully separate the populations of the ground and first excited state in $^{9}$Be. Furthermore, $^{9}$Be is particle unbound with respect to $^{8}$Be + n, this will contribute to the tail seen above that energy. Therefore a tight gate [G3] placed around the expected location of the ground-state peak can bias the correlation data set with events where the target remains in its ground state. The target excitation energy spectrum for $^{27}$Al is shown in Fig. 5.5(d). There are several low-lying excited states in $^{27}$Al, and these can be observed as the tail in the respective spectrum, but again a gate [G4] on the large observed peak will bias in favor of the ground-state component.

An interesting feature observed in all of the reconstructed target, and target-like fragment, excitation energy spectra is the prominent ground state peak. It appears that at low to intermediate bombarding energies that small energy transfers prefer single fragment excitations. This seems to be a generic feature of these types of reactions, and was also observed for the inelastic scattering of $^{7}$Be, $^{6}$Li, and $^{17}$Ne projectiles on $^{9}$Be targets [48, 51]. This feature of the spectra can be understood from a basic probability theory standpoint if we assume that the probability of exciting the target or projectile are independent (this is clearly not a great assumption, but it elucidates the point) and are small. In this case, the probability of exciting both the target and the projectile will just be the multiplication of the independent probabilities, resulting in an even smaller probability of exciting both the projectile and target.

5.4 Differential Cross Sections

To extract differential cross sections and angular correlations it is necessary to have a complete understanding of the detector array geometry and resolution (i.e. response to ionizing radiation). As mentioned in the previous chapter, there was a Faraday cup in the experimental setup, however, it only provided relative data (it was uncalibrated). Thus,
Figure 5.6: Data (black circles) and DWBA predictions (solid red lines) for the $^7\text{Li} + ^{12}\text{C}$ system:
(a) elastic scattering and the single inelastic excitation of $^7\text{Li}$ to the 0.48 MeV state and (b) the single inelastic excitation of $^7\text{Li}$ to the 4.63 MeV state. The predicted angular distributions were used as inputs into the Monte Carlo simulations of the detector system and the expected detector distributions are compared to the data (blue dashed lines).
Table 5.1: Fitted optical potential parameters for the $^7$Li + $^{12}$C DWBA calculations, assuming a cluster model for $^7$Li ($\alpha + t$). The volume terms use a Woods-Saxon form. The spin-orbit coupling uses a differential Woods-Saxon form. The asterisks show the parameters that were not varied during the fitting procedure.

<table>
<thead>
<tr>
<th>System</th>
<th>Type</th>
<th>$V$</th>
<th>$r_{\text{real}}$</th>
<th>$a_{\text{real}}$</th>
<th>$W$</th>
<th>$r_{\text{imag}}$</th>
<th>$a_{\text{imag}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^7$Li-$^{12}$C</td>
<td>Volume</td>
<td>169.4</td>
<td>1.28</td>
<td>0.800</td>
<td>34.8</td>
<td>1.67</td>
<td>0.758</td>
</tr>
<tr>
<td></td>
<td>Spin-Orbit</td>
<td>0.550</td>
<td>1.48</td>
<td>0.727</td>
<td>0.720</td>
<td>1.48</td>
<td>0.485</td>
</tr>
<tr>
<td>$^7$Li-$^{12}$C</td>
<td>Spin-Orbit</td>
<td>72.0</td>
<td>1.433*</td>
<td>0.692*</td>
<td>32.0</td>
<td>1.43*</td>
<td>0.692*</td>
</tr>
<tr>
<td>$^7$Li-$^{12}$C</td>
<td>Volume</td>
<td>65.3</td>
<td>1.15</td>
<td>0.400</td>
<td>30.9</td>
<td>1.35</td>
<td>0.407</td>
</tr>
<tr>
<td>$^7$Li-$^{12}$C</td>
<td>Volume</td>
<td>71.6</td>
<td>1.20</td>
<td>0.736</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The relative cross section between elastic scattering and inelastic scattering of interest could be found, and the data were scaled to DWBA predictions. Furthermore, because we used the invariant-mass method to reconstruct the projectile, we were unable to determine the population of the 1$^{\text{st}}$ excited state ($J^\pi = 1/2^-$, 0.46 MeV) shown in Fig. 5.5(e)) and so the elastic scattering data will also include this component. However, DWBA calculations suggest the cross section for populating the 0.46 MeV state is several orders of magnitude lower than the elastic scattering cross section, and thus our inability to dissect the elastic from inelastic excitation to the $J^\pi = 1/2^-$ state does not significantly affect the data.

The effect of the beam misalignment and beam divergence on the scattering angle can be seen in Fig. 5.6. The input into the simulations for $^7$Li + $^{12}$C scattering (solid red lines) can be compared to the output from the Monte Carlo simulations including these effects (dashed blue lines) and the raw data (black circles).

5.4.1 Optical-Model Fits

DWBA breakup calculations (that will be outlined in the following chapter) were performed for the $^7$Li + $^{12}$C system using FRESCO [76], assuming an $\alpha + t$ cluster structure of $^7$Li. Optical potentials are needed for the composite $^7$Li + $^{12}$C system, as well as for the $\alpha-^{12}$C, $t-^{12}$C, and $\alpha - t$ subsystems. Many of the parameters for these potentials were
obtained from a fit of the relative elastic and inelastic scattering angular distributions, as well as the angular correlations for the breakup of $^7$Li* [4.63 MeV]. Since absolute cross sections were not available, the relative cross section data (black circles in Fig. 5.6(a) and 5.6(b)) were scaled to the DWBA predictions in the fitting procedure. The volume terms for the phenomenological optical potentials are described by a Woods-Saxon form, while the spin-orbit coupling uses a differential Woods-Saxon form described by Eq. (2.8), where instead of a nucleon mass the mass of the charged pion is used. The initial $\alpha-^{12}$C effective interaction was obtained from [99] and the magnitude of the interaction was allowed to vary in fitting. The $t-^{12}$C potential was extrapolated from a $^3$He-$^{12}$C effective interaction. The $\alpha-t$ and $^7$Li-$^{12}$C potential parameters were allowed to vary during the fitting procedure, as well as the spin-orbit coupling of $^7$Li. The fitted potential parameters are listed in the Table II and the resulting fits to the elastic and single inelastic excitation cross sections of $^7$Li are shown in Fig. 5.6(a) and 5.6(b) as the solid red lines.
5.5 Extracting Magnetic Substate Populations

Because we measure the complete kinematics of the system in question, extracting the correlation angles $\psi$ and $\chi$ is straightforward. A diagram defining the angles $\psi$ and $\chi$ is provided in Fig. 5.7 ($\psi$ and $\chi$ are precisely the angles $\theta_c$ and $\phi_c$ presented in Sec. 3.3). The correlation angle $\psi$ is defined as the angle of the breakup with respect to the beam axis, which is also our quantization axis. The correlation angle $\chi$ is measured from the reconstructed scattering plane. The scattering plane is defined by the momentum of the beam, and final momentum of the scattered $^7$Li. By momentum conservation, the momentum of the target is also in this plane. A major issue with correlation measurements is the limited acceptance of the detector array. If some of the particles are missed in the decay, the resulting correlations will be biased. In order to correct for this, the Monte Carlo simulations of the reactions were used to determine the experimental geometrical efficiency of the detector array.

The raw data for the correlations of $^7$Li$^*$ breakup, after interacting with the three targets used, are shown in Fig. 5.8. There are clear features present in each of the histograms that come from the limited acceptance of the detector array. The raw correlation patterns are very similar, and there are already clear peaks at $\cos(\psi) = 90^o$ suggesting that the spin $^7$Li$^*$ is largely aligned longitudinal to the beam axis.

5.5.1 Density Matrix Fits

The rest of the presented correlation spectra were efficiency corrected by the maps generated by the Monte Carlo simulations. These efficiency maps are shown in Fig. 5.9. Once the raw correlation data are efficiency corrected the analysis outlined in Sec. 3.3 can be directly applied. The efficiency-corrected angular correlations for the decay of $^7$Li$^*$ projectiles, after interaction with C, Be, and Al targets, are shown in Figs. 5.10(a), (b), and (c), respectively. The resulting angular correlations are all very similar with preferred fragment emission transverse to the beam [$\cos(\psi) = 0$]. This result is consistent with the prior study
Figure 5.8: Raw data for the angular correlations of $^7$Li$^*$ breakup after interacting with (a) $^9$Be, (b) $^{12}$C, and (c) $^{27}$Al. Panel (d) shows the projections of the raw correlations on the $\cos(\psi)$ axis.

Figure 5.9: Monte Carlo efficiency maps of the detector setup for the three different targets: (a) $^9$Be, (b)$^{12}$C, (c) $^{27}$Al.
Figure 5.10: The efficiency-corrected angular correlations for the breakup of $^7$Li* after interacting with (a) C, (b) Be, (c) and Al targets over the measured angular range; (d),(e),(f) the projections of the angular correlations onto the $\cos(\psi)$-axis; and (g),(h),(i) the extracted magnetic-substate distributions of $^7$Li* with the separate targets, respectively. All data have been gated on the ground-state peak of the respective target nucleus.

using a beam of $^7$Be at $E/A = 65.5$ MeV [48], and the magnitude of alignment is extremely similar.

The projections of the angular correlations on the $\cos(\psi)$ axis are described by Eq. (3.42). The experimental spectra and squared fits to the Wigner little $d$ matrices are shown in Figs. 5.10(d), (e), and (f). The asymmetry in the $\cos(\psi)$ distributions is likely due to imperfect energy calibrations. This was determined by introducing a small linear shift to the assigned energies of the tritons in the Monte Carlo simulations which reproduced the observed asymmetries. The magnetic-substate distributions of $^7$Li* extracted from the angular correlations are shown in Figs. 5.10(g), (h), and (i) for the three targets.
For \(^7\text{Li}^*\) inelastically excited to the \(J^\pi = 7/2^-\) state, the magnitude of alignment was found to be \(A = 0.49(1), 0.53(1), 0.53(1)\) after scattering off C, Be, and Al nuclei, respectively. This magnitude of alignment for \(^7\text{Li}^*\) is quite large compared to other types of reactions at similar energies. The similarity of the alignment found for \(^7\text{Li}\) in this work, for each target, also requires an explanation and this is provided in the following chapter.

5.6 Sources of Error

Si-CsI(Tl) telescopes provide reasonable energy resolution of charged-particle fragments resulting from nuclear reactions. Si detectors typically have good energy resolution (\(\sim 50\) keV FWHM), while CsI(Tl) have worse energy resolution (\(\sim 200\) keV FWHM). The energy resolution for the Si detectors is largely from electronic sources (e.g. thermal noise), while the resolution for the CsI(Tl) largely comes from optical sources (e.g. photodiode/PMT noise, non-linear energy to light conversion, and/or non-uniform light collection). There is also an error associated with the polar scattering angle, that depends on the size of the segments on the Si detector, and the distance of the detector from the target. The distances to the target are known within \(\pm 2\) mm, and the size of the rings on the upstream telescope is 0.86 mm, while the size of the rings on the downstream telescope is 0.5 mm. These errors combine to a polar angle resolution of \(\sim 0.5^\circ\) for the upstream telescope, and a resolution of \(\sim 0.1^\circ\) for the downstream telescope in the laboratory frame. The azimuthal scattering angle error is dominated by the size of the pie sections of the Si detectors. The resolution of the azimuthal angle for the upstream telescope is \(\sim 3^\circ\), and for the downstream telescope is \(\sim 11^\circ\). The uncertainties on the scattering angle do significantly affect the invariant-mass reconstruction of \(^7\text{Li}\), as shown in Fig. 4.3. The largest sources of error for the scattering angle turned out to be the misalignment of the detector axis with the beam axis, and the overall beam divergence. These features of the beam severely limited the scattering-angle precision. However, this lack of precision has little effect on resulting invariant-mass reconstructions, which are largely dependent on the relative angle of the decay. The finite
Figure 5.11: The invariant-mass spectrum for $\alpha + t$ events showing particle-unbound states in $^7$Li is shown again (solid black line). The predicted width of the 4.63-MeV resonance from the Monte Carlo simulations assuming perfect energy calibrations for the tritons is shown as the red dash-dot line. The expected width of the 4.63 MeV resonance by introducing a linear shift to the triton calibrations is shown as the blue dashed line.

size of the beam interaction with the target also has to be accounted for, as well as the associated energy losses of the projectile and projectile fragments in the target. The result of all these effects (specifically the precision in scattering angle) is quite apparent in the measured differential cross sections shown in Fig. 5.6.

For the resolution of the invariant-mass spectra of $^8$Be and $^6$Li, shown in Figs. 5.3 and 5.2, the main contribution was the scattering-angle resolution. This is demonstrated by the reproduction of the measured widths for these two nuclei by the Monte Carlo simulations. For the invariant-mass spectrum for $^7$Li, the red dot-dashed line in Fig. 5.11 shows the predicted width assuming perfect energy calibrations for the tritons. This width is much smaller than the observed width, which can be almost fully explained by introducing a linear shift to the triton energy calibrations in the Monte Carlo simulations, shown as the blue dashed line.
Table 5.2: The contribution to width of the measured $^7\text{Li}^*$ lineshape as determined from Monte Carlo simulations. The major contribution to the resolutions was the angular resolution of the Si detectors ($\sim 160$ keV), however, the intrinsic CsI pulse-width resolution also contributed significantly ($\sim 90$ keV). A linear shift to the triton energies in the Monte Carlo simulations was required to produce the measured width of the distribution.

<table>
<thead>
<tr>
<th>Source of Error</th>
<th>FWHM of lineshape $[^\text{keV}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si Angle Error</td>
<td>161</td>
</tr>
<tr>
<td>CsI(Tl) Resolution</td>
<td>92</td>
</tr>
<tr>
<td>Target Thickness</td>
<td>39</td>
</tr>
<tr>
<td>Beam Divergence</td>
<td>$&lt; 1$</td>
</tr>
<tr>
<td>Off-Axis Beam</td>
<td>$&lt; 1$</td>
</tr>
<tr>
<td>All effects</td>
<td>280</td>
</tr>
<tr>
<td>All effects with triton calibration energy shift</td>
<td>400</td>
</tr>
<tr>
<td>Measured</td>
<td>410</td>
</tr>
</tbody>
</table>

This discrepancy shows the importance of obtaining good calibrations for the particles of interest during the experiment. For the case of triton events, this is difficult since tritium beams are not typically provided for a variety of reasons.

The remaining contributions to the width in the invariant-mass spectrum of $^7\text{Li}$ is shown in Table 5.2. The effect of each source of error was determined by removing all effects except the one of interest in the Monte Carlo simulations. From Table 5.2 it is clear the angular resolution of the Si detector system had the most significant contribution to the overall width, followed by the inherent CsI(Tl) resolution. The CsI(Tl) resolution was modeled by a Gaussian with $\sigma = \sqrt{E} \cdot (0.085)$, where the $\sqrt{E}$ takes into account the statistical error from photon counting of the scintillation while the intrinsic resolution of the CsI(Tl), as well as light collection effects, are taken into account by the factor of 0.085. This formula produces percent errors of the energy on the order of 0.1%, which is consistent with more detailed studies of CsI(Tl) detector resolutions. [100].

Also of some importance were the energy losses of the fragments in the target. Since the position of the decay within the target is not fully constrained, the total amount of energy lost is not perfectly known. For particles of significantly different charge and mass this can
SOURCES OF ERROR

give rise to a larger differential energy loss, resulting in degraded invariant-mass resolution.

In summary, the Si angle resolution and lack of triton calibration were the leading factors in degrading the invariant-mass resolution. The Si-angle error could have been reduced by using a detector array with much better angle resolution. Micron semiconductor now provides an annular segmented Si with a similar areal size to a design TTT detector, that also has 128x128 segments, called the S4. The experiment at Texas A&M would have benefited from a design S4, not only for the improved invariant-mass resolution, but it would have provided enough solid angle coverage to justify using only one telescope, greatly easing setup. Furthermore, if a triton calibration beam had been provided the error due to triton calibrations mitigated, the invariant-mass resolution would be improved by a factor one and a half. If an S4 Si detector was also used, the invariant-mass resolution would be over a factor of two better. However, the final resolution was quite adequate for determining the resulting spin alignment, the goal of this dissertation.
Chapter 6

Polarization Phenomena in Nuclear Reactions

“I think I can safely say that nobody understands quantum mechanics.”
—Richard Feynman

Before discussing the reaction mechanism for generating spin alignment in inelastic nuclear reactions, it is useful to look at other nuclear reactions mechanisms that generate spin polarization or alignment. The arguments provided for the proposed reaction mechanism describing inelastic reactions stem from similar principles for other nuclear reactions. The reaction mechanisms for the processes of fusion, deep inelastic collisions, projectile fragmentation, and Coulomb excitation are discussed before moving into the discussion of spin alignment generated in inelastic nuclear reactions.

6.1 Fusion

At reaction angular momenta below $L_{\text{crit}}$, and energies near and/or above the Coulomb barrier, where the projectile nucleus is sufficiently close to the target nucleus, the projectile and target nucleus will fuse. At this stage in the process, all of the collision angular momentum is transferred to the intrinsic angular momentum (i.e. spin) in the excited composite system formed in the collision. If the angular momentum barrier is shallow for the result-
Figure 6.1: Figure 1 from Ref. [101], which shows the scheme for a statistical cascade of particle evaporation before reaching the yrast line of the evaporation residue, which then $\gamma$-decay cascades to the ground state.
ing nucleus then it will fall back apart into two fragments, with this process referred to as quasi-fission. Otherwise a compound nucleus is formed after the system equilibrates and has a resulting alignment $A = -1$. As this nucleus begins to decay, it will shed (evaporate) low mass-particles ($n$’s, $p$’s, and $\alpha$’s with the relative yields typically in that order) to carry away some of the resulting excitation energy, leaving an excited evaporation residue on the yrast line of states. The yrast states are defined as the lowest-energy levels for a given angular momentum in a nucleus. The evaporation residue will then decay by a cascade of $\gamma$-rays before reaching its ground state. This process is outlined in Fig. 6.1 for a $^{40}$Ar projectile on a heavy target $A \sim 160$.

During the evaporation process, the full transverse spin alignment of the compound nucleus is diminished by the evaporation particles carrying away angular momentum. Even still, the resulting evaporation residue is heavily aligned, as evidenced from $\gamma$-ray angular distribution measurements. In the case of breakup fusion initiated by $E/A = 11$ MeV $^7$Li on $^{159}$Tb, the alignment of the resulting $^{162-x}$Dy residue from $\alpha xn$ reactions depends on the number evaporated neutrons ($x$) and was largely aligned for low particle evaporation, i.e. $A \sim 0.6$ for $\alpha 2n - \alpha 4n$ reactions.

Furthermore, these $\gamma$-ray angular distributions can be used to determine the most likely spin orientation of the compound nucleus, allowing for correlation measurements with respect the spin-axis of the nucleus. This fact was utilized by the spin-spectrometer [102], which helped elucidate reaction mechanisms for compound-nucleus formation [103, 104, 105]. The evaporation residues produced in these type of reactions can be quite exotic nuclei [106], and many properties about the resulting nucleus can be determined [107, 108, 109, 110, 111].

6.2 Deep Inelastic Collisions

Deep inelastic collisions occur in heavy-ion collisions over a range of partial waves, i.e. over a range of impact parameters. The smaller the impact parameter the larger the deflection angle. This can be understood as an increase in the amount of time the two nuclei
are interacting, as depicted in Fig. 6.2(a). During this interaction the nuclei can exchange
energy, and through frictional forces the total kinetic energy of the system is lost to “heat”
i.e. excitations of the nuclei. This scenario is depicted in Fig. 6.2(a), where small impact
parameters are shown to go to larger deflection angles and result in larger kinetic energy
losses. As the projectile “orbits” around the target the frictional forces impart a torque on
the PLF resulting in a transfer of collision angular momentum to intrinsic spin of the excited
PLF, generating a spin polarization. Similarly the target-like fragment will also acquire a
spin polarization in the same direction.

In the case of near-side scattering, scenario 1 in Fig. 6.2(b), the frictional forces impart
a torque pointing out of the page, perpendicular to the reaction plane (this is by definition
perpendicular to the beam axis). Since the projectile does not interact with the target
for a substantial amount of time, there is not much loss of total kinetic energy. Thus
at a given scattering angle, this kind of scattering will have PLF’s with larger energies,
as indicated in the small plot of $N(\theta_1)$ versus $E$. Scenario 2 shows far side scattering,
resulting in the same scattering angle, but now the kinetic energy is further reduced and
the spin polarization points into the page, i.e. is opposite that for near-side scattering. This
mechanism was confirmed by measurements of the reaction $^{40}\text{Ar} + \text{natAg}$, where the average
circular polarization of de-excitation $\gamma$-rays were determined [32]. These should have the same sign of polarization as the parent nucleus. When gating on deep-inelastic events (lower energy PLF’s), they found that the polarization of the resulting de-excitation $\gamma$ rays was consistent with far-side orbited scattering (or negative deflection angles). Scenario 3 shows a situation where the projectile almost fully orbits the target resulting in di-nuclear system.

“Sticking” phenomena similar to compound nucleus formation in fusion reactions, where the collision angular momentum is completely transferred to the compound nucleus, has also been observed for deep inelastic colissions [112]. This results in the fragments having their spin largely aligned normal to the reaction plane [44].

6.3 Projectile Fragmentation

Projectile fragmentation is a consistent source for generating longitudinal spin alignment, and also spin polarization. In this reaction, the interaction of the projectile and target shear off some of the respect nucleons, leaving only a PLF, and a target-like fragment. This type of reaction has been posed a source for generating spin polarized or aligned beams of radioactive isotopes [45].

The mechanism for this reaction is outlined in Fig. 6.3. The cross section plot on the right side of this figure shows the “Goldhaber” distributions for the PLF momentum [113]. The Goldhaber distribution gives the cross section of the process as a function of the parallel momentum distributions (along the beam axis). On the left side (low $p$) of the Goldhaber distribution, the PLF gets a momentum kick point opposite to the beam direction, which is imparted from the many nucleons broken off from the projectile and target. This also corresponds to an angular momentum transfer to the PLF transverse to the beam axis. Since this transfer is on in one direction, a polarization is generate, denoted by Fig. 6.3(a), and the alignment, $A$, goes to the minimum value. The same picture works on the right side (high $p$) of the Goldhaber distribution, Fig. 6.3(c), but now the kick is along the beam direction resulting in the polarization in the opposite direction, corresponding to another minimum
in alignment. In the middle of the Goldhaber distribution, Fig. 6.3(b), the PLF gets a kick transverse to the beam, corresponding to an angular momentum transfer \textit{longitudinal} to the beam. Since there is no preferred direction, this results in a net spin alignment along the beam axis. The resulting alignment from projectile fragmentation tends to be modest. The alignment of the Al isotope reported in the work that Fig. 6.3 comes from is $A = 0.08$. As mentioned in the Introduction, the target reported alignment from this class of reactions is $A = 0.35$, which was generated in the population of a $J^\pi = 19/2^-$ high spin isomer in $^{43}\text{Sc}$ from fragmenting $^{46}\text{Ti}$ at 500 MeV/u.
6.4 Relativistic Coulomb Excitation

Another consistent reaction mechanism for generating large longitudinal spin alignment of excited projectiles is Coulomb excitation. This type of reaction occurs in very peripheral collisions \((b > b_{\text{graz}})\) with a high \(Z\) target and/or projectile. Although these reactions aren’t strictly nuclear, i.e. the excitations do not occur due to nuclear forces (there is no overlap of nuclear densities), they still result in excited nuclei. Because the Coulomb force is well understood, unlike the strong nuclear force, calculations for these excitations are rather exact \([50]\). Calculations of Coulomb excitation suggest that large longitudinal alignment of excited projectiles should be generated for intermediate energy \((< \text{GeV}/\text{A})\) provided the excitation energy is sufficiently small compared to the center-of-mass kinetic energy. \([114]\). This generated alignment has been observed and utilized for the extraction of \(g\)-factor’s \([1]\). Although no concrete understanding of the mechanism for this phenomenon is reported in the literature at intermediate energies, it has been suggested that the longitudinal alignment arises from Lorentz contractions of the \(E\)-field. However, this is not expected to be true.

Longitudinal alignment phenomena do arise for Coulomb excitation in ultra-relativistic regimes, where a particle passing an observer will have its electric field distribution Lorentz contracted into a plane-perpendicular to the direction of motion and generate perpendicular magnetic fields such that it appears as a pulse of light moving along the axis of propagation \([54]\). This fact has been used in the equivalent photon approximation in ultra-peripheral collisions (i.e. the particles take straight-line trajectories), where the incoming projectile and target are Lorentz contracted in the center-of-mass frame to the point that they appear as two colliding photons. Ultra-peripheral heavy-ion collisions can thus give insight into photon-photon scattering cross sections \([115]\). In this equivalent photon picture, one can calculate the spectrum of “virtual” photons, first shown by Fermi, Weizsäcker, and Williams. If one does so for all multipolarities of photon emission, then as Bertulani and Baur say “The impinging projectile acts like a spectrum of plane wave photons with helicity...
This can induce vibrations in nuclei, including the collective giant dipole resonance, and the resulting spin orientation is largely aligned along the beam axis. A giant dipole resonance excitation, that was largely spin aligned, was observed in $^{208}$Pb by $\gamma - \gamma$ coincidence measurements, where $^{208}$Pb was Coulomb excited via $E = 1$ GeV/$A$ $^{209}$Bi projectiles [49].

From Jackson [54], the number of “virtual” photons at a given frequency $\omega$ generated by a projectile (or target) is proportional to the charge squared. Thus, this effect will only be present for heavily charged ions at ultra-relativistic energies. The reaction of interest in this dissertation does not satisfy either of these requirements.

Furthermore, if the generation of spin alignment can be described in one particular inertial reference frame, then there must be an auxiliary solution in other inertial frames of reference, i.e. relativity tells us there is no preferred inertial reference frame. Therefore, we must construct the mechanism in a reference-frame independent way, i.e. from conservation laws of energy, momentum, and angular momentum etc. The ultra-relativistic mechanism for Coulomb excitation presented above, while it may not be immediately obvious, enforces these principles. The mechanism for generating spin alignment at intermediate energies provided in the following section also stems from such principles but in a more direct way. For example, the calculations previously cited, [114], show that the level of longitudinal alignment generated via Coulomb excitation at intermediate energies depends on the ratio of the beam energy and excitation energy of the projectile, where further increases in excitation energy at a given beam energy result in transverse alignments. This feature of the alignment is rather well explained by the kinematical argument for the proposed mechanism.

### 6.5 Inelastic Nuclear Reactions

While the alignment of excited nuclei generated in inelastic reactions has been measured for select systems, there was no alignment mechanism provided in the literature. This is not surprising, as the studies of spin alignment were usually focused on other properties of the
nuclei of interest. For instance, the spin alignment of single inelastic excitation of $^{12}$C was measured over many energies and angles, with the purpose of correlating gross structures in alignment with resonances in the excitation function\(^\dagger\) of the reaction cross section [92, 89, 116]. Such correlations were never found, and descriptions of the alignment generated from quantum-mechanical scattering theory were qualitatively correct but lacked insight into the reaction mechanism [117]. The provided formalism of the reaction and subsequent DWBA calculations were consistent with the observed phenomena, and are explained by simple semi-classical kinematical arguments.

### 6.5.1 Angular Momentum Excitation Energy Matching

The longitudinal alignment arising from an angular-momentum-excitation-energy mismatch should be present in any single inelastic process $X(Y,Y^*)X$ or $X(Y,Y)X^*$, provided the excitation energy is sufficiently small compared the beam energy. A change in intrinsic spin must be accommodated for by one or more different processes: a change between the incoming and outgoing orbital angular momenta (either a reduction in magnitude or tilting [89, 95]), a coupling of the fragment spins and the incoming orbital momentum (i.e. spin-orbit effects [118]), or some other spin-spin interaction.

For sufficiently large energies, the mechanism for generating longitudinal spin alignment can be understood classically, where a loss of center-of-mass kinetic energy directly corresponds to a change in magnitude of the reaction orbital angular momentum, $\Delta L$, assuming a fixed radius of interaction, $R$. Repeating the analysis in Ref. [95], an upper limit on the possible transfer of reaction orbital angular momentum can be found by assuming $\mathbf{p}_{\text{in}}, \mathbf{p}_{\text{out}} \perp R$. This gives the Newtonian result,

$$\Delta L = R \sqrt{2 \mu E_{\text{c.m.}}} \left( 1 - \sqrt{1 - \frac{E^*}{E_{\text{c.m.}}}} \right), \quad (6.1)$$

where $\mu$ is the reduced mass of the system, and $E_{\text{c.m.}}$ is the kinetic energy in the center-of-

\(^\dagger\)This means that the quantity is measured over many different bombarding energies.
Figure 6.4: Equation (6.1) is plotted for $E^* = 4.6$ MeV and R = 5 fm (red dot-dash line). The predicted alignment from the cluster-model calculations in the angular range $5^\circ < \theta_{c.m.} < 15^\circ$ as a function of beam energy is also shown (black solid line). When $\Delta L = 2\hbar$ is allowed, the alignment disappears completely ($A = 0$) corresponding to no-tilting (left). For larger energies only tilting is allowed (right).

mass frame. Applying this equation to the studied $^7$Li + $^{12}$C system by using an excitation energy of $E^* = 4.63$ MeV, a beam energy of $E/A = 24.0$ MeV, and a radius of $R = 5$ fm, one finds $\Delta L < 1\hbar$. This means a change in magnitude of the reaction orbital angular momentum alone cannot excite $^7$Li to the 4.63 MeV state, as the excitation requires a change in intrinsic spin of $2\hbar$. Figure 6.4 shows Eq. (6.1) with these parameters plotted as a function of beam energy. When the center-of-mass energy is much larger than the excitation energy, $E_{c.m.} \gg E^*$, $L$ must tilt in order to conserve angular momentum when there is a change in spin of the reactant (in the absence of a spin flip of either reactant). As a result, the final reaction angular momentum is likely to have a finite projection, $M$, on the beam axis. This argument for an angular-momentum-excitation-energy mismatch suggests this phenomenon is a threshold effect. As one increases the beam energy (i.e. $E_{c.m.}$), the mismatch becomes greater. A sketch of non-tilting solutions (left inset) and tilting solutions (right inset) are also shown in Fig. 6.4.
6.5.2 Properties of the DWBA Transition Amplitude

In order to probe the connection between the final projection of $L$ and the inelastic excitation, it is useful to look at the transition amplitude, or $T$ matrix, which gives the probability of going from an initial magnetic substate, $m_i$, to a final magnetic substate, $m_f$. Ultimately, it will be shown that the final projection of $L$ is related to the change in fragment spin by $M = m_f - m_i$. By integrating the squared $T$ matrix over a given angular region (and summing over the initial magnetic substates because the beam is unpolarized), one can predict the final outcome of the magnetic-substate distribution for an exit-channel fragment in the reaction.

To construct the $T$ matrix for the inelastic processes of interest, we assume a general form for the projectile–target interaction. It should be able to induce multipolar excitations of the projectile by coupling the projectile–target relative motion, described with the vector $\mathbf{R}$, with the internal degrees of freedom of the projectile, described with some intrinsic coordinate $\xi$. The interaction

$$
\Delta(\mathbf{R}, \xi) = 4\pi \sum_K \frac{(-1)^K}{\sqrt{2K + 1}} \Delta_K(\mathbf{R}, \xi) \left[ Y^K(\hat{\xi})Y^K(\hat{\mathbf{R}}) \right]_0^0
$$

satisfies the above requirement and is rotationally invariant. The square brackets denote angular momentum coupling, where $[Y^{p_1}Y^{p_2}]_M^P = \sum_{m_1, m_2} \langle p_1 m_1 p_2 m_2 | P M_P \rangle Y^{p_1}_{m_1} Y^{p_2}_{m_2}$. The requirement that $P = 0$ and $M_P = 0$ generates a scalar that only depends on the angle between $\xi$ and $\mathbf{R}$. The actual form of the $\Delta$ functions will depend on the case under consideration and, more specifically, on the model used to describe inelastic excitation.

Focusing on breakup experiments, the population of the particle-unbound resonance is described as an inelastic excitation of the fragment-core system in terms of the relative coordinate $\mathbf{r}$. This can be easily extended to cluster-model calculations, provided the fragment is treated as a nucleus instead of a nucleon. We define the model interaction (using $p-t$, $f-t$,
Figure 6.5: The coordinates \( r \) and \( R \) as well as the fragment-target and core-target coordinates for the \(^7\text{Li} + ^{12}\text{C}\) system.

and \( c - t \) as projectile-target, fragment-target, and core-target, respectively),

\[
\Delta(R, r_{c-t}, r_{f-t}) = U_{p-t}(R) - U_{c-t}(r_{c-t}) - U_{f-t}(r_{f-t}),
\]

where these effective interactions are taken as central phenomenological optical potentials. This transition potential can be cast into the general form of Eq. (6.2),

\[
\Delta(R, r_{c-t}, r_{f-t}) = \sum_K \Delta_K(R, r) P_K(\theta)
\]

\[
= 4\pi \sum_K \frac{(-1)^K}{\sqrt{2K + 1}} \times \Delta_K(R, r) \left[ Y^K(\hat{r})Y^K(\hat{R}) \right]_0^0,
\]

where \( \theta \) is the angle between \( r \) and \( R \) (diagrammed in Fig. 6.5), \( P_K(\theta) \) are the Legendre polynomials. The multipole components \( \Delta_K(R, r) \) can be computed from the interaction
Eq. (6.3),
\[
\Delta_K(R, r) = \frac{2K + 1}{2} \int_0^\pi \Delta(R, r_{c-t}, r_{f-t}) P_K(\theta) \sin \theta \, d\theta. \tag{6.5}
\]

The population of the resonance is modeled as a direct, one-step inelastic excitation of the fragment–core system. The cross section is proportional to the squared modulus of the transition amplitude \(T_{m_i, m_f}\), which is calculated in the distorted-wave Born approximation (DWBA).

The distorted waves describing the relative projectile-target motion in the initial \((\chi_{i,m_i}(R, k_i))\) and final \((\chi_{f,m_f}(R, k_f))\) channels are solutions of the phenomenological central optical potential \(U_{p-t}(R)\) used in Eq. (6.3). Note that, in order to avoid complications inherent in the treatment of the continuum, the final particle-unbound state is modeled with a very weakly bound wavefunction (quasi–bound approximation). With these ingredients the \(T\) matrix is
\[
T_{m_i, m_f} = \int \chi_{f}^{(-)*}(R, k_f) \phi_{f,m_f}(r) \Delta(R, r_{c-t}, r_{f-t}) \times \chi_{i}^{(+)}(R, k_f) \phi_{i,m_i}(r) \, dr \, dR, \tag{6.6}
\]
and the differential cross section for a specific \(m_i \rightarrow m_f\) transition is
\[
\frac{d\sigma}{d\Omega}(\theta_{c.m.}; m_i, m_f) = \frac{k_f}{k_i} \frac{\mu^2}{4\pi^2\hbar^4} |T_{m_i, m_f}|^2. \tag{6.7}
\]
In the last expression, \(\theta_{c.m.}\) is the scattering angle in the center-of-mass frame. For the sake of numerical computation, but also in order to gain further insight, it is convenient to work out the partial wave analysis of Eq. (6.6). We thus write down the standard expressions of the scattering and bound wavefunctions in terms of a spherical harmonics series,
\[
\chi_{i}^{(+)}(R; k_i) = \frac{4\pi}{k_i R} \sum_{L_i} i^{L_i} e^{i\alpha_{L_i}} f_{L_i}(R) \sqrt{2L_i + 1} \times \left[ Y^{L_i}(\hat{R}) Y^{L_i}(\hat{k_i}) \right]_0^0, \tag{6.8}
\]
\[ \chi_f^{(-)}(R; k_f) = \frac{4\pi}{k_f R} \sum_{L_f} i^{-L_f} e^{i \sigma^L_f} g_{L_f}(R) \sqrt{2L_f + 1} \]

\[ \times \left[ Y^{L_f}(\hat{R}) Y^{L_f}(\hat{k}_f) \right]_0^0, \]

\[ \phi_{i,m_i}(r) = u_i(r) \sum_{\mu, m_{\text{frag}}} \langle \ell_i \mu_i J_{\text{frag}} m_{\text{frag}} | J_i m_i \rangle \]

\[ \times Y_{\ell_i \mu_i}(\hat{r}) \Xi_{m_i}(\sigma), \]

\[ \phi_{f,m_f}(r) = u_f(r) \sum_{\mu, m_{\text{frag}}} \langle \ell_f \mu_f J_{\text{frag}} m_{\text{frag}} | J_f m_f \rangle \]

\[ \times Y_{\ell_f \mu_f}(\hat{r}) \Xi_{m_f}(\sigma). \]

The radial wavefunctions \( u_i(r) \) and \( u_f(r) \) are computed with a simple Woods–Saxon potential which reproduces the particle-emission threshold. The functions \( f_{L_i}(R) \) and \( g_{L_f}(R) \) are the solutions of the radial Schrödinger equation for the potential \( U_{p-t}(R) \) in the initial and final channel respectively, and \( \sigma^L_i, \sigma^L_f \) are the corresponding Coulomb phase shifts. The spinors \( \Xi_{m_i}(\sigma) \) describe the spin degrees of freedom. Since all the interactions we are considering are spin–independent, the spin projection \( m_{\text{frag}} \) remains unchanged during the collision process, while the employed version of \( \Delta \) and the partial wave expansion enforces angular-momentum conservation. We define the transition density for a multipolarity \( K \),

\[ \rho_K(R) = \int u_i(r) u_f(r) \Delta_K(R, r) r^2 dr. \]

Using Eqs. (6.8)–(6.12) in Eq. (6.6), and after some algebra, we obtain

\[ T_{m_i, m_f} = \sum_{K, L_i, L_f} \langle L_i 0 K M | L_f M \rangle \]

\[ \times \langle J_i m_i K M | J_f m_f \rangle Y_{-L_f}^{L_f}(\hat{k}_f) I(K, L_i, L_f), \]
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with \( I(K, L_i, L_f) \) defined as,

\[
I(K, L_i, L_f) = 2\pi^{1/2}i^{L_i - L_f}e^{i(\sigma_{i}^{L_i} + \sigma_{f}^{L_f})} \\
\times (2L_i + 1)^{3/2}(2K + 1)(2\ell_i + 1) \\
\times \sqrt{(2J_i + 1)(2\ell_f + 1)} \left\{ \begin{array}{ccc} \ell_i & J_{\text{frag}} & J_i \\ J_f & K & \ell_f \end{array} \right\} \\
\times \langle L_i 0 K 0|L_f 0\rangle\langle \ell_i 0 K 0|\ell_f 0\rangle, \\
\times \int f_{L_i}(R) g_{L_f}(R) \rho_K(R) dR.
\]

(6.14)

If the beam energy and/or the reduced mass of the colliding systems is large, the process is rather well localized in space. Due to the absorptive nature of the optical potential, the main contribution to the inelastic process comes from the nuclear surfaces (peripheral collisions). In this situation, the partial waves contributing to the cross section are large compared to the multipolarity of the transition, and are narrowly peaked around the grazing angular momentum, \( L_{\text{graz}} \gg K \). Above the grazing angular momentum, the partial wave contribution to the total reaction cross sections drops steeply.

Assuming there is one dominant multipolarity, \( K' \), and if only processes where \( L_i = L_f \) are considered (employing the angular-momentum-excitation-energy matching argument) we can take advantage of the fact that as \( L \to \infty \) the first Clebsch-Gordan coefficient in Eq. (6.13) is independent of \( L \). Since only \( L \) around \( L_{\text{graz}} \), which is large at intermediate energies, will contribute to the cross section, the Clebsch-Gordan coefficients in Eq. (6.13) can be factored out resulting in the expression,

\[
T_{m_i, m_f} \approx (L_{\text{graz}} 0 K' M|L_{\text{graz}} M) \langle J_i m_i K' M|J_f m_f \rangle \\
\times \sum_{L} Y_{-M}^{L}(\hat{k}_f) I(K', L, L).
\]

(6.15)

The angle dependence and implicit energy dependence of the \( T \) matrix is represented in the
Figure 6.6: The measurements of spin alignment of $^7\text{Li}^* [4.6 \text{ MeV}]$ as a function of scattering angle are shown as the black circles. A DWBA calculation using all of the relevant partial waves is shown as the red solid line. A DWBA calculation for a single $J = 35.5$ is shown as the blue dashed line.

Oscillations in alignment with angle are expected from the high-order spherical harmonics required for the target-projectile motion in the wavefunction, although, at larger angles the alignment should become fairly constant. This is due to the mixing of several $L$ waves about $L_{\text{graz}}$, which is taken into account by the sum, $\sum_L Y_{LM}^L(\hat{k}_f) I(K', L, L)$, in Eq. (6.15). If the angle dependence of the $T$ matrix is integrated over (i.e. angle averaged), then the magnetic-substate distribution of inelastically excited species should show large longitudinal alignment at beam energies above the mismatch threshold, when the reaction partner remains in its ground state. In fact, the observed alignment should be very similar to the Clebsch-Gordan coefficients presented in Eq. (6.15).

The effect on $L$ wave mixing on the observed alignment mechanism was demonstrated
by comparing measurements of $^7\text{Li}^*$ spin alignment with respect to scattering angle to the presented DWBA calculations [95], with the data shown in Fig. 6.6 as the black circles. The blue dashed line shows the DWBA calculations for a single $J = 35.5$. For a single/few partial waves there are large oscillations in the observed alignment. The red solid line corresponds to DWBA calculations with all of the relevant partial waves, showing the smoothing of the alignment as a function of angle for angles well above the grazing angle.

6.5.3 Spin-Orbit Effects on Alignment

When spin-orbit effects are introduced to the effective potential, spin-flip processes become possible. These spin-flips are accompanied by a tilt of the orbit between the projectile and target [118]. This spin-orbit tilting can potentially diminish or destroy the overall alignment generated from an angular-momentum-excitation-energy mismatch. This should be a miniscule effect due to the typically small coupling strength of the spin-orbit potential. However, small spin-orbit couplings can have a large effect on the resulting angular correlations. Figure 6.7(a) shows the predicted $\psi - \chi$ correlations from a DWBA cluster-model calculation for inelastically excited $^7\text{Li}^* [4.63 \text{ MeV}]$ after interacting with a $^{12}\text{C}$ target, at a beam energy of $E/A = 24 \text{ MeV}$, with no spin-orbit potential (in the angular range of $3^\circ < \theta_{\text{c.m.}} < 23^\circ$). The pattern of the calculated correlations is very similar to the data [Fig. 6.7(e)] although the centroid of the central ridge is shifted to negative $\cos(\psi)$ values, as opposed to the positive values in the experiment. It was found that the inclusion of a small complex spin-orbit coupling for the projectile resulted in an angular correlation pattern [Fig. 6.7(b)] much more consistent with the data. Small spin-orbit couplings do not affect the alignment (i.e. the magnetic-substate distribution). Increasing the real spin-orbit coupling strength to $V_{SO} = 3.0 \text{ MeV}$ distorts the angular correlations but also preserves the alignment [Fig. 6.7(c)]. The angular correlations, and differential cross sections, are even more sensitive to further increases of the complex spin-orbit strength. Figure 6.7(d) shows the predicted correlations with $W_{SO} = 1.44 \text{ MeV}$, at which point the pattern of the corre-
6.5.4 Other Cases for Large Longitudinal Spin Alignment

Large longitudinal spin alignments were observed in the inelastic excitation of \(^7\)Be and \(^6\)Li to particle-decaying states \([48]\). \(^6\)Li is modeled well by an \(\alpha + d\), and \(^7\)Be by an \(\alpha + ^3\)He, cluster structure, so the manifestation of this alignment mechanism in the cluster-model directly applies to these nuclei. Another example for this large longitudinal spin alignment is the inelastic excitation of \(^{17}\)Ne to the 1.76 MeV state \((J^\pi = 5/2^-)\), which subsequently \(2p\) decays to \(^{15}\)O. The decay is purely sequential, and in the first step, \(^{17}\)Ne decays directly to the ground state of \(^{16}\)F \((J^\pi = 0^-)\) \([119]\). At sufficiently high beam-energies, the first proton is preferentially emitted perpendicular to the beam-axis indicating large longitudinal
Figure 6.8: Magnetic-substate distributions extracted from the data (solid squares) and predicted by DWBA (lines) for single inelastic excitation to particle-decaying states in (a) \(^6\)Li, (b) \(^{17}\)Ne, (c) \(^7\)Li, and (d) \(^7\)Be. Note for (a) \(^6\)Li the magnetic-substate distribution is for the decay angular momentum \(\ell_{\text{decay}} = 2\). The blue and red solid lines are the DWBA predictions for angular regions including and excluding small angles, respectively. The green dashed lines are predictions from the Clebsch-Gordan coefficients in Eq. (6.15), omitting the energy and angle dependence. The black squares are data from this and other works.

spin alignment of \(^{17}\)Ne\(^*\) [51]. This observation of alignment illustrates that the alignment mechanism outlined is not a consequence of cluster structure.

Using the same breakup model and optical-model potential parameters for \(^7\)Li (changing the fragment and core for each case), DWBA calculations were performed for the inelastic excitations to particle-decaying states of \(^6\)Li, \(^{17}\)Ne, and \(^7\)Be at the appropriate experimental energies \((E/A = 36.6, 58.5, \text{ and } 65.5 \text{ MeV, respectively})\) and angular regions [48, 51, 119]. The experiments show, and the calculations predict, that the alignment produced is fairly constant above the grazing angle. However the calculations indicate that transverse alignments must be present at small scattering angles due to the inclusion of the spherical harmonics \(Y_0^L\) in the wavefunction. Indeed at \(\theta_{\text{c.m.}} = 0^\circ\), the only contribution to the alignment is from \(M = 0\) (no tilting), and thus \(m_f = m_i\) meaning no longitudinal alignment is possible. The green dashed lines in Fig. 6.8 correspond to the squared \(T\) matrix predictions from Eq. (6.15) for a single \(L\) (equal to \(L_{\text{graz}}\)) and omitting the angle and implicit energy
dependence. These lines are in remarkable agreement with the solid blue line obtained from the $T$ matrix integrated over the entire angular region. If small-angle scattering is removed, the $T$ matrix calculations (solid red lines) show significant enhancement to the alignment due to the suppression of $M = 0$ transitions (non-tilting). This feature of the alignment mechanism was observed for $^7\text{Be}$\cite{48}. The experimental magnetic-substate distributions for $^6\text{Li}^*[3^+]$, $^7\text{Li}^*[7/2^-]$, $^{17}\text{Ne}^*[5/2^-]$, and $^7\text{Be}^*[7/2^-]$ are shown as black squares in Fig. 6.8. The data for $^6\text{Li}$, $^{17}\text{Ne}$, and $^7\text{Be}$ are from Refs. [48, 51]. The agreement between the data and the DWBA predictions, excluding small angles, is remarkable for several of the cases, and demonstrates the limited acceptance of the detector arrays for small angles. There is a small discrepancy in the predicted alignment for $^7\text{Be}$. Although the optical potential parameters found for $^7\text{Li} + ^{12}\text{C}$ should be more reasonably suited for the $^7\text{Be} + ^9\text{Be}$ system than the other presented systems (since the projectiles are isobaric analogs), the $^7\text{Be}$ experiment was performed at a much larger beam energy ($E/A = 65.5$ MeV) and so the phenomenological optical potentials used may not be as representative of the $^7\text{Be} + ^9\text{Be}$ system due to the implicit energy dependence of the potentials.

It should be noted that the predictions and data for $^6\text{Li}^*$ in Fig. 6.8 are for magnetic-substate populations of the decay-channel angular momentum. In principle, one can reconstruct the final angular momentum state, $J_f$, from the relationship $J_f = \ell_{\text{decay}} + s_{\text{core}} + s_{\text{frag}}$, assuming there is only one decay channel angular momentum. However, only systems where $s_{\text{core}} = 0$ and $s_{\text{frag}} = 1/2$, or vice-versa, are completely constrained and allow for the extraction of $\rho_{m_f, m_f}^J$. In the $^6\text{Li}$ case, the measured magnetic-substates of the decay angular momentum indicate large longitudinal alignment, but the magnetic-substate populations of the excited projectile cannot be extracted, due to the deuteron fragment carrying spin-1 in its ground state.

Figure 6.9 shows an energy level diagram for $^6\text{Li}$, and highlights the particular inelastic excitation of interest. For $^6\text{Li}$, the ground and first excited state can be thought of as being the result of an $\alpha + d$ cluster structure, since they are near the particle decay threshold. These
states are then treated as having internal angular momenta, $\ell = 0$ and $\ell = 2$, respectively. In the case of the first excited state, the deuteron has its spin parallel to the internal angular momentum. Of the higher-lying states, only the $J^\pi = 1^+$ state is predicted by this cluster model, where the deuteron has its spin anti-parallel to the internal angular momentum. The rest of the higher-lying states require other models, but for the considerations here the cluster model is appropriate.

The fact that the final magnetic substates cannot be extracted is made clear by repeating the density matrix analysis in Ref. [48] for the $^6$Li case ($J_f = 3$, $\ell_{\text{decay}} = 2$, $s_{\text{core}} = 0$, $s_{\text{frag}} = 1$)
 consequences of these oscillations the alignment measurements need to be angle-averaged and weighted by the differential cross section [92]. All of the previously mentioned studies restricted themselves to center-of-mass angles $\theta_{\text{c.m.}} > 30^\circ$, and thus a large portion of the reaction yield, and resulting alignment, was missed.

Even still, the transfer of angular momentum generated in the reaction to the intrinsic
Figure 6.10: (a) Differential cross sections for the single inelastic excitation of $^{12}$C* [4.44 MeV] predicted by a DWBA soft-rotator model for the beam energies $E/A = 2.0$, 5.8, 12.0, and 17.0 MeV (purple dashed, blue dot-dashed, green dot-dot-dashed, and red solid line, respectively). (b) A coarse excitation function of the spin alignment for $^{12}$C*, as a function of scattering angle, for the same beam energies.
spin of $^{12}\text{C}^*$ is consistent with the alignment mechanism outlined in this work, and at larger beam energies tilting of the exit-channel reaction plane should occur resulting in a longitudinal spin alignment of $^{12}\text{C}^*$. Predictions for the spin alignment of $^{12}\text{C}^*$ [4.44 MeV] have been made previously using a variety of models including DWBA predictions [117], but these studies focused on the previously mentioned low-energy data sets.

The proposed alignment mechanism can be tested by measuring a coarse excitation function of the generated spin alignment as a function of scattering angle. These measurements of the coarse excitation function would allow one to probe the predicted threshold of the alignment mechanism. By measuring the spin alignment over a large portion of the reaction yield (i.e. scattering angles around the grazing angle) the gross structure of the alignment can be found and compared to theoretical predictions. Figure 6.10(a) shows the differential cross sections predicted by a DWBA soft-rotator model for the beam energies $E/A = 2.0, 5.8, 12.0, \text{ and } 17.0 \text{ MeV}$ (purple dashed, blue dot-dashed, orange dot-dot-dashed, and red solid line, respectively), while Fig. 6.10(b) shows the corresponding alignments. The optical-potential parameters employed came from the literature [120]. In order to do a proper phenomenological optical-model analysis, the optical potential parameters should be fit to differential elastic and inelastic cross section data at each energy because of the implicit energy dependence of phenomenological optical potentials.

Well below the angular-momentum-excitation-energy mismatch threshold, around $E/A = 5 \text{ MeV}$ (deduced from semi-classical calculations), the overall alignment should be transverse to the beam axis ($A < 0$). This is predicted for measurements at a beam energy of $E/A = 2.0 \text{ MeV}$. Larger longitudinal alignment should be observed after passing this threshold (this is seen for the $E/A = 5.8 \text{ MeV}$ prediction in Fig. 6.10). Interestingly, the minima in the alignment correspond with diffraction minima in the differential scattering cross section. This a consequence of the fact that the same spherical harmonics are responsible for the diffraction minima in the differential cross section and angular distributions for the alignment. Therefore, these minima in alignment will not be observed in the angle-averaged...
alignment because it is weighted by the differential cross section. Well above this threshold, the generated alignment does not vary significantly with energy (comparing $E/A = 12.0$ and 17.0 MeV) and the gross structure of alignment should be similar to the Clebsch-Gordan coefficients in Eq. (6.15). Also, the contribution of many partial waves to the cross section result in a spin alignment that is fairly constant at large scattering angles. Since the overall yield of the alignment has to be weighted by the differential cross section, the overall (i.e. gross) alignment will be largely longitudinal at intermediate energies.
Chapter 7

Conclusion

“There are two possible outcomes: if the result confirms the hypothesis, then you’ve made a measurement. If the result is contrary to the hypothesis, then you’ve made a discovery.”

—Enrico Fermi

The results found for the experiment presented in this dissertation, involving inelastic scattering of \(^7\text{Li}\) projectiles at intermediate energies, were entirely contrary to the proposed hypothesis of spin alignment generated from spin-flips of the target. Therefore, in-line with Fermi, a phenomenon where longitudinal spin alignment is generated in inelastic processes, that is present in many nuclear systems, was discovered. Large longitudinal spin alignment of inelastically excited projectiles resulting from an angular-momentum-excitation-energy mismatch has now been observed in the nuclei, \(^6\text{Li}, \, ^7\text{Li}, \, ^7\text{Be}, \, ^{17}\text{Ne}, \, \text{and} \, ^{13}\text{O} \,[48, \, 51, \, 95, \, 121]\), and this phenomenon is expected to be observed in many more systems. Even with these observations, an experiment with the express purpose of studying the angular-momentum-excitation-energy mismatch should be performed, and such an experiment will be discussed in the following section. The features of the proposed alignment mechanism suggest that the resulting spin alignment can be reliably generated and make it applicable for use in other experiments. In particular, \(g\)-factor measurements of short-lived excited nuclei require
a reliable method for generating spin polarized or aligned states. Generating such populations in the reaction used to create the state is, perhaps, the best way to perform such measurements. In fact, this phenomenon may have already been observed and used in $g$-factor measurements utilizing Coulomb excitation. The nature of the alignment mechanism also suggests it is a general phenomenon, and should even be observed in atomic collisions performed at intermediate energies. Such a case for atomic Coulomb excitation will be presented.

7.1 Test of Spin Alignment Mechanism

To obtain a good test of the proposed reaction mechanism an excitation function for the generated spin alignment, over many scattering angles, needs to be measured. Since the proposed mechanism should be present in any single inelastic excitation we can use a much simpler system that $^7$Li + X. The $^{12}$C+$^{12}$C system is one such system and has many advantages over the system studied in this dissertation. Because $^7$Li has non-zero spin in its ground state, there is a coupling between its spin and the orbit of the collision, and this has effects on the resulting decay correlations. In the case of $^{12}$C + $^{12}$C, both the projectile and target have spin-zero in their ground state, and thus the effect of spin-orbit coupling on the resulting alignment is removed. Furthermore, $^7$Li$^*$[4.6 MeV] decays by particle emission, and thus the resulting alignment has to be extracted via particle-particle correlations, which have their own host of problems. One being that it is difficult to measure all $4\pi$ of the reaction, and the spectra have to be efficiency corrected by a rather complicated scheme. The $^{12}$C$^*$[4.4 MeV] state is bound with respect to particle emission but decays via $\gamma$-ray emission. Sophisticated $4\pi$ detectors for measuring $\gamma$-ray angular correlations exist, such as the GAMMASPHERE array, where the photopeak efficiency is very well known. The 4.4 MeV state is the first excited state in $^{12}$C, and with such a large energy separation between the ground state and other excited states it is relatively easy to distinguish the 4.4 MeV $\gamma$-ray emitted by $^{12}$C$^*$ from other products generated in $^{12}$C + $^{12}$C collisions, allowing for concrete
determination of the populated excited state. Furthermore, because the constituents of the reaction are identical, they have the same center-of-mass scattering angle. This makes the data analysis much simpler, as it is not required to differentiate between which $^{12}$C was excited, and both should exhibit large longitudinal spin alignment.

An experiment using the $^{12}$C + $^{12}$C system for such a test of the proposed reaction mechanism has already been approved (and given the highest priority) at the ATLAS facility at Argonne National Laboratory and will likely be performed in early 2019. The accepted proposal is presented in Appendix B.

### 7.2 Applications of Spin Alignment Mechanism

#### 7.2.1 Coulomb Excitation at Intermediate Energies

As it was shown in the previous chapter, the generated alignment from an angular-momentum-excitation-energy mismatch is largely independent of the scattering potential. Thus, this mechanism should be present for scattering experiments only utilizing the Coulomb potential for excitations. Coulomb excitations occur in very peripheral collisions, and so a similar argument for angular-momentum-excitation-energy matching can be made for such reactions. In fact, studies of inelastic scattering through Coulomb excitation are consistent with the alignment mechanism arising from an angular-momentum-excitation-energy mismatch, which should occur provided $E^* \ll E_{c.m.}$. Figure 7.1 shows the prediction [114] for the $\gamma$-ray angular distributions, in the laboratory frame, for electric quadrupole excitation of $^{56}$Ni ($J_i = 0 \rightarrow J_f = 2$) bombarding $^{209}$Bi at $E/A = 85$ MeV for several different excitation energies. As the excitation energy is reduced, the alignment increases. This is consistent with an angular-momentum-excitation-energy mismatch. The proposed mechanism of spin alignment generation provides a qualitative description for all of the features of alignment predicted in this theoretical study. However, if one were to compare the predictions in Ref. [114] with the Clebsch-Gordon coefficient predictions from Eq. (6.15), the aforementioned
Figure 7.1: Figure 13 from Ref. [114]. Decay angular distribution of $\gamma$-rays in the laboratory frame for quadrupole coulomb excitation ($J_i \rightarrow J_f = 2$) to different excitation energies of $^{56}$Ni, for $^{56}$Ni scattering off $^{209}$Bi at $E/A = 85$ MeV.
transient-field method. The decay correlations of $^{38}\!S^* (J^\pi = 2^+)$ and $^{40}\!S^* (J^\pi = 2^+)$ Coulomb excited at bombarding energies of $E/A = 40$ MeV were consistent with large longitudinal spin alignment [1]†. This longitudinal spin alignment resulting from Coulomb excitation at intermediate energies was used to determine $g$-factors of excited states of nuclei through the transient-field method.

While the observation of large longitudinal alignment generated from inelastic nuclear transitions suggests that these types of experiments don’t have to restrict themselves to Coulomb excitation, there is a caveat. The magnitude of generated alignment is largely independent of potential, however, there are still ambiguities in the the final magnetic-substate populations because of the angle-averaging that is weighted by the differential cross section. Thus it is necessary to have the differential cross section measured, or be in a regime well above the grazing angle where the alignment produced is rather independent of angle. Calculations of Coulomb excitation do not have ambiguities, as the potentials are already well defined. However, Coulomb excitation experiments must restrict themselves to small angle scattering to only consider impact parameters $b > b_{\text{graz}}$. At small scattering angles the resulting alignment quickly switches from $\mathcal{A} < 0$ to $\mathcal{A} > 0$, and thus the scattering angle must be measured precisely to constrain the generated alignment. If one were to use a nuclear excitation, the error on the scattering angle is not as much of an issue, so long as the experiment is performed well above the grazing angle or the alignment is measured over a sufficient angular range that the generated alignment follows the Clebsch-Gordan coefficients in Eq. (6.15). In summary, although the contrainstns on what reaction is necessary for generating alignment to perform $g$-factor measurements through the transient-field method is relaxed, it appears that safe Coulomb excitation may still be the preferred method for precision measurements, as these transitions can be calculated exactly.

†Although the magnetic-substate populations weren’t explicitly given in this work, they can be inferred from the published data of the decay correlations.
Although, there may be instances where inelastic scattering through nuclear excitation may be preferable for g-factor measurements. If the charge of the system of interest is rather small, then the cross section for nuclear scattering may be much larger than for Coulomb excitation, making the experiment possible. Such would be the case for low-mass neutron-rich isotopes, which are of considerable interest for nuclear astrophysics. The structure of such nuclei influence the r-process and thus the nucleosynthesis of heavier elements.

### 7.2.2 Atomic Collisions

This spin alignment mechanism arising from an angular-momentum-excitation-energy mismatch should also appear in atomic collisions. As an example, one can apply Eq. (6.1) to the case of H₂ inelastically scattering off N₂. The first \( J = 2 \) rotational state of H₂ is at ∼
50 meV, and assuming a grazing collision with radius of interaction \( R = r_{H_2} + r_{N_2} = 2.5 + 15.5 \) Å, we obtain the curve presented in Fig. 7.2. Above a bombarding energy of \( E/A = 0.7 \) MeV (indicated by the red dotted line in Fig. 7.2), \( \Delta L = 2\hbar \) transfers are no longer allowed and the resulting state in \( H_2 \) should begin to be aligned with the beam axis. Atomic or molecular scattering experiments are not typically performed at such large bombarding energies, although there are a handful of facilities around the world that can and do perform such experiments.

For example, such longitudinal alignment phenomena have been predicted and observed for hydrogen-like and helium-like uranium ions at intermediate energies [122, 33]. Figure 7.3(a) shows the predicted and measured alignment of hydrogen-like uranium ions, while Fig. 7.3(b) shows the same quantities for helium-like uranium ions from Ref. [33]. These experiments were performed at the experimental storage ring at GSI, a facility in Germany. The predicted features of the excitation functions of alignment are similar to those predicted by DWBA calculations of nuclear scattering, where the alignment takes negative values at small bombarding energies and starts to plateau above a certain energy (i.e. the phenomenon
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has a threshold). Furthermore, if the excitation energy of the state is lowered then it should be more aligned at a particular bombarding energy. This feature can be seen by comparing the curves and measurements for the states $^3P_1$ and $^1P_1$, which have excitation energies of 180 and 190 keV, respectively. In these cases, the smaller excitation energy has a larger mismatch and so alignment begins at a smaller bombarding energy. Thus the lower energy state will be more aligned than the higher energy state at a given bombarding energy. Furthermore, the magnitude of alignment is largely independent of the target. In fact, Surzhykov et al. claim that, “[...] the alignment parameters [...] do not depend on the charge of the target nucleus” [122]. These combined features of the alignment phenomenon are suggestive of an angular-momentum-excitation-energy mismatch.

With this observation of large longitudinal spin alignment generated in inelastic atomic collisions, it appears that the proposed mechanism for generating spin alignment has applications even beyond that of nuclear science.
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Perturbation theory has proved to be one of the most successful techniques for predicting quantum-mechanical phenomenon. In traditional quantum-mechanical perturbation theory, there are problems when handling degenerate energy solutions, as the energy corrections from other degenerate levels diverge. In these cases degenerate perturbation theory must be applied. A great case for seeing degenerate perturbation theory in action is applying it to the nearly-free electron model (NFE) in solids. Handling the problem in this way naturally shows the existence of the band gap, a phenomenon that is of great importance in solid-state physics and is the basis of the semiconductor industry. The presentation below is not a new solution of the band gap problem, but nonetheless arose from independent study, and could be presented as a problem in an upper-level quantum-mechanics course, as it was introduced to the author. The NFE model is discussed in much greater detail by Ashcroft and Mermin [123], where they also derive the band gap in the NFE model utilizing degenerate perturbation theory.

Now consider an electron in a solid with any given lattice structure (ignoring impurities, i.e. deviations from a lattice). We can write the Hamiltonian as,
\[ H = E_{\text{latt}} + H_{\text{ph}} + T_{\text{el}} + V_{\text{el-el}} + V_{\text{el-latt}} + V_{\text{el-ph}}. \]  \hspace{1cm} (A.1)

At \( T = 0 \) K all phonon terms will drop out, and neglecting the electron-electron interaction we arrive at the Hamiltonian,

\[ H = T_{\text{el}} + V_{\text{el-latt}}, \]  \hspace{1cm} (A.2)

where \( V_{\text{el-latt}}(r + R) = V_{\text{el-latt}}(r) \), a periodic potential, and \( R \) represents a lattice vector.

This leads to the Schrödinger equation,

\[ H |\psi\rangle = E |\psi\rangle \]  \hspace{1cm} (A.3)

\[ \frac{\hbar^2 k^2}{2m} |\psi\rangle + V_{\text{el-latt}} |\psi\rangle = E |\psi\rangle. \]

Let’s assume that \( V_{\text{el-latt}}(r) \) is a perturbation (it will be represented by \( U(r) \)). This assumption, coupled with ignoring electron-electron interactions, is known as the nearly-free electron (NFE) model in solid-state physics. The original Hamiltonian, \( H_0 \) is the same as that of the free electron gas, \( \frac{\hbar^2 k^2}{2m} \), which has plane wave solutions. Projecting \( |k\rangle \) onto Schrödinger’s equation we obtain,

\[ \langle k | \frac{\hbar^2 k^2}{2m} |\psi\rangle + \langle k | U |\psi\rangle = \langle k | E |\psi\rangle \]

\[ \frac{\hbar^2 k^2}{2m} \langle k |\psi\rangle + \sum_{k'} \langle k | U |k'\rangle \langle k' |\psi\rangle = E \langle k |\psi\rangle \]  \hspace{1cm} (A.4)

\[ \epsilon(k) c_k + \sum_{k'} \langle k | U |k'\rangle c_{k'} = E c_k \]

where the second to last line we have used the fact that \( |k\rangle \) is a complete basis for the original \( H_0 \) solutions. In the last line \( c_k \) is the particular plane-wave contribution to the final solution of the wavefunction. Also, the kinetic term is rewritten as \( \epsilon(k) \). We now have to
evaluate the matrix elements $\langle k | U | k' \rangle$. Before we do this, let us understand the structure of momentum space after restricting ourselves to a lattice.

We define reciprocal lattice vectors which are the fourier transform of lattice vectors, $\mathbf{R}$.

These exist in momentum space, or the reciprocal space, given by $\mathbf{RS}$. The reciprocal lattice space is defined by,

$$\text{RL} = \{ \mathbf{G} \in \mathbf{RS} | e^{-i \mathbf{G} \cdot \mathbf{R}} = 1 \}.$$  \hspace{1cm} (A.5)

We also define a potential for each $\mathbf{G} \in \mathbf{RS}$,

$$U(\mathbf{G}) = \frac{1}{V_{\text{cell}}} \int_{\text{cell}} U(\mathbf{r}) e^{-i \mathbf{G} \cdot \mathbf{r}} d^3 \mathbf{r} = U(-\mathbf{G}).$$  \hspace{1cm} (A.6)

\textbf{Lemma A.0.1.} If $\mathbf{G} \notin \text{RL}$ then $U(\mathbf{G}) = 0$.

\textit{Proof.} Consider the definition of $\mathbf{G}$ above. If we shift all vectors, $\mathbf{r}$, by a lattice vector, $\mathbf{R}$, then we should arrive at the same value of the potential since the potential is periodic. Let us assume that $\mathbf{G} \notin \text{RL}$ and so $e^{-i \mathbf{G} \cdot \mathbf{R}} \neq 1$. Then we have,

$$U(\mathbf{G}) = \frac{1}{V_{\text{cell}}} \int_{\text{cell}} U(\mathbf{r} + \mathbf{R}) e^{-i \mathbf{G} \cdot (\mathbf{r} + \mathbf{R})} e^{-i \mathbf{G} \cdot \mathbf{R}} d^3 \mathbf{r}$$

$$= \frac{1}{V_{\text{cell}}} \int_{\text{cell}} U(\mathbf{r}) e^{-i \mathbf{G} \cdot \mathbf{r}} e^{-i \mathbf{G} \cdot \mathbf{R}} d^3 \mathbf{r}$$

$$= e^{-i \mathbf{G} \cdot \mathbf{R}} U(\mathbf{G}) \Rightarrow U(\mathbf{G}) = 0 \blacksquare$$

Let’s replace the sum over $k'$ in Eq. (A.4) by a sum over all $\mathbf{G} \in \mathbf{RS}$. The resulting equation is then,

$$\epsilon(\mathbf{k}) c_\mathbf{k} + \sum_{\mathbf{G} \in \mathbf{RS}} \langle \mathbf{k} | U | \mathbf{k} - \mathbf{G} \rangle c_{\mathbf{k} - \mathbf{G}} = E c_\mathbf{k}.$$  \hspace{1cm} (A.7)

Expanding $\langle \mathbf{k} | U | \mathbf{k} - \mathbf{G} \rangle$ in the $|\mathbf{r}\rangle$ basis over a unit cell we have (by completeness),
\begin{align*}
\langle k | U | k - G \rangle &= \int_{\text{cell}} \langle k | U | r \rangle \langle r | k - G \rangle d^3 r \\
&= \int_{\text{cell}} U(r) \langle k | r \rangle \langle r | k - G \rangle d^3 r \\
&= \frac{1}{V_{\text{cell}}} \int_{\text{cell}} U(r) e^{-i k \cdot r} e^{i (k - G) \cdot r} e^{i (k - G) \cdot r} d^3 r \\
&= \frac{1}{V_{\text{cell}}} \int_{\text{cell}} U(r) e^{-i G \cdot r} d^3 r \\
&= U(G).
\end{align*}

\begin{equation}
(A.8)
\end{equation}

The results of Lemma 0.1 imply that only $G \in \text{RL}$ will contribute. Thus we can rewrite the $|k\rangle$ projected Schrödinger equation, (A.7), as,

\begin{equation}
\epsilon(k) c_k + \sum_{G \in \text{RL}} U(G) c_{k - G} = E c_k.
\end{equation}

\begin{equation}
(A.9)
\end{equation}

Separating out the $G = 0$ term we have,

\begin{equation}
\epsilon(k) c_k + U(G = 0) c_k + \sum_{G \in \text{RL}/\{0\}} U(G) c_{k - G} = E c_k.
\end{equation}

\begin{equation}
(A.10)
\end{equation}

But we note that,

\begin{equation}
U(G = 0) = \frac{1}{V_{\text{cell}}} \int_{\text{cell}} U(r) d^3 r.
\end{equation}

\begin{equation}
(A.11)
\end{equation}

is the same $\forall G \in \text{RS}$. This term is added to $\epsilon(k)$ and the sum is denoted by $\tilde{\epsilon}(k)$. It should also be noted that this term is precisely the first order energy correction from perturbation theory.

By non-degenerate perturbation theory, the second order correction to the energy, $\Delta^{(2)}$, with a perturbation $U$ is,

\begin{equation}
\Delta^{(2)}_k = \Delta^{(1)}_k + \sum_{G \in \text{RL}/\{0\}} \frac{U(G)^2}{\epsilon(k - G) - \epsilon(k)}.
\end{equation}

\begin{equation}
(A.12)
\end{equation}
Figure A.1: Figure 9.2(a) from [123], which shows the degenerate energy solutions $|q|$ and $|q - K|$, which lie in the Bragg plane defined by $K \in RL$.

This equation would apply for $k - G$ such that $|k - G|$ is much different than $|k|$ but there are some $k - G$ where this will not be the case; those that lie of the Bragg plane shown in Fig. A.1. For these problem $k - G$, succinctly $|k| \approx |k - G|$, we have to re-diagonalize the Hamiltonian. As Gottfried says on degenerate perturbation theory,

“One must first diagonalize $H$ exactly in each of the degenerate subspaces, and use perturbation theory only to evaluate the effect of distance levels on the level in question.” — Quantum Mechanics: Volume 1 (1989), pg. 363

The first Brillouin zone (FBZ) is defined as,

$$FBZ = \{q \in RS \mid |q| < |q - G|, \forall G \neq 0\} \quad (A.13)$$
A consequence of this definition is that \( \forall q \in RS, \exists k \in FBZ \) and \( \exists G \in RL \) such that \( q = k + G \). Now consider some point \( q \in RS \), where the corresponding \( G \in RL \) and \( k \in FBZ \) satisfy \( |k| \cong |k - G| \). Separating out the contributions from \( k - G \) and \( k \) we can write a system of linear equations,

\[
c_k \tilde{\epsilon}(k) + U(G)c_{k-G} + \sum_{G' \in RL/\{0\}} U(G')c_{k-G'} = E c_k
\]

\[
U(-G)c_k + c_{k-G} \tilde{\epsilon}(k - G) + \sum_{G' \in RL/\{0\}} U(G')c_{(k-G)-G'} = E c_{k-G}.
\] (A.14)

In re-diagonalizing this problem part of the Hamiltonian we re-solve for the eigenvalues (remembering \( U(-G) = U(G) \)),

\[
\begin{vmatrix}
E - \tilde{\epsilon}(k) & U(G) \\
U(G) & E - \tilde{\epsilon}(k - G)
\end{vmatrix} = 0
\] (A.15)

Solving the resulting quadratic equation we get two solutions for the energy,

\[
E_{\pm} = \frac{[\tilde{\epsilon}(k) + \tilde{\epsilon}(k - G)] \pm \sqrt{[\tilde{\epsilon}(k) + \tilde{\epsilon}(k - G)]^2 - 4[\tilde{\epsilon}(k)\tilde{\epsilon}(k - G) - U(G)^2]}}{2}.
\] (A.16)

In the special case that \( k \) lies on the Bragg plane, so \( |k| = |k - G| \), we arrive at the solution,

\[
E_{\pm} = \tilde{\epsilon}(k) \pm U(G)
\] (A.17)

which is the band gap!

This formulation suggests the band gap is a topological quantum phenomenon that is a consequence of the electron being confined to a lattice.
Appendix B

Accepted Proposal for ATLAS

Reaction Mechanism for Large Longitudinal Spin Alignment

B.1 Motivation and Background

A reaction mechanism for generating large longitudinal spin alignment of inelastically scattered projectiles was recently proposed [95]. This mechanism explains the large longitudinal spin alignment exhibited by many different nuclei at intermediate energies, including: $^6\text{Li}^*$, $^7\text{Be}^*$, $^7\text{Li}^*$, and $^{17}\text{Ne}^*$ [48, 51, 52]. The alignment mechanism stems from an angular-momentum-excitation-energy mismatch and thus has an implicit beam energy threshold that depends on the excitation energy and spin of the excited state. Above this threshold, a transfer of angular momentum from the reaction orbital angular momentum to the intrinsic spin of the nucleus will not conserve energy if the spin of the excited state is aligned with the orbital angular momentum. Thus the exit-channel reaction plane is forced to tilt, and as a consequence, the excited species tend to have their spin aligned with the beam axis. From semi-classical calculations, this threshold is around $E/A = 5$ MeV for the $^{12}\text{C}+^{12}\text{C}$ system.
By measuring the excitation function of spin alignment, this reaction mechanism can be tested further. We propose such a measurement using GAMMASPHERE coupled with a PID-capable charged-particle detector for measuring inelastically scattered $^{12}\text{C}^*$. This alignment mechanism could have future applications, such as measuring $g$-factors. In fact it may be the cause of large alignments already utilized for measuring $g$-factors at intermediate energies [1]. Thus it is important to establish the regime of bombarding energy over which this mechanism operates.

The $^{12}\text{C} + ^{12}\text{C}$ system is one of the most studied systems at low to intermediate energies. A summary of previous studies showing the relevant measured quantities is provided in Table B.1. Many of these studies measure the differential cross sections for elastic scattering and inelastic excitation to the $J^\pi = 2^+ [4.4 \text{ MeV}]$ state [124, 125, 126, 120]. Some are extremely comprehensive but still did not measure the spin alignment of $^{12}\text{C}^*$ [127]. The few experiments that have measured the $\gamma$-ray angular distributions (required for extraction of magnetic-substate populations), were performed at low energies ($< E/A = 5.5 \text{ MeV}$) [92, 89, 116]. These low-energy measurements of $^{12}\text{C}^*$ spin alignment were consistent with a reduction in magnitude of the reaction angular momentum in order to compensate for the increase in spin of the system [117, 89]. These measurements were performed below our expected threshold for large alignment, and at higher beam energies $^{12}\text{C}^*$ should switch over to large longitudinal spin alignment. These alignment studies also suggest that the scattering at specific resonance energies is dominated by one partial wave. If this were true, then large oscillations in alignment with scattering angle are expected due to the high-order spherical harmonic in the wavefunction. At higher energies, above the resonance region, there should be interference of partial waves resulting in a rather smooth function of alignment with scattering angle [95], which makes the alignment more suitable for $g$-factor measurements.

The previous studies of $^{12}\text{C}^*$ spin alignment were focused on correlating gross structures of spin alignment with intermediate structures in the excitation function of the reaction cross section. None of the studies used a device comparable to GAMMASPHERE to determine
Table B.1: Experiments measuring properties of the $^{12}\text{C} + ^{12}\text{C}$ system at a range of beam energies and the relevant data measured.

<table>
<thead>
<tr>
<th>Beam Energy [MeV/A]</th>
<th>$d\sigma_{elas}/d\Omega$</th>
<th>$d\sigma_{inel}/d\Omega$</th>
<th>Spin Alignment</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.7-5.5</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>[127]</td>
</tr>
<tr>
<td>2.7-5.5</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>[92]</td>
</tr>
<tr>
<td>2.7-5.5</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>[89]</td>
</tr>
<tr>
<td>5.8</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>[120]</td>
</tr>
<tr>
<td>10-24</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>[126]</td>
</tr>
<tr>
<td>20</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>[125]</td>
</tr>
<tr>
<td>30</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>[124]</td>
</tr>
<tr>
<td>86</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>[124]</td>
</tr>
</tbody>
</table>

The magnetic-substate populations. These studies also restricted their measurements to scattering angles $> \theta_{\text{c.m.}} = 30^\circ$. The magnetic substate populations produced at a given scattering angle need to be weighted by the differential cross section for the process if a gross structure of the alignment is to be observed i.e. the alignment should be angle-averaged and weighted by the differential cross section. This was taken into account in one study [92]. The restriction of the measurements to larger scattering angles means a large portion of the reaction yield was missed, and in turn, the amount of alignment measured is a small portion of the actual alignment generated. We intend to measure the spin alignment of $^{12}\text{C}^*$ over many scattering angles, starting near the grazing angle of the reaction, allowing us to better understand the generation of spin alignment. We also want to extend the study of the spin alignment for $^{12}\text{C}^*$ to intermediate energies.

B.2 Objective and Beamtime Request

To effectively probe the proposed alignment mechanism for the 1st excited state of $^{12}\text{C}$ we need to measure $\gamma$-ray angular distributions at an energy near and above the beam-energy threshold for longitudinal spin alignment. The previous experiments measuring spin alignment suggest this threshold is around $E/A = 4$ MeV, however, because of the large variations in the cross section for this regime we want to perform our measurements above
Figure B.1: (a) DWBA predictions (using a soft rotator model) of the magnetic substate distributions of $^{12}\text{C}(^{12}\text{C},^{12}\text{C})^{12}\text{C}^*$ [4.4 MeV] inelastic scattering at $E/A = 6, 12, \& 17$ MeV (blue dashed line, purple dot-dashed line, and red solid line) at their grazing angles of $\theta_{\text{c.m.}} = 13.7^o, 6.5^o, \& 4.5^o$, respectively. We have taken into account a $\pm 2^o$ resolution in center-of-mass angle. (b) The resulting $\gamma$-ray angular correlations for the three energies using the magnetic-substate populations in (a). We have used the beam-axis as the quantization-axis, and assume the transition is a pure E2. The dotted vertical lines show the detector positions of GAMMASPHERE in the laboratory frame. For comparison, the magnetic-substate populations and resulting angular distributions have been shifted for $E/A = 17$ MeV.

the resonance region. To get a coarse excitation function of spin alignment, we propose using $E/A = 6, 12, \& 17$ MeV $^{12}\text{C}$ beams provided by ATLAS.

DWBA calculations employing a breakup model are consistent with the proposed alignment mechanism and largely reproduce the previously observed spin alignments. Large longitudinal spin alignments are also predicted by DWBA calculations using a soft-rotator model (which introduces a deformation parameter into the spherical optical potentials), and so this mechanism should be active for $^{12}\text{C}(^{12}\text{C},^{12}\text{C})^{12}\text{C}^*[4.4 \text{ MeV}]$ [52]. The predicted magnetic-substate distributions from the soft-rotator model (at the grazing angles) are shown in Fig. B.1(a) for beam energies of $E/A = 6, 12, \& 17$ MeV (dashed blue line, dot-dash purple line, and solid red line, respectively). These calculations have included a resolution of $\pm 2^o$ in the center-of-mass frame, and use optical-potential parameters from the literature [120].

Measuring spin alignment for particle-bound states can be done by analyzing the angular distribution of the emitted $\gamma$ rays [128]. We intend to measure these distributions with GAMMASPHERE enabled by its angular coverage at 17 laboratory angles. The deduced
angular distributions of $\gamma$ rays from the predicted magnetic-substate populations are shown in Fig. B.1(b). To detect the inelastically scattered $^{12}\text{C}^*$ [4.4 MeV] at the higher energies, we plan to use a Si-Si telescope. At the lowest energy, we will use a single-element Si detector backed by a fast-plastic detector (used as an $\alpha$ veto). These detectors will be mounted in the MICROBALL chamber. The particle identification of $^{12}\text{C}$ will allow us to exclude $\alpha$ events produced in the reaction $^{12}\text{C}(^{12}\text{C},^{16}\text{O}^*)^8\text{Be}$, which will be in coincidence with some $\gamma$ rays of $E_\gamma \geq 6.13$ MeV from $^{16}\text{O}^*$ ($3^- \rightarrow 0^+, 2^+ \rightarrow 0^+$). The charged-particle detector position will be remotely movable i.e. we will be able to change angles from outside the vault. Because the system of interest is composed of identical particles, the center-of-mass scattering angle of the target and projectile will be the same. Thus we are not required to differentiate whether the target or projectile emitted the $\gamma$ ray and both should exhibit large longitudinal alignment. The ambiguity between projectile and target emission will need to be considered in a DWBA analysis.

For performing a proper DWBA optical model analysis it is necessary to have consistent phenomenological optical potentials. This requires fitting the parameters of the optical potentials with data of the elastic and inelastic differential cross sections. The energies of our coarse excitation function are chosen because the differential elastic and inelastic cross sections have been measured [ref. [120] for $E/A = 6$ MeV and ref. [126] for $E/A = 12, & 17$ MeV].

The overall spin alignment of a nucleus can be represented by the scalar,

$$A = \sum_m \frac{3m^2 - J(J+1)}{J(2J-1)} P(m),$$

where $P(m)$ is the normalized population of the $m$ substate. A value of $A = 1$ corresponds to maximal alignment along the quantization axis, while $A = -1$ corresponds to maximal alignment transverse to the quantization axis. The level of alignment produced by single inelastic excitation can vary quite drastically with angle and beam energy (shown in Fig. 2), so it is essential to measure the spin alignment at many scattering angles to compare with
Figure B.2: Predicted alignment as a function of scattering angle for $E/A = 6, 12, \& 17$ MeV (dashed blue line, dash-dot purple line, and solid red line, respectively) taking into account a $\pm 2^\circ$ resolution in the center-of-mass frame. The blue stars, purple triangles, and red circles indicate the proposed measurements.

We will measure 6 scattering angles at each of the higher beam energies, $E/A = 12 \& 17$ MeV, and 10 scattering angles at $E/A = 6$ MeV. We will start our measurements at the grazing angle of the reaction and go in $2^\circ$ steps (in the laboratory frame) to larger scattering angles. For the higher energies, $E/A = 12 \& 17$ MeV, this corresponds to measurements in the angular range $4^\circ < \theta_{\text{c.m.}} < 26^\circ$, and at $E/A = 6$ MeV, $14^\circ < \theta_{\text{c.m.}} < 52^\circ$. The data points we intend to measure are shown as the red circles, purple triangles, and blue stars in Fig. 2.

At beam energies of $E/A = 12 \& 17$ MeV, a differential cross section of 4-370 mb/sr has been measured for the reaction $^{12}\text{C}(^{12}\text{C},^{12}\text{C})^{12}\text{C}^*[4.4$ MeV] in the angular range $8^\circ < \theta_{\text{c.m.}} <$
Our telescope/detector will subtend an area of about 0.126 cm$^2$ (4-mm diameter) and will be placed about 15 cm from the target position. This gives us an scattering-angle resolution of 1.5° in the laboratory frame. For the high-energy beams, we will use a 9 mg/cm$^2$ thick $^{12}$C target. At these high beam energies and small scattering angles, we will use beams with currents of 5 pnA, and so we expect 130,000 single excitation events per hour of beam time. Assuming a 5% photo-peak efficiency for a 4.4 MeV $\gamma$ ray detected by GAMMASPHERE, we expect 6700 particle-$\gamma$ coincidences ($\sim$ 400 events per laboratory angle of GAMMAPSHERE) per hour of beam time. For measurements at larger scattering angles we will increase the beam current up to 500 pnA to compensate for the decrease in cross section.

A differential cross section of 10-100 mb/sr has been measured for the reaction of interest in the angular range $18^° < \theta_{c.m.} < 44^°$ near $E/A = 6$ MeV [120]. With this low energy beam we will use a 1 mg/cm$^2$ $^{12}$C target. Using a beam current of 200 pnA, at small angles we expect 470 particle-$\gamma$ coincidences at each GAMMASPHERE angle per hour of beam time. At the larger scattering angles we will increase the beam current up to 500 pnA to compensate for the decrease in cross section, giving us $\sim$ 120 particle-$\gamma$ coincidences at each GAMMASPHERE angle per hour of beam time for the largest scattering angle measurement. The changes in beam rate will be made possible by ATLAS, which can provide over 1000 pnA at beam energies up to $E/A = 20$ MeV.

With these considerations, for the high beam energies we will require $\sim$ 3 hours of beam time at each scattering angle to obtain good statistics ($\sim$ 1000 counts per GAMMASPHERE angle). At the lower beam energy, the measurements at the first 5 scattering angles will take $\sim$ 2-3 hours of beam time per scattering angle. The last 5 scattering angles will require $\sim$ 5-10 hours of beam time per scattering angle. Overall, we require at least 99 hours of beam time (36 hours for the higher beam energies and 63 hours for the lower beam energy). Including some time to debug the apparatus, we request 5 days of beam time.
Physical Constants

fermi (fm) ........................................... \(1 \cdot 10^{-15} \text{(m)}\)
barn (b) ........................................... \(100 \text{(fm}^2\) = \(10^{-24} \text{(cm}^2\)
eV .......................................................... \(1.6022\cdot10^{-19} \text{(Joules)}\)
Planck’s Constant \((h)\) .................................. \(6.582 \cdot10^{-22} \text{(MeV} \cdot \text{s)}\)
Speed of Light \((c)\) ................................. \(2.99792458\cdot10^8 \text{(m/s)} \approx 29.98 \text{(cm/ns)}\)
\(hc\) .................................................. \(197.3 \text{(MeV} \cdot \text{fm)}\)
Elementary Charge \((e)\) .......................... \(1.60217662\cdot10^{-19} \text{(Coulombs)}\)
Coulomb’s Constant \((k_e)\) ......................... \(1.44 \text{(MeV} \cdot \text{fm}/e^2)\)
amu \((u)\) .................................................. \(931.494 \text{(MeV}/c^2)\)
Neutron Mass \((m_n)\) ................................. \(939.565 \text{(MeV}/c^2) = 1.0087u\)
Proton Mass \((m_p)\) .................................. \(938.272 \text{(MeV}/c^2) = 1.0073u\)
Electron Mass \((m_e)\) ............................... \(0.5110 \text{(MeV}/c^2) = 5.486\cdot10^{-4}u\)
Nuclear Magneton \((\mu_N)\) .................. \(\frac{e\hbar}{2m_p} = 3.1524512550(15)\cdot10^{-8} \text{(eV} \cdot \text{Tesla}^{-1})\)
Proton Mangetic Moment \((\mu_p)\) .............. \(2.792847 \mu_N\)
Neutron Magnetic Moment \((\mu_n)\) .............. \(-1.913042 \mu_N\)
ADC Analog-to-Digital Converter. Historically The ADCs sat in the acquisition crate but most modern systems place them closer to the front-end signal processing electronics. For example, The HINP-16c systems employ ADCs on the CBs. 73

ATLAS Argonne Tandem Linear Accelerator System, a facility at Argonne national laboratory for providing up to $E/A = 20$ MeV ion beams. Although the name has Tandem in it this kind of accelerator is no longer included in the system. Confusingly, there is a detector array with the same name at CERN on the border of Switzerland and France, that is involved in Large Hadron Collider experiments. For example, the discovery of the Higgs boson was made by analyzing ATLAS detector data. v, 38, 123, 147, 149–151, 153

$\beta$-NMR NMR done on $\beta$ unstable nuclei. Such experiments are done to determine $g$-factors for unstable nuclei by utilizing the non-parity conservation of the weak force. 16

CAMAC Computer Aided Measurement And Control units, which are used for data acquisition in nuclear and high-energy physics. 73

CB Chip Board. CBs have two HINP-16c ASICs, i.e. 32-channels of signal processing electronics. 73
**CFD** **Constant-Fraction Discriminator.** A device that takes a linear input and produces a logical timing output independent of the amplitude of the input. It accomplishes this by finding the zero-crossing point of a waveform constructed from adding delayed and attenuated versions of the original input. Operation requires both a delay and an enabling threshold for a leading-edge discriminator (LED). CFD can be implemented in analog or digital electronics. Using a LED along is a simpler, faster and less expensive way to produce a logical timing signal however the time of its output depends on the amplitude of the input signal. A (software) ”walk” correction can be applied to a LED to make the time amplitude independent if the pulse-height is available and if it is tolerable to make the correction, either in firmware or software, later in real time. 73

**Clebsch-Gordan coefficients** These coefficients are derived from angular-momentum coupling, allowing one to change between uncoupled and coupled angular momentum bases. xiii, 109, 110, 113, 119, 125

**CSA** **Charge-Sensitive Amplifier.** They exist in all signal processing lines and are generally the resolution determining component. 73

**direct reactions** Encompossases many nuclear processes that occur in peripheral collisions, including transfer, knockout, stripping, and inelastic reactions. 20, 38, 48, 53

**DOM** **Dispersive Optical Model,** which uses dispersive corrections to consolidate nuclear structure and reactions. 24, 30, 50, 51

**DWBA** **Distorted Wave Born Approximation:** A method for calculating scattering transition amplitudes to describe nuclear reactions, as well as other quantum-mechanical scattering phenomena. xv, xx, 48, 52, 86, 103, 107, 150–152

**FRESCO** A fortran-95 program for doing coupled channels DWBA calculations developed by Ian Thompson. Can be downloaded at http://www.fresco.org.uk/. 48, 52, 86
FRIB Facility for Rare Isotope Beams, which is currently under construction at Michigan State University and will be used to access nuclei far from the valley of stability. 4

g-factor The ratio of the magnetic moment to the intrinsic angular momentum (spin). For a classical object of unit charge, |g| = 1. Relativity (for a point particle) generates a factor of 2 (Thomas precession). Radiative corrections generate tiny corrections. Large deviations from these expectations indicate the item has a complex internal structure (e.g. p or n). The classical interpretation is that the center of charge is not the same as the center of mass. 1, 2, 8, 11, 15–17, 33, 34, 101, 121, 122, 125, 126

GFMC Green’s Function Monte Carlo: A method for performing quantum-mechanical calculations. This method has been used to predict many of the properties for $A < 12$ nuclei. 14, 30, 34

HINP-16C A signal processing ASIC for Si detectors. The employed version contains one CSA, one CFD, two-shaping amplifiers, two peak trackers and one TCC for each of its 16 channels and the logical control for setting control and readout. 60, 73

LDM The Liquid Drop Model, which treats nuclei as fluid of protons and neutrons. 2

MB A Mother Board with 16 slots, i.e. 512-channels of signal processing electronics. 73

Micron semiconductor A company based in the United Kingdom that sells semiconductor radiation detectors. Their catalog can be found at http://www.micronsemiconductor.co.uk/. 58, 94

NIM Nuclear Instrumentation Module, which are used for creating different electronics logic for running experiments. 73

PMT PhotoMultiplier Tube. The most common type of light transducer used for scintillators. Following a photocathode of low work function. A series of dynodes with
increasing positive voltage convert each cascading electron into several. The high-gain output is both linear and fast, reproducing the time characteristics of the scintillator. The other common type of light transducer is a PD with a solid-state version (SiPM) becoming popular. PMTs however remain the lowest noise and highest gain light transducer. The other transducers are both smaller and magnetic field insensitive. 91

**PLF** Projectile-like fragment: The largest fragment resulting from fragmentation reactions. 77, 78, 98–100

**TDC** Time-to-Digital Converter. A module for determining timing from a start and stop signal. Typically a capacitor is charged at a start time until the system receives a stop (called a time to charge converter i.e. a TCC). The charge on the capacitor can then be read out by an ADC. The time between start and stop can be determined from the amount of charge collected by the ADC. 73

**telescope** Stack of detector elements that allows for extraction of dE/dX and the employment of the Bethe-Bloch stopping power equation for particle identification. ix, 60, 62, 63, 67, 76, 91, 94

**T matrix** Otherwise known as the transition amplitude, the T matrix is used to describe the transition from initial to final scattering states. 44, 48, 54, 55, 105

**TUNL** Triangle Universities Nuclear Laboratory, on the campus of Duke University. This facility houses a tandem accelerator. vi, xi, 10, 81

**VME** Versa Module Europa bus. Modules (e.g. XLM) with this bus structure fit into standard crates that service the bus and supply all necessary voltages. These modules/crates sit between the front-end signal and the computer acquisition. 73