


fixed at a certain level. This is inconsistent with empirical evidence supporting the

asymptotic irrelevance of the financial friction provided in Section 1.4.

One implication of the exogeneity in the financial friction is that the maximal

loan-to-value (LTV) ratio, or the LTV ratio for a borrowing-constrained individual,

is also arbitrarily given and fixed, which seems clearly unrealistic. This implies

further that, under the exogenous credit constraint, the convergence is immediate,

and therefore, the convergence speed is irrelevant to the financial friction. In fact,

the investment rate is fixed over time, which is inconsistent with the actual transition

dynamics in the real world as illustrated by Figure 1.2.

In contrast, the maximal LTV ratio, say λ∗t ≡ x (z∗t , At) /at, is endogenously de-

termined in the economy with the endogenous financial friction. Recall that the skill

threshold z∗t increases as the financial friction is more severe. Then, the maximal

LTV ratio λ∗t is monotone decreasing in µ since λ∗t is monotone decreasing in z∗t .
11

Consequently, 1/λ∗t , which is endogenously determined in equilibrium, can be inter-

preted as the implied credit constraint tightness that reflects the financial friction

severity.

Note also that the implied tightness 1/λ∗t is time-varying along with various eco-

nomic circumstances, while the economy converges to the stationary growth steady

state. In particular, λ∗t increases during the transition phase, converging to its

asymptotic level, i.e., λ∗t ↑ λ∗.12 Since the credit constraint is binding tightly at

the beginning of economic development, the maximal LTV ratio λ∗t is low, but it

increases over time as the economy grows. Hence, less able entrepreneurs can finance

funds for productivity-enhancing investments along with the endogenous relaxation

of the credit constraint, and this causes an increasing trend of the investment rate

consistent with what we observe from data.13

11 This is simply because ∂xt /∂z < 0.
12 This is easily verified. Note that:

λ�t+1

λ�t
=
x
(
z�t+1, At+1

)
x (z�t , At )

at

at+1
=
x
(
z�t+1, At

)
x (z�t , At )

ψ (z�t )

ψ (z�t )
=
x
(
z�t+1, At

)
x (z�t , At )

> 1

where the inequality comes from z�t > z�t+1 (see (i) of Proposition 1.4). The convergence holds by
the continuity of λ�t in z�t . Obviously, this is consistent with the endogenous relaxation, represented
by limt!1 ∆̃t = − log p > 0 (see Figure 1.2).

13 It is worth noting that the increasing investment rate is obtainable under the exogenous
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Aggregate LTV Ratio

We now think of aggregate debt-to-net worth ratio, or equivalently, aggregate LTV

ratio, say Λt, which is defined by:

Λt ≡
∫ zH
ẑt

xt (z) dF (z)∫
atdF (z)

=
Xt

at
=
Xt

Yt

Yt
at

= ρt
Y0

a0

.

where ρt is the R&D expenditure rate in period t as defined in Proposition 1.4. In the

economy with the exogenous borrowing constraint, the aggregate LTV ratio is fixed

over time, i.e., Λt = Λ, as long as the interest rate r is constant. This is because the

threshold ẑt does not change as we have seen. However, under the endogenous credit

constraint considered in the3 chapter, the aggregate LTV ratio, say Λ∗t , increases and

converges to its steady state value Λ∗ since ρt is increases and converges to its steady

state value; see part (iv) of Proposition 1.4.

A.4 Proofs

Proof of Lemma 1.1:

Let us suppress the time subscript for convenience. First, from the first-order condi-

tions for (k0, `0), one can notice that π0 > 0 for any given price vector, (r, w) ∈ R2
++,

since A > 0. Then, k0 > 0 and `0 > 0, so that the non-negative constraints for (k0, `0)

are not binding. Also, the first-order conditions for (k0, `0) and (k1, `1) imply that

k1 = γk0 and `1 = γ`0, and therefore, π1 = γπ0. Since x′ (z) < 0, limz→zL x (z) =∞
and limz→zH x (z) = 0, there is a unique interior solution, z∗ ∈ (zL, zH), which solves

pπ1−π0 = (pγ − 1) π0 = p (1 + i)x (z∗) for any given i ≥ 0 if, and only if, pγ−1 > 0,

or equivalently, pγ > 1. �

Proof of Lemma 1.2:

Let us suppress the time subscript for convenience. Since the objective function is

borrowing constraint. For example, if an entrepreneur is allowed to self-finance through his own
saving, then he will be eventually able to conduct profitable R&D investment by accumulating
necessary funds for the investment. This results in the realistic trend of the investment rate, which
is increasing along with economic development; see Buera and Shin (2013) for details.
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linear in the choice variables, the optimal borrowing rate 1 + i should be minimized

while satisfying both (PC) and (IC). Note that π1− [1 + i(z)]x (z) ≥ π0 ∀z ∈ [z∗, zH ]

and π0 > 0 since A > 0. This implies that π1 > 0. Also, 1 + i(z) ≥ 1 + r − δ should

be satisfied, so that 1 + i(z) > 0 since 1 + r− δ > 0. Then, we can replace (PC) and

(IC) with the following inequality:

p

(1− p)µ
x (z) (1 + i (z))− 1 + r − δ

(1− p)µ
x (z) ≥ x (z)

π1

(1 + i (z)) (A.1)

It is easily shown that if inequality (A.1) is satisfied, there exists a η (z) satisfying

(IC). More specifically, if the LHS is equal to the RHS, there exists a unique η(z)

such that (IC) holds with equality. Rearranging inequality (A.1) yields:

[pπ1 − (1− p)µ] (1 + i) ≥ π1 (1 + r − δ) (A.2)

Hence, we must assume that pπ1 − (1− p)µ > 0 as in Assumption 2 since both

the RHS of inequality (A.2) and 1 + i(z) are strictly positive. In reverse, once

1 + i ≥ 1 + r − δ is satisfied, Assumption 2 must be satisfied; note that π1 > 0.

Then, to minimize (1 + i), inequality (A.2) should hold with equality, resulting in

equation (1.1). Since inequality (A.2) holds with equality, (IC) also holds with

equality, yielding equation (1.2). Then, η ≥ 0 ∀z ∈ [zL, zH ] by Assumption 2. Finally,

we must check whether or not 1 ≥ η ∀z ∈ [z∗, zH ]. First note that η = (1 + i)x/π1

from equations (1.1) and (1.2). Since p{π1− (1 + i)x} ≥ π0 ∀z ∈ [z∗, zH ] and π0 > 0

, 1 > η. In sum, η ∈ [0, 1) ∀z ∈ [z∗, zH ] as desired. �

Proof of Proposition 1.1:

Note first that k1,t = γk0,t and l1,t = γl0,t. Then, from the law of large numbers, we

have:

Kt ≡
∫
ki,t (z) dF (z) =

[
pγ
{

1− F
(
z∗t−1

)}
+ F

(
z∗t−1

)]
k0,t

Lt ≡
∫
`t (z) dF (z) =

[
pγ
{

1− F
(
z∗t−1

)}
+ F

(
z∗t−1

)]
`0,t
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Hence, (
Kα
t L

1−α
t

)v
=
[
pγ
{

1− F
(
z∗t−1

)}
+ F

(
z∗t−1

)]v (
kα0,t`

1−α
0,t

)v
(A.3)

Since Yt ≡
∫
yt (z) dF (z) =

[
pγ
{

1− F
(
z∗t−1

)}
+ F

(
z∗t−1

)]
A1−v
t−1

(
kα0,t`

1−α
0,t

)v
, equa-

tion (A.3) yields:

Yt ≡
([
pγ
{

1− F
(
z∗t−1

)}
+ F

(
z∗t−1

)]
At−1

)1−v (
Kα
t L

1−α
t

)v
Finally, from the perfect competition in the factor markets, we have:

wt = v (1− α)A1−v
t−1 k

vα
0,t`

v(1−α)
0,t `−1

0,t

and observe that:

∂Yt
∂Lt

= v (1− α)
[
pγ
{

1− F
(
z∗t−1

)}
+ F

(
z∗t−1

)]1−v
A1−v
t−1

(
Kα
t L

1−α
t

)v
L−1
t

= v (1− α)A1−v
t−1 k

vα
0,t`

v(1−α)
0,t `−1

0,t = wt

where we use equation (A.3) for the second equality. Note also that ∂Yt/∂Lt =

v (1− α)Yt/Lt. The same argument can be applied for the remaining part. �

Proof of Corollary 1.1:

Since π1 is decreasing in µ (see (iii) of Proposition 1.2), the interest rate spread,

∆ ≡ pπ1/ [pπ1 − (1− p)µ], is increasing in µ. �

Proof of Proposition 1.2:

Without loss of generality, we let L0 = 1 for simplicity. Since rt is fixed at r in a

steady state, from equation (1.12), we have:

r = αv [A−1ψ (z∗)]1−v kαv−1

Then, the capital per efficiency unit of labor in the steady state, k, is given by:

k =
(αv
r

) 1
1−αv

[A0ψ (z∗)]
1−v
1−αv (A.4)
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From the entrepreneur’s profit maximization problem, we have the following funda-

mental equation that determines z∗ for any given (A0, r):(
pγ − 1

pγ

)[
pγ (1− v)

(αv
r

) αv
1−αv

A
1−v
1−αv
0 [ψ (z∗)]

−v(1−α)
1−αv − (1− p)µ

]
= (1 + r − δ)x (z∗, A0)

(A.5)

The RHS is continuous at any z ∈ [zL, zH ] while strictly decreasing from infinity

to zero; recall that xz (z, A) < 0, limz→zL x (z, A) = ∞ and limz→zH x (z, A) = 0.

Meanwhile, ψ′ (z∗) < 0 and ψ (zL) = pγ > 1 and ψ (zH) = 1, implying that the

LHS is continuous at any z ∈ [zL, zH ] while strictly increasing in z∗. Now, note that

z∗ > zL since limz→zL x (z, A) =∞. Meanwhile, z∗ ≤ zH if, and only if,

pγ (1− v)
(αv
r

) αv
1−αv

A
1−v
1−αv
0 [ψ (z∗)]

−v(1−α)
1−αv = pπ1|z∗=zH ≥ (1− p)µ

The inequality is satisfied by the assumption that pπ1− (1− p)µ > 0 in any equilib-

rium to guarantee i ≥ r− δ. Hence, z∗ ∈ (zL, zH). Finally, the LHS shifts downward

when µ increases, so that z∗ increases in µ, so does ψ. Then, both k and y decrease

in µ, respectively, from equations (A.4) and (1.8). Since Y = yL, Y is also decreasing

in µ. This means that ŷ = Y/N̂ is also decreasing in µ. Finally, from equations (1.9)

and (1.10), πi (i = 1, 2) is decreasing in µ. �

Proof of Proposition 1.3:

We let ϕt ≡ (At/Lt)
1−v for convenience. First, from equation (1.12), we have:

rt = αvϕtk
αv−1
t

Hence, kt is given by:

kt =

(
avϕt
rt

) 1
1−αv

(A.6)

First note that ϕt ≡ (A0/L0)1−v ≡ ϕ where ϕ is a constant due to the assumption

that gL,t = gA,t ∀t ≥ 0 for stationary growth. Then, gk = 1 since gr = 1 in the

stationary state; see Definition 1.3. To show gw = 1, observe equation (1.11) to

149



have:

wt = (1− α) vϕkavt

which means that gw = 1 in the long run since gk = 1, and this is consistent with the

definition of long-run growth steady state. Also, from equation (1.8), y = ϕkαv, and

therefore, gy = 1, proving (ii). To prove (iii), suppose that gz∗ = 1; we will verify

this later. Then, gA = ψ (z∗) from equation (1.13), and hence, gL = ψ (z∗). Now,

recall that Yt ≡ ytLt, implying that gY = gL = ψ (z∗). To prove (iv), note that:

π0,t = (1− v)ϕt
[
ψ
(
z∗t−1

)]−1
Ltk

av
t = (1− v)ϕtLt−1k

av
t

which is obtained from equation (1.9). Hence, gπi = ψ (z∗) (i = 1, 2) since π1,t = γπ0,t

from equation (1.10). Now, we will check that gi = 1 in the long run. From equations

(1.1) and (1.2), we have:

g(1+i) =
(1 + i)′

1 + i
=
pγπ′0
pγπ0

pγπ0 − (1− p)µ
pγπ′0 − (1− p)µ

= ψ (z∗)
pγπ0 − (1− p)µ
pγπ′0 − (1− p)µ

' ψ (z∗)
1

ψ (z∗)
= 1

where the prime denotes variables in the following period. The last approximation

holds for large enough π1, and it must hold in the long-run if π1 grows over time.

We will prove later that this is true in the long run by showing that ψ (z∗) > 1;

recall that the growth rate of πiisequaltoψ (z∗) (i = 1, 2). Hence, asymptotically,

1 + i = 1 + i′ that implies gi = 1, and therefore, g∆ = 1 from equation (1.1). We

should prove that gz∗ = 1 too. From the entrepreneur’s problem, the skill threshold

z∗ is given by:

(pγ − 1) π0 = p (1 + i)x (z∗, A)

which implies that:

(1 + i)′

1 + i
=
ψ (z∗)x (z∗, A)

x (z′∗, A′)
=
ψ (z∗)x (z∗, A)

x (z′∗, ψ (z∗)A)

since A′ = ψ (z∗)A and gπ0 = ψ (z∗) in the steady state. Since gi = 1 in the long

run, we have:

x (z′∗, ψ (z∗)A) = ψ (z∗)x (z∗, A)
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Since x (z, A) is linear in A while strictly decreasing in z, z′∗ should be equal to

z∗, implying that gz∗ = 1 in the long run. Now, we will prove the uniqueness of

the balanced growth path. First note that 1 + i = (1 + r − δ) /p in the asymptotic

stationary state, which means that limt→∞∆t = 1. The asymptotic threshold z∗

is, therefore, determined by the following equation from the entrepreneur’s profit

maximization problem:

(pγ − 1) π′0 = (1 + r − δ)x (z∗, A)

From equation (1.8), knowing that gL,t = gA,t ∀t, π′0 = (1− v)ϕLkαv. Then, from

equation (1.9), we have:

(pγ − 1) (1− v)
(αv
r

) αv
1−αv

(
A−1

L−1

) 1−v
1−αv

L = (1 + r − δ)x (z∗, A)

Finally, using the linearity of x (z, A) in A and gL,t = gA,t = ψ (z∗t ), we have:

(pγ − 1) (1− v)
(αv
r

) αv
1−αv

(
A−1

L−1

) 1−v
1−αv

= (1 + r − δ)x (z∗, A−1) (A.7)

equation (A.7) is similar to equation (A.5) but different in that the monitoring cost

µ is irrelevant to the determination of z∗. Then, it immediately follows that z∗ > zL

since limz→zL x (z, At) = ∞. Also, z∗ is below its upper bound, i.e., z∗ < zH .

This is because the LHS of equation (A.7) is pπ1 − (1− p)µ where µ = 0, while

pπ1 − (1− p)µ > 0 for guaranteeing i ≥ r − δ. Hence, z∗ is uniquely pinned down,

and it is interior of [zL, zH ]. That is, z∗ ∈ (zL, zH) ∀ (A0, L0, r). Finally, it is

straightforward to show that ψ (z∗) > 1 since the p.d.f. of skill distribution, f(·)
satisfies f(x) > 0 ∀x ∈ [zL, zH ]. �

Proof of Corollary 1.2:

The asymptotic skill threshold z∗ is determined by equation (A.7). Note that z∗

is independent of µ since equation (A.7) does not include µ. Note now that the

gross growth rate ψ (z∗t ) is solely dependent on z∗t , the asymptotic growth rate is

independent of µ. �
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Proof of Corollary 1.3:

On the transition phase, z∗t is determined by the following equation, which is analo-

gous to (A.5):

(
pγ − 1

pγ

)[
pγ (1− v)

(
αv

rt+1

) αv
1−αv

(
At
Lt+1

) 1−v
1−αv

Lt+1 [ψ (z∗t )]
−v(1−α)
1−αv − (1− p)µ

]
= (1 + rt+1 − δ)x (z∗t , At)

which is rewritten as follows:(
pγ − 1

pγ

)[
pγ (1− v)

(
αv

rt+1

) αv
1−αv

(
A−1

L−1

) 1−v
1−αv

Lt − (1− p)µ

]
= (1 + rt+1 − δ)x (z∗t , At)

since gA = ψ (z∗t ), and gL,t = gA,t. From Lemma 1.1, z∗t is uniquely pinned down

given any vector of (At, Lt, rt+1). Then, one can notice that an increase in µ shifts

the LHS downward, so that z∗t is increasing in µ, implying that the gross growth rate

in period t, ψ (z∗t ), is decreasing in µ. Meanwhile, we have the following equation

from (A.6):

kt+1 =

(
αvϕ

rt+1

) 1
1−αv

(A.8)

which implies that kt+1 is independent of µ. Also, from equations (1.9) and (1.10),

πi,t+1 (i = 0, 1) is decreasing in z∗t and hence, decreasing in µ as well; recall that z∗t is

increasing in µ. This proves (iii). Therefore, ∆t is increasing in µ by equation (1.1).

From Proposition 1.1, gY,t = ψ (z∗t ), so that gY,t is decreasing in µ. Hence, gŷ,t is also

decreasing in µ since it is monotone increasing in gY,t. �

Proof of Proposition 1.4:

(i) The asymptotic convergence is trivial from the proof of Proposition 1.3. To prove

the decreasing property, one can use the fact from the proof of Corollary 1.3 that z∗t
is determined by the following equation for all t ≥ 0:(
pγ − 1

pγ

)[
pγ (1− v)

(αv
r

) αv
1−αv

(
L
v(1−α)
t A1−v

t

) 1
1−αv − (1− p)µ

]
= (1 + r − δ)x (z∗t , At)
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where we let rt be constant at r ∀t ≥ 0. Then, we have:

ψ (z∗t )x
(
z∗t+1, At

)
= x

(
z∗t+1, At+1

)
= (1 + r − δ)−1

(
pγ − 1

pγ

)[
pγ (1− v)

(αv
r

) αv
1−αv

(
L
v(1−α)
t+1 A1−v

t+1

) 1
1−αv − (1− p)µ

]
≡ R−1X1

[
C2

(
L
v(1−α)
t+1 A1−v

t+1

) 1
1−αv − (1− p)µ

]
where R ≡ 1 + r − δ, C1 ≡ (pγ − 1) / (pγ) and C2 ≡ pγ (1− v). Hence, we obtain:

x
(
z∗t+1, At

)
= {ψ (z∗t )}

−1R−1C1

[
C2

(
L
v(1−α)
t+1 A1−v

t+1

) 1
1−αv − (1− p)µ

]
= {ψ (z∗t )}

−1R−1C1ψ (z∗t )

[
C2

(
L
v(1−α)
t A1−v

t

) 1
1−αv − {ψ (z∗t )}

−1 (1− p)µ
]

> R−1C1

[
C2

(
L
v(1−α)
t A1−v

t

) 1
1−αv − (1− p)µ

]
= x (z∗t , At)

where the second equality holds since gL,t = gA,t = ψ (z∗t ). Then, we have:

x
(
z∗t+1, At

)
> x (z∗t , At) ∀t ≥ 0

which implies z∗t+1 < z∗t ∀t ≥ 0.

(ii): This is straightforward from (i) of Proposition 1.4. The convergence holds by

the continuity of ψ in z∗.

(iii): Note that, given any constant r over time, gk,t = 1 ∀t ≥ 0 from equation (A.8).
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Hence, let us denote kt by k ∀t ≥ 0. Then, we have:

ιt ≡
It
Yt
≡ Kt − (1− δ)Kt−1

Yt

=
Lt
Yt

(
1− 1− δ

ψ
(
z∗t−1

)) k
=

(
A−1

L−1

)v−1
(

1− 1− δ
ψ
(
z∗t−1

)) k1−αv

<

(
A−1

L−1

)v−1(
1− 1− δ

ψ (z∗t )

)
k1−αv = ιt+1

where we use Lt−1/Lt = 1/ψ
(
z∗t−1

)
, and kt = kt−1 = k in the second equality.

The third equality holds since Yt/Lt = (At/Lt)
1−v kαvt from Proposition 1.1 with the

assumption that gA,t = gL,t ∀t ≥ 0. Now, note that 1− (1− δ) /ψ
(
z∗t−1

)
> 0 ∀t ≥ 0

since ψ
(
z∗t−1

)
> 1 ∀t ≥ 0; from Lemma 1.1, z∗t is an interior solution ∀t ≥ 0, implying

that ψ (z∗t ) > 1 ∀t ≥ 0 since f(z) > 0 ∀z where f(z) is the p.d.f. of the skill z. Also,

we know from part (i) of Proposition 1.4 that z∗t decreases over time, and therefore,

ψ (z∗t ) > ψ
(
z∗t−1

)
, proving that ψ (z∗t ) increases ∀t ≥ 0. The convergence is obvious

by the continuity of ι in z∗; recall that ψ(z) is continuous at any z.

(iv): Note first that:

ρt+1 ≡
Xt+1

Yt+1

>
Xt

Yt
≡ ρt ⇔ gX,t ≡

Xt+1

Xt

>
Yt+1

Yt
≡ gY,t

From Proposition 1.1 with the result from the proof of (iii) of Proposition 1.4 such

that gk,t = 1 ∀t ≥ 0 under a constant interest rate r, one can show that: gY,t = ψ (z∗t )

∀t ≥ 0. Meanwhile, we also have:

gX,t ≡
Xt+1

Xt

=

∫ zH
z∗t+1

x (z, At+1) dF (z)∫ zH
z∗t

x (z, At) dF (z)
=
ψ (z∗t )

∫ zH
z∗t+1

x (z, At) dF (z)∫ zH
z∗t

x (z, At) dF (z)
> ψ (z∗t ) = gY,t

where the third equality comes from the linearity of x (z, A), and the last inequality

comes from z∗t+1 < z∗t from the part (i). Hence, ρt+1 > ρt ∀t. The convergence holds
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by the continuity of ρ at any z.

(v): From equation (1.13) and gA,t = gL,t = ψ
(
z∗t−1

)
, we have:

yt =
A−1

L−1

kαv

Notice first from the proof of (iii) of Proposition 1.4 that k is time-invariant when

r is time-invariant. Hence, yt is also time-invariant. Also, from Proposition 1.1,

wt = v (1− α)Yt/Lt = v (1− α) yt, implying that wt is also time-invariant. Then,

the saving, which can be defined by the saving function, st ≡ s (rt+1, wt), is time-

invariant too. Knowing it all, from equation (1.5), we obtain:

θt ≡
Bf
t

Yt
= k + ρt −

s(k)

yψ
(
z∗t−1

) < k + ρt+1 −
s(k)

yψ (z∗t )
≡
Bf
t+1

Yt+1

= θt+1

where ρt ≡ Xt/Yt. We know from (ii) and (iv) of Proposition 1.4 that both ρt

and ψ
(
z∗t−1

)
are increasing over time, converging to its respective asymptotic value.

Hence, θt ≡ Bf
t /Yt is increasing ∀t ≥ 0. The convergence is trivial by the continuity.

�

Proof of Proposition 1.5:

One can solve for the threshold z∗t by the following equation:

(pγ − 1)Et [π0,t+1] = (1 + rt+1 − δ)x (z∗t , At)Et [∆t+1] (A.9)

where π1 (st+1) = γ (1− v)
(

αv
rt+1

) αv
1−αv [

L−1
t+1ψ (z∗t )

]−v(1−α)
1−αv Ã

1−v
1−αv
t and π0 (st+1) = γ−1π1 (st+1)

from equations (1.9), (1.10) and (1.12). Then, equation (A.9) is rewritten as follows:

(
pγ − 1

pγ

) Et

[
Ã

1−v
1−αv
t

]
Et

[
Ã

1−v
1−αv
t

pγ(1−v)
(

αv
rt+1

) αv
1−αv Ã

1−v
1−αv
t −(1−p)µ

]= (1 + rt+1 − δ)x (z∗t , At) (A.10)

First, from equation (A.10), the equilibrium threshold z∗t is uniquely pinned down as

an interior point on [zL, zH ] since the LHS of equation (A.10) is strictly positive and
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independent of z. Meanwhile, the RHS of equation (A.10) is strictly decreasing in z

from infinity to zero. Note also that π0,t+1 is strictly concave in Ãt, and therefore,

the LHS of equation (A.9) is strictly decreasing in mean-preserving spread of the

random shock s. Now, suppose that there is no financial friction, i.e., µ = 0, and

hence, ∆t+1 = 1. Then, the RHS of equation (A.9) is equal to (1 + rt+1 − δ)x (z∗t , At).

In this situation, z∗t increases along with mean-preserving spread, and therefore, the

mean growth rate ψ (z∗t ) decreases with mean-preserving spread. Hence, the mean

growth rate of Yt also decreases as the volatility increases; recall that gYt+1 is strongly

monotonic in ψ (z∗t ) by Corollary 1.3. In other words, growth decreases by higher

volatility even without the financial friction. Next, to prove the amplification effect,

note that the wedge, ∆t+1 ≡ pπ1,t+1

pπ1,t+1−(1−p)µ , is strictly convex and decreasing in π1,t+1,

while π1,t+1 is strictly concave in Ãt. This implies that pπ1,t+1

pπ1,t+1−(1−p)µ is strictly convex

in Ãt. Hence, the RHS of equation (A.9) increases with mean-preserving spread.

Hence, z∗t increases more compared to the case without the financial-friction. �

Proof of Proposition A.1:

Case 1) The case that µA (w,A) = 0 is equivalent with the baseline case that the

monitoring cost is fixed over time, i.e., gµ,t = 1 ∀t. This is because wage wt is con-

stant in the stationary state. Hence, the growth effects disappear asymptotically in

this case. Also, µA (w,A) < 0 implies that µ decreases in each period in the steady

state since ψ (z∗) > 1 implies that A continuously increases. Hence, gµ < 1, and µ

converges to its lower bound, 0; recall that µ is assumed to be greater than zero.

Hence, the economy asymptotically boils down to the standard growth model with-

out the financial friction, so that the growth effects disappear in the long run.

Case 2) (i) In this case, it is trivial to show that gµ,t ∈ (1, gπi,t) ∀t ≥ 0. We now

let εt ≡ gπ1,t/gµ,t > 1 ∀t ≥ 0. Then, ∀M > 0, ∃T > 0 such that π1,t/µt+1 >

M ∀t > T since one can choose any T > 0 satisfying that
¯
εT+1 > Mµ0/π1,0

where
¯
ε ≤ min {ε1, ε2, · · · εT+1}. Then, by picking an arbitrary large M such that

µt+1/π1,t = 1/M ' 0, we have the following result for large enough t > T satisfying

that µt+1/π1,t ' 0:

g(1+i) =
pπ′1
pπ1

pπ1 − (1− p)µ
pπ′1 − (1− p)µ′

= ψ (z∗)
p− (1− p)µ/π1

pπ′1/π1 − (1− p)µ′/π1

' ψ (z∗)
1

ψ (z∗)
= 1
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which implies gi = 1 asymptotically. Then, we can prove gz∗ = 1 by using the same

method applied to the proof of Proposition 1.3. Finally, µt+1/π1,t+1 ' 0 for any

t > T since µt+1/π1,t ' 0 ∀t > T and π1,t+1 > π1,t. Hence, the determination of the

asymptotic threshold z∗ is irrelevant to the monitoring cost.

Case 2) (ii) In this case, it is straightforward that gπ1,t = gµ,t ∀t ≥ 0. Hence, the

equation that determines z∗ becomes different from equation (A.7), and it is given

by:

pγ − 1

pγ

[
pγ (1− v)

(αv
r

) αv
1−αv

(
A−1

L−1

) 1−v
1−αv

− (1− p)µ0

]
= (1 + r − δ)x (z∗, A−1)

where z∗ is decreasing in the initial monitoring cost µ0. Hence, the initial monitoring

cost reduces the long-term growth rate ψ (z∗) in the steady state.

Case 2) (iii) In this case, gµ,t > gπi,t = ψ (z∗t ) > 1. Hence, 1+ i grows faster than π1

over time while assuming that Assumption 2 is still satisfied. Then, the equilibrium

threshold z∗t ∈ (zL, zH) must decrease over time, converging to its minimum value, zL.

This, in turn, implies that the growth rate of the economy converges to ψ (zL) = 1,

meaning no-growth in the stationary state. �

A.5 Empirical Analysis with Split Sample

In Section 1.4, we verify the asymptotic irrelevance hypothesis by using the inter-

action term between the (adjusted) interest rate spread and initial income. The

coefficient of the interaction term is estimated positive, meaning that the negative

growth impact of the financial friction gets smaller as the economy is initially richer.

In this appendix, we corroborate this argument through regression with two split

samples. We divide the total sample into two sub-samples according to whether

a given country has higher or lower GDP per capita than the median of the total

sample.

With the two sub-samples, we use the following econometric framework to esti-
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mate the direct growth effect of the financial friction for each group:

ḡGŷ,i = XG′

i θ̂̂θ̂θ + β̂G ¯̃∆G
i + εGi

G is the index for the two sub-samples such that G ∈ {P,R} where P and R denote

the sub-sample for countries whose initial incomes are below (poor) and above (rich)

the median, respectively. Then, to be consistent with the asymptotic irrelevance

hypothesis, the estimate of β̂G needs to be statistically significant ∀G ∈ {P,R} and

the following inequalities must hold: β̂P < β̂R < 0. In words, the negative growth

effect led by the unit change of the interest rate spread ¯̃∆ gets smaller when the

economy is richer.

The estimation results are summarized in Table A.2. We notice from regressions

(2) and (3) that the estimate of β̂G is statistically significant ∀G ∈ {P,R} and

β̂P < β̂R < 0. This means that the financial friction decreases the long-term growth

rate of GDP per capita and this negative impact on growth is more severe when

the initial income is relatively low. As already mentioned, this is consistent with

the estimation result in Section 1.4 where the empirical analysis is done with the

interaction term.

The same estimation approach can be applied to growth of the TFP. That is, we

can estimate the direct growth effect on the TFP by using the average growth rate

of the TFP for the dependent variable. The estimation results are the same; from

regressions (5) and (6), we find that β̂G is statistically significant ∀G ∈ {P,R} and

β̂P < β̂R < 0. Hence, the estimation results from regressions (2), (3), (5) and (6)

support the asymptotic irrelevance hypothesis for TFP growth as well.

A.6 Empirical Analysis with Credit Ratio

The ratio of private credit to GDP has been commonly used in many empirical

studies as a measure of financial development.14 Although the interest rate spread is

14 For instance, King and Levine (1993), de Gregorio (1996), Levine, Loayza and Beck (2000),
AHM and AABM among others. However, Čihák, Demirgüç-Kunt, Feyen and Levine (2013) argue
that this commonly used measure does not provide sufficient information in the assessment of
financial development in a country. They, therefore, construct a new cross-country database that
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Table A.2: Regressions with Split Sample (OLS)

Panel A. Dependent Variable: Average Growth Rate of GDP per capita (%)

Full Sample Below Median Above Median

(1) (2) (3)

Independent Variable N = 74 N = 37 N = 37

Interest Rate Spread −.322∗∗∗ −.317∗∗∗ −.200∗∗

(.057) (.078) (.008)

Initial Income −1.876∗∗∗ −2.045∗ −2.697∗∗∗

(.430) (1.101) (.819)

Initial Human Capital .975∗ 1.372 .701
(.537) (.929) (.558)

Population Growth −.175 −.804∗ .028
(.173) (.434) (.090)

R2 .444 .584 .345

Panel B. Dependent Variable: Average Growth Rate of the TFP (%)

Full Sample Below Median Above Median

(4) (5) (6)

Independent Variable N = 74 N = 37 N = 37

Interest Rate Spread −.203∗∗∗ −.194∗∗∗ −.130∗

(.041) (.055) (.070)

Initial Income −.691∗∗∗ −.810∗∗ −.996∗∗∗

(.136) (.653) (.435)

Initial Human Capital 1.291∗∗∗ 1.550∗∗ 1.130∗∗

(.390) (.653) (.435)

Population Growth .128 −.348 .294∗∗

(.126) (.305) (.131)

R2 .675 .514 .534

Note: All regressors are the averages over the sample period of 1980–2010. Initial
income and human capital are taken for 1980. Initial income is logged GDP per capita.
“Below (Above) Median” is for a country, the initial income of which is below (above) the
median. We excluded any country from the regressions either when the number of data
points of the interest rate spread is smaller than 20, which is two thirds of the total number
of data points over the sample period, 1980–2010, or when the average interest rate spread
is larger than 20%. Constant terms are not shown. Standard errors are in parenthesis.
***, ** and * significant at 1%, 5% and 10%, respectively.
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Figure A.2: Direct and Indirect Effect with Split Sample

a proper proxy for financial conditions based on our theoretical framework, we can

test all the theoretical results using the credit-to-output ratio instead of the interest

rate spread.

To do that, we can rewrite the econometric specification used in Section 1.4 as

follows:

ḡŷ,i = X′iθ̃̃θ̃θ + α̃σi + β̃φi + γ̃φiσi + δ̃φi log ŷ1980,i + εi

where φi is the average of annual credit-to-output ratios (%) over the sample period,

1980–2010. Similarly, the same hypotheses for TFP growth can also be tested. For

the credit ratio during the sample period, {φi,t}, we use the the World Bank Dataset

for the domestic credit to the total output (% of GDP).

In our model, the credit-to-output ratio in period t is defined such that φt ≡
(Xt + It) /Yt×100 where X and I are the R&D and capital investments, respectively.

Then, from parts (iii) and (iv) of Proposition 1.4, φi,t is decreasing in the monitoring

cost µ during the transition phase. Hence, φi,t must negatively correlates with the

interest rate spread ∆̃i,t (recall that ∆̃i,t is increasing in µi). This implies that β̃ and

includes a rich set of dimensions on financial conditions.
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γ̃ must be positive while δ̃ must be negative to be consistent with the theoretical

results. To check if it is true, we conduct OLS regressions, and the results are

presented in Table A.3. As indicated in the table, both β̃ and γ̃ are positive, while

δ̃ is negative. All estimates are statistically significant at either 1% or 5%, implying

validity of the theoretical conclusions again. Therefore, we have another evidence for

the theoretical results from the commonly used proxy for financial conditions: the

credit-to-output ratio.
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Table A.3: Regressions with Credit-to-Output Ratio (OLS)

Dependent Variable: Average Growth Rate (%) GDP per capita TFP

(1) (2)

Independent Variable N = 109 N = 109

Credit-to-Output Ratio .112∗∗∗ .065∗∗

(.037) (.027)

Credit-to-Output Ratio × Volatility .006∗∗∗ .004∗∗∗

(.002) (.001)

Credit-to-Output Ratio × Initial Income −.028∗∗∗ −.007∗∗∗

(.009) (.003)

Volatility −.238∗∗∗ −.170∗

(.071) (.052)

Initial Income −.718 −.408∗∗∗

(.483) (.152)

Initial Human Capital .672 981∗∗∗

(.430) (.312)

Population Growth −.224 .120
(.158) (.113)

R2 .429 .398

Note: All regressors are averages over 1980–2010 period. Volatility is the standard deviation of %
growth rates. Initial income and human capital are taken for 1980. Initial income is logged GDP per
capita. Constant terms are not shown. Standard errors are in parenthesis. ***, ** and * significant at 1%,
5% and 10%, respectively.



Appendix B

Appendix for Chapter 2

B.1 Details of the Empirical Analysis

The Hofstede individualism index

Given at least 40 respondents in each country for the two international surveys by

IBM, Hofstede constructed measures for five different dimensions of culture for 50

countries with three multicountry regions. The five dimensions are Individualism,

Power Distance, Uncertainty Avoidance, Masculinity and Long-term Orientation.

Most of the 50 countries have more than 200 respondents in the first and second

round surveys combined. The culture measure has been updated by new waves of

surveys and subsequent studies using a similar set of questionnaires to that used in

the original surveys, and it now covers 102 countries.1

To construct the individualism index, Hofstede chose 14 survey questions related

to “work goals,” which are conceptually consistent with the notion of individual-

ism/collectivism. Among these, only 9 questions were used to calculate the indi-

vidualism score from the factor analysis; only the 9 questions’ factor loadings —

the square root of relative explanatory power — are higher than 0.35 (35%). From

the factor analysis results, he categorized the 9 questions into positive and negative

groups that are positively and negatively correlated with the notion of individualism,

1 The most recent version of the data can be found at http://www.geert-hofstede.com.
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respectively, in order to calculate the individualism score.2

Then, is it reliable as a measure of culture? It has been in fact validated in

many subsequent studies. For example, across various studies and measures of in-

dividualism, the UK, the USA and Netherlands are consistently among the most

individualistic countries, while Pakistan, Nigeria and Peru are among the most col-

lectivist countries (Gorodnichenko and Roland, 2017). More surprisingly, a survey

conducted by Chinese scholars — not by Western scholars — in 1979, which overlap-

ping 20 countries with Hofstede’s sample countries, obtained very similar results to

the Hofstede individualism index despite the completely different questions, differ-

ent populations, different time periods, and different mix of countries (Hofstede and

Bond, 1988). Furthermore, the IBM surveys were translated into local languages to

prevent cultural biases in the way questions are framed (Gorodnichenko and Roland,

2017). For these reasons, the Hofstede individualism index have been widely used in

various fields.

Culture-Innovation relationship

Gorodnichenko and Roland (2017) conduct cross-country OLS regressions controlling

for many relevant explanatory variables, including protection of property rights as a

proxy for the institutional quality, to show that the number of patents per million

population tends to be bigger as a country is more individualistic. Furthermore, they

provide evidence that the same relationship also holds for the innovation performance

index, which incorporates information on the number of patents and alternative

indicators such as royalty and license fees.3,4

2 The positive and negative groups consist of four and five questions, respectively. One can refer
to the Chapter 5 in Hofstede (2001) for more details on how he constructed the individualism index.

3 Gorodnichenko and Roland (2017) also show that the TFP level is higher in a more individu-
alistic country, which is also consistent with their empirical findings.

4 Similarly, Shane (1992) investigates the positive relationship between individualism and inno-
vation by using the Hofstede culture indices. He notes that the Power Distance Index (PDI), which
is also one of the culture dimensions measured by Hofstede, has the strong negative relationship
with the individualism index. Then, he concludes that individualism encourages innovation by
showing that the number of patents correlates negatively with PDI. This may be attributable to
the tendency that innovation needs “good support” — permissions, authorizations and etc. — from
hierarchy in a high PDI society [Shane et al. (1995)].
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Acemoglu et al. (2015) define the concept of creative innovation that proxies

for qualitative aspects of innovation rather than quantitative ones. It consists of

a set of sub-indices: Innovation Quality, Superstar Fraction, Tail Innovation and

Generality (or Originality). In the cross-country regressions controlling for various

explanatory variables, all of the qualitative measures of innovation are consistently

higher in a more individualistic country where the Hofstede individualism score is

higher. In sum, innovation is more encouraged by individualism both quantitatively

and qualitatively.

For the micro-evidence within a country, as argued by Gorodnichenko and Roland

(2017), the USA is a particularly appropriate research object since there are various

ethnicities in the country, and occupational opportunities are relatively open for

peoples of all origins and cultures. We use 5 percent public micro data (IPUMS)

of the U.S. Census in 2000 to obtain the data of ethnicity, age, gender, birth place,

educational attainment, marital status, English proficiency, citizenship and school

attendance. To avoid potential biases, our sample includes only employed males.

We also drop respondents from the sample if they are younger than 25 or older than

65. The identification method is basically the same as the one in Gorodnichenko and

Roland (2017). We estimate the following probit in the first step:

ROOi = Φ(X′iβββ + ΣkαkDik + εi)

where i and k are individuals and ethnic groups, respectively; the ethnicity is the

respondent’s self-reported country of ancestry in the 2000 census. ROO is a dummy

variable equal to one if an individual has a research-oriented occupation and zero

otherwise. D is a set of dummies of each ethnicity, and X includes controls such

as age, age squared, education attainment, marital status, citizenship, English pro-

ficiency, and school attendance.5 Also, we consider four sub-samples for a more

comprehensive analysis. The number of observations for the sub-samples in the first

stage probit regression ranges from 426,492 to 1,759,246.

5 Following Gorodnichenko and Roland (2017), the ethnicity variable for the UK is dropped
since the UK is the second most individualistic country in the sample.
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In the second step, we estimate the following specification by OLS:

α̂k = γ + θINDk + εk

where α̂k is the estimated coefficient for k th ethnicity that indicates the explanatory

power of k th ethnicity in the propensity to choose research-oriented jobs. IND is

the Hofstede individualism score. Table B.1 summarizes the estimation results. As

seen in the table, the estimates of θ are significant and positive in all regressions.

For the case of Italian immigrants to the USA, we use the IPUMS US census 1980

since it includes information about which province an Italian immigrant came from,

one can exploit the same probit regression already used. Since southern Italy can be

defined either widely or narrowly in terms of the regions as depicted in Figure B.2,

we conduct the probit regression separately for each of the two cases.

As seen in Table B.2, we notice that the same result also holds for the Italian

immigrants; an immigrant from northern Italy is more likely to have a research-

oriented job than an immigrant from southern Italy. Accordingly, we can argue that

an individual is more (less) likely to voluntarily choose a research-oriented job if

he is an individualist (a collectivist), and this suggests that an individualist has a

comparative advantage in innovation compared to a collectivist.

Culture-Growth relationship

The OLS regression results are shown in Table B.3. As seen in the table, indi-

vidualism increases the average growth rate over the sample period even when we

control continent-specific differences by adding continent dummies. Since cultures

also change over time according to the development of society, the endogeneity prob-

lem needs to be addressed, especially for long periods of time. For this, we use

historical pathogen prevalence such as malaria, dengue and etc. as an instrument

variables following Gorodnichenko and Roland (2017).6,7

6 Fincher et al. (2008) argue that pathogen prevalence may require collectivist behaviors such
as extended nepotism and in-group care more generally, resulting in strong positive correlations
between prevalence and collectivism. One can find details of how the data was constructed from
Fincher et al. (2008).

7 Gorodnichenko and Roland (2017) advocate the use of the historical pathogen prevalence as
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As demonstrated in Table B.3, we have the same results in all IV regressions.

However, a word of caution follows; the IV turns out “weak” in that the first stage

F-stats are less than 10, which is the rule of thumb criterion suggested by Staiger and

Stock (1997). In this case, one can employ the Anderson-Rubin (AR) test, which is

an inference robust to weak instrumental variables. Using the AR test, we find that

all estimates on the instrumented variables are still statistically significant at least

at the 10% level.8

Table B.4 summarizes the estimation results with the PWT data. The results

also indicate the same pattern as that we have already seen using the Maddison data;

individualism increases the average growth rate over the sample period. The TFP

growth rate increases with individualism, which is consistent with the observation

that individualism is more beneficial for innovation than collectivism. The results

are the same in the IV regressions using the historical pathogen prevalence. Also,

the estimates are significant when using the AR test, and hence, robust to the weak

instrument.

Culture-Institutions relationship

Table B.5 provides the OLS regression results for the interactions between individ-

ualism and property rights. The protection against expropriation risk is taken from

the International Country Risk Guide and averaged between 1985 and 2009. An-

other measure of protection of property rights is taken from Gwartney et al. (2015),

which is averaged over 1995 and 2009.9 To address the endogeneity issue arising

an instrument in cross-country income regressions since health variables that may or may not affect
income, e.g., life expectancy, are not significantly correlated with historical pathogen prevalence.
In line with this, Fincher et al. (2008) report that variations in the average life expectancy cannot
be attributed to variations in the historical pathogen prevalence.

8 When IVs are weak under the assumption of normal errors, one can also use the conditional
likelihood ratio (CLR) test developed by Cruz and Moreira (2005) to achieve more reliable statistics
since it is known that the CLR test is more powerful than the AR test among a class of two-sided
tests; see Andrews et al. (2006). Although we do not report the estimation results, we have similar
results when using the CLR test, assuming homoskedasticity. However, even when the estimates
are significant under the weak instruments robust tests, the finite sample bias of 2SLS estimators
becomes severe with weak instruments, and hence, there could be substantial bias in the estimates;
see Cruz and Moreira (2005).

9 This is because the earliest available year for the data is 1995.
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from a two-way interaction, we use the historical pathogen prevalence for the effect

from individualism to property rights while using the Acemoglu et al. (2001) settler

mortality rate for the reverse effect as in Gorodnichenko and Roland (2017). As

expected, the Hofstede individualism score correlates positively with both the pro-

tection against expropriation risk and the protection of property rights. The results

still hold in the IV regressions. The estimates are also significant under the AR test,

and thereby, robust to the weak instrument.
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Table B.1: Propensity to Choose Research-Oriented Occupations Using IPUMS US
2000 Census (OLS)

All Persons All Persons w/ Bachelor Degree

Extended controls No Yes No Yes

(1) (2) (3) (4)

Individualism .004∗∗∗ .003∗∗∗ .004∗∗∗ .004∗∗∗

(.001) (.001) (.001) (.001)

Obs. 83 83 83 83

R2 .167 .134 .176 .150

U.S. Born U.S. Born w/ Bachelor Degree

Extended controls No Yes No Yes

(5) (6) (7) (8)

Individualism .011∗∗∗ .013∗∗∗ .016∗∗∗ .016∗∗∗

(.003) (.004) (.004) (.004)

Obs. 83 83 82 82

R2 .104 .105 .166 .167

Note: The dependent variable is the set of estimated coefficients associated with the set of nation-
alities of immigrants’ ancestors. The definition of research-oriented occupations includes Life, Physical, and
Social Science Occupations (codes 160-196 in the 2000 census occupational classification system recorded
in the IPUMS variable OCC). “Individualism” is the Hofstede individualism index. Controls are age, age
squared, and dummies of college graduates and marital status. Extended controls further include dummies
of citizenship, English proficiency, and school attendance. Heteroskedasticity robust standard errors in
parentheses. *** significant at 1%.



Figure B.1: Provinces of Italy

(a) Narrow (b) Wide

Figure B.2: Two Different Definitions of Southern Italy
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Table B.2: Propensity to Choose Research-Oriented Occupations Using IPUMS US
1980 Census for Italy (Probit)

Region Narrow Wide

(1) (2)

Coeff. Avg. ME (%) Coeff. Avg. ME (%)

From northern Italy .396∗ 3.55 .350∗∗ 4.09∗∗

(.239) (2.30) (.169) (1.98)

Obs. 295 (N = 122; S = 173) 1201 (N = 122; S = 1079)

Note: The dependent variable is a dummy of research-oriented occupations; if the re-
spondent’s job is a research-oriented occupation, the dependent variable is one, and zero
otherwise. The definition of research-oriented occupations includes Life, Physical, and Social
Science Occupations (codes 160-196 in the 2000 census occupational classification system
recorded in the IPUMS variable OCC). “From northern Italy” is a dummy that is one if the
respondent’s father came from northern Italy, and zero for the respondent whose father came
from southern Italy. Coefficients associated with controls are omitted. The controls are age,
age squared, and dummies of college graduates, marital status, citizenship, school attendance
and sex. “Narrow” indicates the narrow definition of southern Italy including only four south
provinces — BA, CL, CM and PU. “Wide” is the wide definition including seven south provinces
and the Sicily island — AB, BA, CL, CM, MO, PU and SI. Northern Italy consists of eight
north provinces of EM, FR, LI, LO, PI, PR, VE and VA. “Avg. ME” indicates average marginal
effects at mean values. Heteroskedasticity robust standard errors in parentheses. ** and *
significant at 5% and 10%, respectively.
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Table B.3: Individualism and Growth Using the Maddison data (OLS)

1850 - 2005 1900 - 2005 1950 - 2005 1970 - 2005

Continent dummies No Yes No Yes No Yes No Yes

(1) (2) (3) (4) (5) (6) (7) (8)

Individualism .011∗∗ .013∗∗∗ .013∗∗∗ .017∗∗∗ .021∗∗ .023∗∗∗ .034∗∗∗ .037∗∗∗

(.005) (.004) (.004) (.004) (.008) (.006) (.010) (.008)

Obs. 49 49 66 66 89 89 85 85

R2 .420 .614 .368 .535 .463 .685 .510 .653

IV Regressions (2SLS)

1850 - 2005 1900 - 2005 1950 - 2005 1970 - 2005

Continent dummies No Yes No Yes No Yes No Yes

(9) (10) (11) (12) (13) (14) (15) (16)

Individualism .034∗∗∗ .028∗∗ .054∗ .029∗ .127∗∗ .036∗ .131∗∗∗ .061∗∗

(.012) (.011) (.030) (.015) (.050) (.021) (.045) (.024)

Obs. 48 48 65 65 88 88 84 84

R2 .161 .528 -.387 .489 -.693 .752 -.222 .739

1st. stage F-stat. 6.49 4.10 3.17 4.42 5.85 6.10 7.36 7.97

Partial R2 .243 .264 .078 .131 .085 .130 .096 .158

Note: The dependent variable is the annual average growth rate of income per capita from Maddison
(2013). “Individualism” is the Hofstede individualism index. Coefficients associated with controls are omitted.
The controls consist of initial logged GDP per capita, and geographical and religion factors. The geographical
controls are the absolute values of latitude and longitude, mean distance to the nearest river or coast, the land
productivity, and dummies of landlocked countries and small islands. The religion factor is the percentage
of population practicing major religions — Christianity, Judaism, Muslim, Hinduism, Buddhism, and Eastern
religion — in a given country in 1900 CE for (1)-(4) and (9)-(12), while the same one in 1970 CE is used
for the rest. For regressions (7), (8), (15) and (16), the average investment-to-output ratio and the average
trade-to-output ratio are further controlled. The instrument is historical pathogen prevalence. All estimates on
the instrumented variables are statistically significant at least at the 10% level when using the Anderson-Rubin
test, which is an inference robust to weak instrumental variables. Heteroskedasticity robust standard errors in
parentheses. ***, ** and * significant at 1%, 5% and 10%, respectively.
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Figure B.3: Individualism and Growth (Maddison)
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Table B.4: Individualism and Growth Using the PWT (OLS)

1970 - 2005

IV Regressions (2SLS)

Income TFP Income TFP

Continent dummies No Yes No Yes No Yes No Yes

(1) (2) (3) (4) (5) (6) (7) (8)

Individualism .031∗∗∗ .019∗∗∗ .030∗∗∗ .021∗∗∗ .095∗∗∗ .033∗ .061∗∗∗ .037∗∗∗

(.009) (.007) (.007) (.008) (.024) (.018) (.016) (.013)

Obs. 79 79 60 60 77 77 59 59

R2 .585 .746 .634 .783 .337 .744 .516 .530

1st. stage F-stat. 13.71 7.28 8.82 12.27

Partial R2 .222 .199 .255 .242

Note: The dependent variable is the annual average growth rate of income per capita from the PWT
(Ver. 8.0). “Individualism” is the Hofstede individualism index. Coefficients associated with controls are
omitted. The controls consist of initial logged GDP per capita, and the average investment and trade to output
ratios, and geographical and religion factors. The geographical controls are the absolute values of latitude and
longitude, mean distance to the nearest river or coast and the land productivity, and dummies of landlocked
countries and small islands. The religion factor is the percentage of population practicing major religions —
Christianity, Judaism, Muslim, Hinduism, Buddhism, and Eastern religion — in a given country in 1970 CE.
The instrument is historical pathogen prevalence. All estimates on the instrumented variables are statistically
significant at least at the 10% level when using the Anderson-Rubin test, which is an inference robust to weak
instrumental variables. Heteroskedasticity robust standard errors in parentheses. ***, ** and * significant at
1%, 5% and 10%, respectively.
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Figure B.5: Individualism and Property Rights
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B.2 Proofs and Derivations

Proof of Proposition 2.1:

To prove Proposition 2.1, we first prove the following lemma:

Lemma B.1 Given any (qt, ρt) ∈ [0, 1]× [0, ρ̄], the skill thresholds zSt and efficiency

units of workers and ideas (Lt, Xt) are uniquely determined in equilibrium. Also,

(zIt , z
C
t ) ∈ (0, 1]2\(1, 1) ∀(qt, ρt) ∈ [0, 1] × [0, ρ̄]. Hence, ∀ρt ∈ [0, ρ̄], zIt ∈ (0, 1) if

qt = 1, and zCt ∈ (0, 1) if qt = 0. Also, (zIt , z
C
t , Lt, Xt) are independent of At−1.

Proof. It is obvious that any solution of (zIt , z
C
t , Lt, Xt) is independent of At−1 since

At−1 is not appeared in (2.9), (2.12) and (2.13). For the rest of arguments, we drop

the time subscript for simplicity. First, we can prove that neither (zI , zC) = (0, 0)

nor (zI , zC) = (1, 1) can be supported in any equilibrium. If (zI , zC) = (0, 0), L = 0

and X > 0 from (2.12) and (2.13). Hence, x ≡ X/L >∞. Then, zS = 1 from (2.9),

which is a contradiction. If (zI , zC) = (1, 1), X = 0 and L > 0 from (2.12) and (2.13),

and thus, x ≡ X/L = 0. Then, zS = 0 from (2.9), which is a contradiction. Hence,

if there are individualists only, i.e., q = 1, then zI should be an interior solution, i.e.,

zI ∈ (0, 1). On the contrary, if there are collectivists only, i.e., q = 0, then zC ∈ (0, 1).

We now know that, in any equilibrium, L > 0 and X > 0 ∀(q, ρ) ∈ [0, 1]× [0, ρ̄],

and hence, x ≡ X/L > 0. To prove that (zI , zC) are uniquely determined ∀(q, ρ) ∈
[0, 1] × [0, ρ̄], we first notice that (zI , zC) ∈ (0, 1]2\(1, 1) is uniquely determined

∀(x, ρ) ∈ R+ × [0, ρ̄] from (2.9). Note also that both zI and zC are strictly in-

creasing in x ≡ X/L ≥ 0 ∀ρ ∈ [0, ρ̄] as long as both zI and zC are strictly smaller

than one. Finally, it is straightforward from (2.9) that zS (S ∈ {I, C}) is a contin-

uous function with respect to x. We denote the function as zS = zS(x; ρ) with ρ

being fixed at any point in [0, ρ̄]. Then, one can define a continuous function z that

maps from zC(x; ρ) < 1 to zI(x; ρ) such that zI(x; ρ) = z(zC(x; ρ)). That is, with

the function z(zC), we can calculate zI given any zC < 1. Now suppose that x in-

creases. Then, zC(x; ρ) will strictly increase as long as zC(x; ρ) < 1 since zC is strictly

increasing in x ≡ X/L ≥ 0. Then, one can notice that the function z(zC(x; ρ)) is

strictly increasing in zC as long as zI < 1 since zI(x; ρ) = z(zC(x; ρ)) and zI(x; ρ) is

strictly increasing in x given zI < 1. Meanwhile, zI will not change once it reaches

its maximum. That is, zI is independent of x if zI = 1, which, in turn, implies that

the function z(zC(x; ρ)) is independent of zC if zI = 1. In sum, zI = z(zC) ∈ [0, 1] is

weakly increasing in zC ∈ [0, 1).

Now notice from (2.12) and (2.13) that L and X are weakly increasing and
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Figure B.6: Uniqueness of the Skill Threshold

decreasing in zS (S = I, C), respectively, so that x ≡ X/L is weakly decreas-

ing in zS (S = I, C) ∀q ∈ [0, 1]. We define a continuous function x such that

x = x(zI , zC ; q). Then, by using the function z(zC), we can redefine the function x

such that x = x̂(zC ; q) ≡ x(z(zC), zC ; q) ∀zC ∈ [0, 1). Then, it immediately follows

that x̂ is weakly decreasing in zC ∈ [0, 1) ∀q ∈ [0, 1] since we already knew that z(zC)

is weakly increasing in zC ∈ [0, 1). That is, with letting zI ∈ [0, 1] vary along with

zC in the case that zC ∈ [0, 1), x decreases (weakly) from a certain positive value as

zC rises from zero; note that x > 0 if zC = 0. Then, if limzC→1 x(z(zC), zC ; q) < x̄(ρ)

where x̄(ρ) satisfies zC(x̄; ρ) = 1, there always exists a single point in the interval

(0, 1) where zC(x; ρ) and x(z(zC), zC ; q) crosses; see Figure B.6 for a graphical ex-

ample. Hence, zI is also uniquely determined by zI = z(zC(x; ρ)). On the other

hand, if limzC→1 x(z(zC), zC ; q) ≥ x̄(ρ), then zC = 1. In this case, an equilibrium

threshold, zI , solves zI(x; ρ) = x(zI , 1; q). Note that zI(x; ρ) increases strictly from

zero to one, and x(zI , 1; q) weakly decreases from a certain positive value to zero;

x > 0 if zI = 0, and since zC = 1, x = 0 if zI = 1 . Then, there should be a single

point that solves zI(x; ρ) = x(zI , 1; q). Moreover, it must be strictly smaller than

one since zC = 1; as shown in Lemma B.1, (zI , zC) = (1, 1) cannot be an equilibrium

∀(q, ρ) ∈ [0, 1]× [0, ρ̄]. Therefore, in any case, the equilibrium thresholds (zI , zC) are

always uniquely pinned down ∀(q, ρ) ∈ [0, 1]× [0, ρ̄]. Then, given the unique pair of

(zI , zC) in equilibrium, (L,X) are also uniquely determined by (2.12) and (2.13).
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It immediately follows from Lemma B.1 that there are continuous functions L :

[0, 1] × [0, ρ̄] → R++ such that Lt = L(qt, ρt) and X : [0, 1] × [0, ρ̄] → R++ such

that Xt = X(qt, ρt). Then, At is uniquely determined by (2.5) given At−1. Hence,

one can construct a continuous function A : R++ × [0, 1] × [0, ρ̄] → R++ such that

At = A(At−1, qt, ρt). With At, we can obtain Yt. Also, prices (wt, pt) ∈ R2
++ are

uniquely determined by (2.7) and (2.8). With the price vector, the government

lump-sum transfer θt is determined by (2.14), and hence, we can also solve for{
cSt+1(z)|S ∈ {I, C}, z ∈ [0, 1]

}
. In the same way,

{
cSt+2(z)|S ∈ {I, C}, z ∈ [0, 1]

}
is

derived by At along with (qt+1, ρt+1), which are exogenously given. Then, we can

solve for ∆t+1 by using At and
{
cSt+2(z)|S ∈ {I, C}, z ∈ [0, 1]

}
. Note that cSt+2(z) is a

linear function of prices, (wt+1, pt+1), which are also linear in At by (2.7) and (2.8);

Lt+1 and Xt+1 are independent of At by Lemma B.1. This implies that cSt+2(z) is

linear in At. This, in turn, implies that ∆t+1 is independent of At since ∆t+1 is a

linear function of cSt+2(z) and divided by At. However, cSt+2(z) depends on qt+1 and

the institutional quality ρt+1, so does ∆t+1. In consequence, there exists a continuous

function ∆ : [0, 1] × [0, ρ̄] → R such that ∆t+1 = ∆(qt+1, ρt+1), where ∆t+1 is scale-

invariant with respect to ∀At ∈ R++. Then, ∆t+1 is bounded both above and below

∀t ≥ 0 since, from (2.12) and (2.13), both Lt+1 and Xt+1 are bounded. Given ∆t+1,

one can solve for dSt from (2.10) and (2.11), meaning that there exist a continuous

function dS : [0, 1]2 × [0, ρ̄]→ R++ such that dSt = dS(qt, qt+1, ρt+1). From (2.10) and

(2.11), this implies further that if κ > β∆̄ ≡ βmax(q,ρ)∈[0,1]×[0,ρ̄] |∆(q; ρ)| ≥ 0, (dIt , d
C
t )

are always in the unit square, i.e., (dIt , d
C
t ) ∈ [0, 1]2 ∀(qt, qt+1, ρt+1) ∈ [0, 1]2× [0, ρ̄]. �

Proof of Proposition 2.2:

For simplicity, we drop the institutional quality ρ from below, while the argument

here is supposed to be hold ∀ρ ∈ [0, ρ̄]. From (2.3), (2.10) and (2.11), one can notice

that qt+1 solves the following function ∀qt ∈ [0, 1]:

qt+1 =

{
q+(qt+1; qt) ≡ qt + qt(1− qt)2κ̃∆(qt+1),

q−(qt+1; qt) ≡ qt − q2
t (1− qt)κ̃(−∆(qt+1)),

∆(qt+1) ≥ 0

∆(qt+1) < 0

where κ̃ ≡ βκ−1 > 0. It is convenient to define the following sets in proving Propo-

sition 2.2:

Q+ = {qt+1 ∈ [0, 1] |∆(qt+1) ≥ 0}
Q− = {qt+1 ∈ [0, 1] |∆(qt+1) < 0}
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where Qj (j = +, −) can be an empty set. Then, we can first prove the following

lemma:

Lemma B.2 Suppose that ∆(qt+1) is monotone decreasing in qt+1 ∈ [0, 1]. Then,

q̄j ≡ max(qt,qt+1)∈[0,1]×Qj q
j ≤ 1 and

¯
qj ≡ min(qt,qt+1)∈[0,1]×Qj q

j ≥ 0 (j = +,−), where

the inequalities strictly hold ∀(qt, qt+1) ∈ (0, 1)×Qj. Also, qj is monotone decreasing

in qt+1 ∈ [0, 1] (j = +,−).

Proof. Recall that κ > β∆̄ ≡ βmax(q,ρ)∈[0,1]×[0,ρ̄] |∆(q; ρ)| ≥ 0 to guarantee that

(dIt , d
C
t ) ∈ [0, 1]2. Then, qt(1 − qt)

2κ̃∆(qt+1) ≤ 1 − qt ∀(qt, qt+1) ∈ [0, 1] × Q+

since κ̃ ≡ βκ−1 > 0, and the inequality strictly holds ∀(qt, qt+1) ∈ (0, 1) × Q+.

Hence, q+(qt+1; qt) ≤ 1 ∀(qt, qt+1) ∈ [0, 1] × Q+ where the inequality strictly holds

∀(qt, qt+1) ∈ (0, 1)×Q+. Similarly, we can prove for the case of q−. Meanwhile, it is

straightforward that qj(qt+1; qt) ≥ 0 ∀(qt, qt+1) ∈ [0, 1]2 where the inequality strictly

holds ∀(qt, qt+1) ∈ (0, 1)× [0, 1]. Finally, it is obvious that qj is monotone decreasing

∀qt+1 ∈ [0, 1] since κ̃ > 0, and ∆(qt+1) is monotone decreasing in qt+1 ∈ [0, 1].

Now, we are ready to prove that the correspondence Q is a singleton if ∆(qt+1)

is monotone decreasing in qt+1 ∈ [0, 1]. Since ∆(qt+1) is monotone decreasing, we

need to consider only three different cases as follows:

Case 1) ∆(1) ≥ 0:

In this case, ∆(qt+1) ≥ 0 ∀qt+1 ∈ [0, 1], and thus, we only consider q+(qt+1; qt).

When qt = 0, only qt+1 = 0 solves qt+1 = q+(qt+1; 0). When qt = 1, only qt+1 =

1 solves qt+1 = q+(qt+1; 1). When qt ∈ (0, 1), q+(qt+1; qt) is monotone decreasing

from 1 > q̄+ ≥ q+(0; qt) to q+(0; qt) ≥
¯
q+ > 0; see Lemma B.2. Meanwhile, qt+1

is monotone increasing from 0 to 1, and hence, there exists a unique fixed point

qt+1 ∈ (0, 1) such that qt+1 = q+(qt+1; qt) ∀qt ∈ (0, 1).

Case 2) ∆(0) ≤ 0:

In this case, ∆(qt+1) ≤ 0 ∀qt+1 ∈ [0, 1], and thus, we only consider q−(qt+1; qt);

note that q+ = q− if ∆(qt+1) = 0. Similarly to Case 1, when qt = 0, only qt+1 = 0

solves qt+1 = q−(qt+1; 0). Also, when qt = 1, only qt+1 = 1 solves qt+1 = q−(qt+1; 1).

For qt ∈ (0, 1), we can show that there exists a unique fixed point qt+1 ∈ (0, 1) such

that qt+1 = q−(qt+1; qt) ∀qt ∈ (0, 1) by applying the same method used for Case 1.

Case 3) ∆(0) > 0 and ∆(1) < 0:

In this case, it is straightforward that ∃!q̄ ∈ (0, 1) such that ∆(q̄) = 0 where

∆(qt+1) ≥ 0 ∀qt+1 ∈ Q+ = [0, q̄] and ∆(qt+1) < 0 ∀qt+1 ∈ Q− = (q̄, 1]. Hence, for

any given qt ∈ [0, 1], we need to consider q+(qt+1; qt) ∀qt+1 ∈ Q+, and q−(qt+1; qt)
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otherwise. When qt = 0, only qt+1 = 1 solves qt+1 = q+(qt+1; 1). In contrast, when

qt = 1, only qt+1 = 1 solves qt+1 = q−(qt+1; 1). Now, let us consider the case of

qt ∈ (0, 1). First, when qt ∈ (0, 1) and qt+1 ∈ Q+, it is already proven that there

exists a unique fixed point qt+1 ∈ (0, 1) such that qt+1 = q+(qt+1; qt) ∀qt ∈ (0, 1);

see Case 1. In the other case where qt ∈ (0, 1) and qt+1 ∈ Q−, it is also already

shown that there exists a unique fixed point qt+1 ∈ (0, 1) such that qt+1 = q−(qt+1; qt)

∀qt ∈ (0, 1); see Case 2.

That is, if ∆(qt+1) is monotone decreasing in qt+1, there is always a unique fixed

point qt+1 that solves (2.15) ∀qt ∈ [0, 1] since the correspondence Q given by (2.16)

is a singleton. Then, one can construct a function φ : [0, 1] → [0, 1] such that

qt+1 = φ(qt) that satisfies the following law of motion ∀qt ∈ [0, 1]:

φ(qt) =

{
q+(φ(qt); qt) = qt + qt(1− qt)2κ̃∆(φ(qt)),

q−(φ(qt); qt) = qt − q2
t (1− qt)κ̃ [−∆(φ(qt))] ,

∆(φ(qt)) ≥ 0

∆(φ(qt)) < 0
(B.1)

Then, one can solve for qt+1 from (B.1) as long as qt is given. Also, (B.1) indicates

that φ(q; ρ) is continuous at any q ∈ [0, 1] since ∆(q) is continuous at any q ∈ [0, 1]

from Proposition 2.1. Finally, it is obvious that φ(0) = 0 and φ(1) = 1.

Now, we prove that (ii)–(iv) of Proposition 2.2. First, from (B.1), it is trivial

that φ(q̄) = q̄ since ∆(q̄) = 0. Second, suppose that qt ∈ (0, q̄). Then, from (B.1),

q+(q̄; qt) = qt < q̄. Meanwhile, q+(qt; qt) > qt since qt < q̄ that implies ∆(qt) > 0.

Then, by continuity of q+, ∃qt+1 ∈ (qt, q̄) such that q+(qt+1; qt) = qt+1. Moreover,

such a fixed point qt+1 is unique since q+ is monotone decreasing in qt+1. That

is, φ(qt) = qt+1 ∈ (qt, q̄) ∀qt ∈ (0, q̄). On the contrary, if qt ∈ (q̄, 1), from (B.1),

q−(q̄; qt) = qt > q̄. Also, q−(qt; qt) < qt since qt > q̄ that means ∆(qt) < 0. Then, by

continuity of q−, ∃qt+1 ∈ (q̄, qt) such that q−(qt+1; qt) = qt+1. Such a fixed point qt+1

is also unique since q− is monotone decreasing in qt+1. Hence, φ(qt) = qt+1 ∈ (q̄, qt)

∀qt ∈ (q̄, 1), establishing (ii) and (iii); see Figure B.7 for graphical exposition.

To prove (iv), we first consider Q+ region. Notice that κ̃∆(qt+1) ∈ (0, 1) ∀qt+1 ∈
Q+. Now, note from (B.1) that q+ is differentiable ∀qt ∈ [0, 1]. Then, we have:

∂q+

∂qt
= 1 + κ̃∆(qt+1)︸ ︷︷ ︸

∈(0,1) ∀qt+1∈Q+

(1− 3qt)(1− qt)︸ ︷︷ ︸
≥− 1

3
∀qt∈(0,1)

> 0 ∀(qt, qt+1) ∈ (0, 1)×Q+ (B.2)

Now, suppose that qt increases to q′t, so that q′t > qt. Suppose further that qt+1 remains

constant or decreases to q′t+1 in equilibrium, so that q′t+1 ≤ qt+1. Since ∆(qt+1)
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Figure B.7: Determination of qt+1 ∈ (qt, q̄)

is monotone decreasing, ∆(q′t+1) ≥ ∆(qt+1), and this implies that q+(q′t+1; q′t) >

q+(qt+1; qt) from (B.2). Then, the equilibrium condition (B.1) is violated since q′t+1 is

supposed to be either equal to or smaller than qt+1, which is a contradiction. Hence,

q′t+1 should be strictly larger than qt+1 in equilibrium. For Q− region, we have the

following inequality:

∂q−

∂qt
= 1− κ̃ [−∆(qt+1)]︸ ︷︷ ︸

∈(0,1) ∀qt+1∈Q−

(2− 3qt)qt︸ ︷︷ ︸
< 1

3
∀qt∈(0,1)

> 0 ∀(qt, qt+1) ∈ (0, 1)×Q−

Similarly, one can prove that qt+1 must increase (decrease) in equilibrium once qt

increases (decreases). Hence, φ(qt) is monotone increasing in qt. �

Proof of Proposition 2.3:

Proof. Since the policy is one dimension and every voter has the single-peaked

preference given by (2.24) and (2.25), the median voter theorem can be used. Let

us denote the strategy of each political party Pi as ρi (i = 1, 2) where ρi ∈ [0, ρ̄].

Suppose first that X̂ > 1/2− ξ. Then, in any Nash equilibrium, neither ρ1 nor ρ2 is

larger than 0. This is because, if so, the other party, say P−i, can win the election

for sure by setting ρ−i = 0. Hence, there is at least one party choosing ρi = 0 in
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any Nash equilibrium in this case. If one of them chooses ρi = 0, then the other one

should choose ρ−i = 0 as well in order to raise the probability to win. This is because,

if ρ−i 6= 0, the probability of winning the election for P−i is zero. On the contrary,

if ρ−i = 0, then the two parties have the same number of votes, precisely 1/2 by the

law of large numbers, so that the probability of winning the election is 1/2, which is

the probability of winning in filp of a coin. Hence, (ρ1, ρ2) = (0, 0) is a unique Nash

equilibrium when X̂ > 1/2 − ξ. Similarly, one can show that (ρ1, ρ2) = (ρ̄, ρ̄) is a

unique Nash equilibrium when X̂ ≤ 1/2− ξ.

Proof of Proposition 2.4:

The following lemma is useful in proving part (i) of Proposition 2.4.

Lemma B.3 Suppose that ∆(q, ρ) is monotone decreasing in q. Also, for any q ∈
[0, 1], if X̂ (φ(q, ρ̄), ρ̄) > 1/2 − ξ then X̂ (φ(q, 0), 0) > 1/2 − ξ. Finally, for any

q ∈ [0, 1], if X̂(φ(q, 0), 0) ≤ 1/2 − ξ then X̂ (φ(q, ρ̄), ρ̄) ≤ 1/2 − ξ. Then, the set of

solutions, {(qt+1, ρt+1)}, where each element (qt+1, ρt+1) solves equations (2.30) and

(2.31), is not an empty set ∀qt ∈ [0, 1].

Proof. If ∆(q, ρ) is monotone decreasing in q, there exists a single-valued function

φ (q, ρ) by part (i) of Proposition 2.2. Also note that R (q), which is given by equa-

tion (2.29), is not an empty set ∀q ∈ [0, 1]. To prove the lemma, note first that

R (q) is {0} , {ρ̄} , or {0, ρ̄}. Hence, R (φ (qt, ρ)) is {0} , {ρ̄} , or {0, ρ̄} ∀qt ∈ [0, 1]

and ∀ρ ∈ {0, ρ̄}. Note also that, from equations (2.30) and (2.31), (φ (qt, ρ) , ρ) is

a solution vector if R (φ (qt, ρ)) includes ρ where ρ ∈ {0, ρ̄}. Now, suppose that

X̂ (φ(qt, ρ̄), ρ̄) ≤ 1/2 − ξ. Then, ρ̄ ∈ R (φ (qt, ρ̄)), so that an equilibrium vector for

qt exists. On the other hand, suppose that X̂ (φ(q, ρ̄), ρ̄) > 1/2− ξ. Then, ρ̄ cannot

be an equilibrium policy in the next period at the current state of culture, qt, i.e.,

ρ̄ /∈ R (φ (qt, ρ̄)). In this situation, if X̂(φ(q, 0), 0) > 1/2 − ξ, the zero tax can be

an equilibrium, and this is a unique equilibrium, i.e., {0} = R (φ (qt, 0)). Similarly,

suppose that X̂ (φ(q, 0), 0) > 1/2− ξ. Then, 0 ∈R (φ (qt, 0)), so that an equilibrium

vector for qt exists. We now have the last case such that X̂ (φ(q, 0), 0) ≤ 1/2− ξ, the

zero tax cannot be an equilibrium policy, i.e., 0 /∈ R (φ (qt, 0)). In this situation, if

X̂ (φ(q, ρ̄), ρ̄) ≤ 1/2 − ξ, then ρ̄ can be an equilibrium, and this is a unique equilib-

rium, i.e., {ρ̄} = R (φ (qt, ρ̄)).

To prove (i), we first show that X̂(q, ρ) is continuous at any q ∈ [0, 1] ∀ρ ∈ [0, ρ̄].

This is because zS (S ∈ {I, C}) is continuous at any x ≡ X/L ≥ 0 from (2.9), where
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both X and L are continuous at any q ∈ [0, 1] from Proposition 2.1. Then, by defi-

nition of X̂(q, ρ) given by equation (2.26), X̂(q, ρ) is also continuous at any q ∈ [0, 1]

∀ρ ∈ [0, ρ̄].

Suppose now that @q∗0 ∈ [0, 1] that solves X̂(q∗0, 0) = 1/2 − ξ. Then, this means

either that X̂(q, 0) > 1/2 − ξ ∀q ∈ [0, 1], or that, X̂(q, 0) < 1/2 − ξ ∀q ∈ [0, 1]. If

X̂(q, 0) > 1/2−ξ ∀q ∈ [0, 1], then 0 ∈R(φ(q, 0)) ∀q ∈ [0, 1]. Hence, a solution vector

exists ∀q ∈ [0, 1]. If X̂(q, 0) < 1/2− ξ ∀q ∈ [0, 1], then X̂ (q, ρ̄) < 1/2− ξ ∀q ∈ [0, 1]

since X̂ (q, 0) > X̂ (q, ρ̄) ∀q ∈ [0, 1]. Then, ρ̄ ∈ R(φ(q, ρ̄)) ∀q ∈ [0, 1], implying that

a solution vector exists ∀q ∈ [0, 1].

Suppose now that there is one q∗0 ∈ [0, 1] that solves X̂(q∗0, 0) = 1/2 − ξ. If

q∗0 = argmaxq∈[0,1] X̂(q, 0), then X̂ (q, ρ̄) < 1/2− ξ ∀q ∈ [0, 1] since X̂ (q, 0) > X̂ (q, ρ̄)

∀q ∈ [0, 1], and hence, ρ̄ ∈ R(φ(q, ρ̄)) ∀q ∈ [0, 1]. We now consider the last case

such that q∗0 6= argmaxq∈[0,1] X̂(q, 0), which implies that X̂(q, 0) ≤ 1/2 − ξ ∀q ∈
[0, q∗0], and X̂(q, 0) > 1/2 − ξ ∀q ∈ (q∗0, 1]. This is because there is only one q∗0
such that X̂(q∗0, 0) = 1/2 − ξ and X̂(q, 0) is a weakly increasing or an inverse U-

shaped function with respect to q that satisfies X̂(0, 0) ≤ X̂(1, 0). Then, ∀q ∈ [0, 1]

such that φ(q, 0) ∈ (q∗0, 1], there is a solution vector since 0 ∈ R(φ(q, 0)). Now,

consider ∀q ∈ [0, 1] such that φ(q, 0) ∈ [0, q∗0]. For such q, we need to show that

X̂(φ(q, ρ̄), ρ̄) ≤ 1/2−ξ. Then, by Lemma B.3, there is a solution vector. To show this,

first note that φ(q, 0) > φ(q, ρ̄) ∀q ∈ [0, 1] since ∆(q, 0) > ∆(q, ρ̄) ∀q ∈ [0, 1]. Then,

X̂(φ(q, ρ̄), 0) ≤ 1/2−ξ ∀q such that φ(q, 0) ∈ [0, q∗0] since X̂(q, 0) ≤ 1/2−ξ ∀q ∈ [0, q∗0].

Meanwhile, X̂(φ(q, ρ̄), ρ̄) < X̂(φ(q, ρ̄), 0) since X̂(q, ρ̄) < X̂(q, 0) ∀q ∈ [0, 1]. Hence,

we have X̂(φ(q, ρ̄), ρ̄) < 1/2 − ξ ∀q ∈ [0, 1] such that φ(q, 0) ∈ [0, q∗0], and therefore,

there is a solution vector since ρ̄ ∈R(φ(q, ρ̄)).

To prove part (ii), first note that ξ satisfies maxq∈[0,1] X̂ (q, 0) > 1/2 − ξ ≥
minq∈[0,1] X̂ (q, ρ̄). Hence, it suffices to consider only two cases. The first case

is that maxq∈[0,1] X̂ (q, ρ̄) ≥ 1/2 − ξ ≥ minq∈[0,1] X̂ (q, ρ̄). In this case, we de-

fine a set Qρ̄ = {q ∈ [0, 1] | X̂ (q, ρ̄) = 1/2 − ξ}, which is not an empty set,

and denote q∗ρ̄ = minQρ̄. Then, there must exist a set Q∗ρ̄ ⊆ [0, 1] such that

Q∗ρ̄ = {q ∈ [0, 1] | X̂ (q, ρ̄) ≤ 1/2 − ξ}. We can define a set, Q∗∗ρ̄ , which is a sub-

set of Q∗ρ̄ that satisfies Q∗∗ρ̄ ≡ Q∗ρ̄ ∩{q ≤ q∗ρ̄}. Note that Q∗∗ρ̄ is not an empty set since

X̂ (q, ρ̄) is either a monotone increasing or an inverse U-shaped function with respect

to q such that X̂(0, ρ̄) ≤ X̂(1, ρ̄). Similarly, there must exist a set, Q∗∗0 ⊆ [0, 1], such

that Q∗∗0 ≡ {q ∈ [0, 1] | q ≤ q∗ρ̄ and X̂ (q, 0) > 1/2 − ξ}. Since X̂ (q, 0) > X̂ (q, ρ̄)

∀q ∈ [0, 1], Q∗∗0 is not an empty set and minQ∗∗0 < maxQ∗∗ρ̄ . Since X̂ (q, 0) > 1/2− ξ
∀q ∈ Q∗∗0 , ρt+1 = 0 can be supported as an political equilibrium ∀q ∈ (q̂L, q

∗
ρ̄]
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where q̂L ≡ minQ∗∗0 . Similarly, since X̂ (q, ρ̄) ≤ 1/2 − ξ ∀q ∈ Q∗∗ρ̄ , ρt+1 = ρ̄ can

be supported as an political equilibrium ∀q ∈ [0, q̂H ] where q̂H ≡ maxQ∗∗ρ̄ . Since

∆ (q, 0) > ∆ (q, ρ̄) ∀q ∈ [0, 1], ∆ (q, 0) 6= ∆ (q, ρ̄) ∀q ∈ (q̂L, q̂H ]. This implies that

φ (q, 0) 6= φ (q, ρ̄) ∀q ∈ (q̂L, q̂H ]. Similarly, ∆ (q, 0) > ∆ (q, ρ̄) ∀q ∈ (q̃L, q̃H ] where q̃L

solves φ (q̃L, ρ̄) = q̂L, and q̃H solves φ (q̃H , ρ̄) = q̂H . Consequently, φ (q, 0) 6= φ (q, ρ̄)

∀q ∈ (q̃L, q̃H ]. Finally, note that, ∀qt ∈ (q̃L, q̃H ], qt+1 = φ (q, 0) is consistent with

the political equilibrium, ρt+1 = 0 since 0 ∈ R(φ (qt, 0)). At the same time, in

this region, φ (qt, ρ̄) is also consistent with the political equilibrium, ρt+1 = ρ̄ since

ρ̄ ∈R(φ (qt, ρ̄)). Hence, {St} = {SO
t ,SP

t } ∀qt ∈ (q̃L, q̃H ].

We now consider the last case that maxq∈[0,1] X̂ (q, 0) > 1/2−ξ > maxq∈[0,1] X̂ (q, ρ̄).

If there exist q∗0 that solves X̂(q∗0, 0) = 1/2− ξ, then one can easily prove it similarly

to above, which is more straightforward, so that we omit the proof here to save space.

If not, i.e., @q∗0 that solves X̂(q∗0, 0) = 1/2 − ξ, then X̂ (q, 0) > 1/2 − ξ ∀q ∈ [0, 1],

while X̂ (q, ρ̄) < 1/2 − ξ ∀q ∈ [0, 1]. Hence, it is straightforward that {0, ρ̄} = R(q)

∀q ∈ [0, 1], meaning that there are multiple social equilibria ∀q ∈ [0, 1], and therefore,

q̃L = 0 and q̃H = 1.

Finally, parts (iii) and (iv) are rather trivial to prove by using part (ii) of Propo-

sition 2.2, Corollary 2.1 and part (ii) of Proposition 2.4, and hence, omit the proof

here to save space. �

Derivation of X(q̄(ρ); ρ) and q̄(ρ) in Example 1:

Given the functional specifications, the skill thresholds given by (9) can be written

as follows:

zIt = min
{

(η̂tλ
−1xt)

1
ψ , 1
}

; zCt = min
{

(η̂text)
1
ψ , 1
}
. (B.3)

Recall that η̂t = η̂(ρt) ≡ η/(α(1 − ρt)) and xt ≡ Xt/Lt. Here, for simplicity, we

consider only the case of (η̂tex̄)
1
ψ < 1 where x̄ ≡ max(q,ρ)∈[0,1]×[0,ρ̄] x(q, ρ).

Using (2.12) and (B.3), one can rewrite Lt as follows:

Lt = qtz
I
t + (1− qt)ezCt

= χt [η̂xt]
1
ψ (B.4)

where

χt = χ(qt) ≡ qtλ
− 1
ψ + (1− qt)e1+ 1

ψ (B.5)
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Similarly, using (2.13) and (B.3) yields:

(1 + ψ)Xt =
[
qtλ(1− (zIt )

1+ψ) + (1− qt)(1− (zCt )1+ψ)
]

= µt − χt [η̂xt]
1+ 1

ψ (B.6)

where

µt = µ(qt) ≡ qtλ+ (1− qt) (B.7)

Note that µt is the aggregate innovation in period t when all agents are innovators, and

they all succeed in innovation; recall that λC is normalized at one, while λ ≡ λI > 1.

Hence, dµ(q)/dq > 0 from (B.7) with Assumption 1. That is, µt can be interpreted as

the maximum level of the aggregate innovation in society given qt, which gets larger

as the society is more individualistic.

Meanwhile, Xt = Ltxt, and thus, (B.4) implies:

Xt = χt [η̂xt]
1
ψ xt (B.8)

Then, from (B.6) and (B.8), we obtain:

Xt = X(qt, ρt) =
µ(qt)

1 + ψ + η̂(ρt)
(B.9)

In our simple baseline functional specifications, Xt also takes a simple formula; it is

the maximum level of innovations, µ(qt), adjusted by ψ, the elasticity of the success

probability in innovation with respect to the skill, and by η̂(ρt), the relative impor-

tance of labor in the production of consumption goods adjusted by the expropriation

risk.

Notably, since dµ(q)/dq > 0 and dη̂(ρ)/dρ > 0, it immediately follows from

(B.9) that ∂Xt/∂qt < 0 and ∂Xt/∂ρt < 0 with Assumption 1 as expected. Then,

it is also obvious that X, the aggregate innovation in the steady state, is monotone

decreasing in q. Also note that both ∂Xt/∂qt < 0 and ∂Xt/∂ρt < 0 imply that both

direct and indirect effects of institutions on long-term growth are all negative, so that

dX/dρ < 0.
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Now, we solve for ∆(q; ρ). First note that:

Ez

[
cCt+1(z)

]
= zCt ewt +

(1− ρt)pt
1 + ψ

[
1− (zCt )1+ψ

]
= zCt e

η

α
xtpt −

(1− ρt)pt
1 + ψ

(zCt )1+ψ +
(1− ρt)pt

1 + ψ
(B.10)

where, for (B.10), we use wt = η
α
xtpt from equations (2.7) and (2.8).

Also note that:

zCt e
η

α
xt = η̂

1
ψ

t e
1+ 1

ψx
1+ 1

ψ

t

η

α

=

[
η

α(1− ρt)
ext

]1+ 1
ψ

(1− ρt)

= (zCt )1+ψ(1− ρt) (B.11)

where we use (B.3) to obtain (B.11). Then, equations (B.10) and (B.11) yield:

Ez

[
cCt+1(z)

]
=

(1− ρt)pt
1 + ψ

[
ψ(η̂text)

1+ 1
ψ + 1

]
(B.12)

using equation (B.3) again. Similarly, we can obtain:

Ez

[
cIt+1(z)

]
=
λ(1− ρt)pt

1 + ψ

[
ψ(η̂tλ

−1xt)
1+ 1

ψ + 1
]

(B.13)

Then, from (B.12) and (B.13), we have:

Ez

[
cIt+2(z)− cCt+2(z)

]
=

(1− ρt+1)pt+1

1 + ψ

[
(λ− 1)− (e1+ 1

ψ − λ−
1
ψ )ψ(η̂t+1xt+1)1+ 1

ψ

]
(B.14)

where, from (B.4) and (B.9), innovations per worker xt+1 ≡ Xt+1/Lt+1 is given by:

xt+1 = x(qt+1; ρt+1) =

[
1

η̂(ρt+1)
1
ψ (1 + ψ + η̂(ρt+1))

µ(qt+1)

χ(qt+1)

] ψ
1+ψ

(B.15)

Hence, the relative value of being an individualist to a collectivist is increasing in λI ≡
λ and decreasing in eC ≡ e with other things being constant, which are intuitively

straightforward. Also, as long as the relative value is positive, it is increasing in the

after-tax price of innovations (1− ρt+1)pt+1. This is simply because an individualist
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is more productive in innovation, so that he is more inclined to be an innovator.

Finally, we can solve for ∆(q; ρ) as follows:

∆t+1 = ∆(qt+1; ρt+1) =
ασ(1− ρt+1)Lηt+1

1 + ψ

[
(λ− 1)− (e1+ 1

ψ − λ−
1
ψ )ψ(η̂t+1xt+1)1+ 1

ψ

]
(B.16)

where, from (B.4) and (B.15), Lt+1 is given by:

Lt+1 = L(qt+1; ρt+1) =

[
η̂(ρt+1)

1 + ψ + η̂(ρt+1)
µ(qt+1)χ(qt+1)ψ

] 1
1+ψ

(B.17)

To prove that dq̄(ρ)/dρ < 0, first note, from (B.15) and (B.16), that q̄(ρ) solves

the following equation:

µ(q̄(ρ))

χ(q̄(ρ))
=

(λ− 1)(1 + ψ + η̂(ρ))

ψη̂(ρ)(e1+ 1
ψ − λ−

1
ψ )
≡ ζ(ρ) (B.18)

which yields the following equation:

dζ

dη̂
=
−ψ(1 + ψ)(λ− 1)(e1+ 1

ψ − λ−
1
ψ )[

ψη̂(ρ)(e1+ 1
ψ − λ−

1
ψ )
]2 < 0 (B.19)

Since dη̂(ρ)/dρ > 0, (B.18) and (B.19) imply that dζ(ρ)/dρ < 0. Then, given As-

sumption 1, since µ(q) is monotone increasing in q from (B.7) while χ(q) is mono-

tone decreasing in q from (B.5), putting (B.18) together with dζ(ρ)/dρ < 0 yields

dq̄(ρ)/dρ < 0 as expected and already depicted in Figure 2.4 and argued in Example

1. That is, better (worse) protection of property rights induces stronger (weaker)

individualism in the long run, which confirms the negative indirect growth effect of

institutions.

Recall that we have assumed that ∆(q; ρ) is monotone decreasing in q for the

uniqueness of qt+1 given qt and ρt+1. Furthermore, we have also assumed that

∆(0; ρ) > 0 and ∆(1; ρ) < 0 for any given ρ ∈ [0, ρ̄] for the existence of an inte-

rior steady state q̄(ρ). Here, we provide sufficient conditions that guarantee these

assumptions.

Condition for ∂∆(q; ρ)/∂q < 0:

From (B.16), it is straightforward that ∂∆(q; ρ)/∂q < 0 if ∂L(q; ρ)/∂q < 0 and

∂x(q; ρ)/∂q < 0. Also, one can notice from (B.15) that ∂x(q; ρ)/∂q < 0, meaning
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innovations per worker, x ≡ X/L, is monotone decreasing in q. This is simply because

an individualist is more productive in innovation than a collectivist, and in return, a

collectivist has a competitive edge in the production of goods.

For ∂L(q; ρ)/∂q < 0, note first from (B.17) that:

∂L

∂q
< 0⇔

d
[
µ (q)χ (q)ψ

]
dq

< 0⇔ µ′ (q)χ (q) + ψµ (q)χ′ (q) < 0 (B.20)

Since we already knew that µ′ (q) > 0 and χ′ (q) < 0 ∀q ∈ [0, 1] from (B.5) and (B.7),

a sufficient condition that guarantees the inequality in (B.20) is given by:

(λ− 1) χ̄+ ψ
¯
µ
(
λ−

1
ψ + e1+ 1

ψ

)
< 0 (B.21)

where χ̄ ≡ maxq∈[0,1] χ (q) = e1+ 1
ψ , and

¯
µ ≡ minq∈[0,1] µ (q) = 1. Then, (B.21) is

equivalent with the following inequality:

e >

[
ψ

ψ − (λ− 1)

] ψ
1+ψ

λ−
1

1+ψ ≡ f (ψ) (B.22)

Then, one can easily show that f ′ (ψ) < 0 ∀ψ > ψ̄ where ψ̄ ≡ ψ̄(λ) is a threshold

depending on λ. Also, limψ→∞ f (ψ) = 1 given any λ < ∞. Hence, the inequality

in (B.22) is satisfied when ψ is sufficiently large given any λ since e is assumed

bigger than one. Mathematically, ∆ (q, ρ) is monotone decreasing in q given any

(λ, e) ∈ R2
++\ [0, 1]2 as long as ψ is sufficiently large.

Conditions for ∆(0; ρ) > 0 and ∆(1; ρ) < 0:

Since ∆(0; ρ) > 0 and ∆(1; ρ) < 0, by continuity of ∆, ∃q̄ = q̄(ρ) ∈ (0, 1) where

∆(q̄; ρ) = 0 ∀ρ ∈ [0, ρ̄]. From (B.16), ∆(0; ρ) > 0 ∀ρ ∈ [0, ρ̄] if, and only if,

λ− 1 > (e1+ 1
ψ − λ−

1
ψ )ψ[η̂(ρ)x(0; ρ)]1+ 1

ψ ∀ρ ∈ [0, ρ̄]

Using (46), we can rewrite this as follows:

(λ− 1)(1 + ψ + η̂(ρ))

ψη̂(ρ)(e1+ 1
ψ − λ−

1
ψ )

>
µ(0)

χ(0)
∀ρ ∈ [0, ρ̄]

190



Then, we have:

η̄(ρ) ≡ 1 + ψ + η̂(ρ)

ψη̂(ρ)
>

1− (λe)−
1
ψ e−1

λ− 1
∀ρ ∈ [0, ρ̄] (B.23)

Since η̂′(ρ) > 0, we have η̄′(ρ) < 0, and hence, (B.23) yields the following condition:

η̄(ρ̄) =
1 + ψ + η̂(ρ̄)

ψη̂(ρ̄)
>

1− (λe)−
1
ψ e−1

λ− 1
(B.24)

Similarly, ∆(1; ρ) < 0 ∀ρ ∈ [0, ρ̄] if, and only if,

(λe)1+ 1
ψ − λ

λ− 1
>

1 + ψ + η̂(0)

ψη̂(0)
= η̄(0) (B.25)

Then, (B.24) and (B.25) are conditions that guarantee ∆(0; ρ) > 0 and ∆(1; ρ) < 0

∀ρ ∈ [0, ρ̄] while assuming ∂∆(q, ρ)/∂ρ < 0.

Finally, combining (B.23)–(B.25) yields the following sufficient conditions guar-

anteeing that ∆(q; ρ) is monotone decreasing in q ∈ [0, 1], and ∆(0; ρ) > 0 and

∆(1; ρ) < 0 ∀ρ ∈ [0, ρ̄] as follows:

Condition 1 Given (α, η), suppose that (ψ, λ, e, ρ̄) ∈ R++× (1,∞)2× (0, 1) satisfies

the following inequalities:

e >

[
ψ

ψ − (λ− 1)

] ψ
1+ψ

λ−
1

1+ψ ,

1 + ψ + η̂(ρ̄)

ψη̂(ρ̄)
>

1− (λe)−
1
ψ e−1

λ− 1
,

(λe)1+ 1
ψ − λ

λ− 1
>

1 + ψ + η̂(0)

ψη̂(0)
.

Then, ∂∆(q; ρ)/∂q < 0, ∆(0; ρ) > 0 and ∆(1; ρ) < 0.

Derivation of X̂(q, ρ) in Example 2:

The number of innovators, X̂(q, ρ), in Example 2 can be easily derived by replac-

ing the skill threshold, zS, in equation (2.26) with the one given by (B.3). We

already solved x(q, ρ), innovations per worker, which is given by (B.15). Since

dη̂(ρ)/dρ > 0, we can notice that ∂x/∂ρ < 0. Then, it is straightforward to show

that ∂X̂(q, ρ)/∂ρ < 0 ∀q ∈ [0, 1]. Recall that we also assumed that X̂(q, ρ) takes an
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inverse U-shaped relationship with q, which is supported by the empirical evidence

presented in Appendix B.3. Here, we provide sufficient conditions that guarantee this

assumption.

Conditions for an inverse U-shaped relationship between X̂ and q:

For convenience, X̂ given in Example 2 as follows:

X̂ = 1− η̂
1
ψϕx̂

where

ϕ = ϕ(q) = qλ−
1
ψ + (1− q)e

1
ψ

x̂ = [x(q)]
1
ψ

and we drop the time subscript for simplicity. Then we have:,

∂X̂

∂q
= −η̂

1
ψϕx̂ [εϕ(q) + εx̂(q)] (B.26)

where

εϕ(q) =
λ−

1
ψ − e

1
ψ

qλ−
1
ψ + (1− q)e

1
ψ

(B.27)

εx̂(q) =
1

1 + ψ

[
λ− 1

qλ+ (1− q)
− λ−

1
ψ − e1+ 1

ψ

qλ−
1
ψ + (1− q)e1+ 1

ψ

]
(B.28)

Recall that εy(q) is the elasticity of a variable y in q. Notice also that ∂X̂(q; ρ)/∂q

is independent of the institutional quality, ρ. From (B.26), ∂X̂(q; ρ)/∂q > 0 if, and

only if, εϕ(q) + εx̂(q) < 0.

We first derive conditions that guarantee εϕ(0) + εx̂(0) < 0 and εϕ(1) + εx̂(1) > 0.

If so, X̂q(0; ρ) > 0 and X̂q(1; ρ) < 0, so that ∃q̂ ∈ (0, 1) such that X̂q(q̂; ρ) = 0 by

the continuity of X̂q(q; ρ) in q. Then, we provide a condition that guarantees the

uniqueness of such q̂(ρ) ∀ρ ∈ [0, ρ̄].

First note that εϕ(q) + εx̂(q) < 0 is equivalent with the following inequality:

f(λ) ≡ (1 + ψ − λ)λ
1
ψ > [(1 + ψ)e− 1] e−(1+ 1

ψ
) ≡ g(e) (B.29)

Hence, to satisfy the inequality given by (B.29), 1 + ψ > λ should be satisfied since

192



1 𝑒̅𝑒(𝜆𝜆0;𝜓𝜓) 𝑥𝑥

𝜓𝜓

𝜆𝜆0

𝑔𝑔(𝑥𝑥;𝜓𝜓)

𝑓𝑓(𝑥𝑥;𝜓𝜓)

𝑓𝑓 𝜆𝜆0 = 𝑔𝑔(𝑒̅𝑒)

Figure B.8: Graphical Illustration for f(λ0;ψ) > g(e;ψ).

g(e) > 0 ∀e > 1. Now note that:

lim
x→1

f(x) = lim
x→1

g(x) = ψ (B.30)

Meanwhile, from (B.29), we have the following inequalities:

f ′(x) = −(x− 1)(1 +
1

ψ
)x−1+ 1

ψ < 0 ∀x > 1 and ∀ψ > 0 (B.31)

g′(x) = −(x− 1)(1 +
1

ψ
)x−2− 1

ψ < 0 ∀x > 1 and ∀ψ > 0 (B.32)

and 0 > g′(x) > f ′(x). Then, we know that g(x) > f(x) ∀x > 1 and ∀ψ > 0. From

(B.30)–(B.32), we can notice that ∃!ē > λ such that g(ē) = f(λ) ∀λ > 1 and ∀ψ > 0;

see Figure B.8 for an example. For the purpose of exposition, we define the function

ē(λ;ψ) as follows:

g(ē(λ;ψ);ψ) = f(λ;ψ)

That is:

ē = ē(λ;ψ) = g−1 [f(λ;ψ)] (B.33)

Then, if e > ē(λ;ψ) > λ for any given (λ, ψ) ∈ (1,∞)×R++, then εϕ(q) + εx̂(q) < 0,

and thus, X̂q(0; ρ) > 0.

Second, note that εϕ(1) + εx̂(1) > 0 is equivalent with:

l(λ) ≡ (1 + ψ − λ−1)λ−
1
ψ > [1 + ψ − e] e

1
ψ ≡ m(e) (B.34)
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Then,

lim
x→1

l(x) = lim
x→1

m(x) = ψ (B.35)

Similarly, from (B.34), we have:

l′(x) = −(x− 1)(1 +
1

ψ
)x−2− 1

ψ < 0 ∀x > 1 and ∀ψ > 0 (B.36)

m′(x) = −(x− 1)(1 +
1

ψ
)x−1− 1

ψ < 0 ∀x > 1 and ∀ψ > 0 (B.37)

Hence, 0 > l′(x) > m′(x). Then, from (B.35)–(37), we know that l(x) > m(x) ∀x > 1

and ∀ψ > 0. This implies that l(λ) > m(e) if e ≥ λ ∀ψ > 0. That is, it suffices to

have e ≥ λ to guarantee that εϕ(1) + εx̂(1) > 0, and thus, X̂q(1; ρ) < 0 ∀ρ ∈ [0, ρ̄].

Since ē(λ;ψ) > λ, this condition is automatically satisfied once e > ē(λ;ψ).

Now, we know that X̂q(0; ρ) > 0 but X̂q(1; ρ) < 0 if e > ē(λ;ψ). Then, by

the continuity of X̂q, ∃q∗ ∈ (0, 1) such that X̂q(q
∗; ρ) = 0. For the uniqueness of

such q∗(ρ) ∈ (0, 1) for each ρ ∈ [0, ρ̄], it suffices to show that X̂ ′(q; ρ) is monotone

decreasing in q ∈ [0, 1], i.e., X̂(q; ρ) is strictly concave in q. To find a condition

for this, note first that X̂q(q
∗; ρ) = 0 implies εϕ(q∗) + εx̂(q

∗) = 0, and this is also

equivalent with the following equation:

h(q∗) ≡ µ(q∗)χ(q∗)

ϕ(q∗)
=

λe1+ 1
ψ − λ−

1
ψ

(1 + ψ)(e
1
ψ − λ

1
ψ )

(B.38)

Since the RHS of (B.38) is independent of q, it suffices to find conditions that make

h′(q) is monotone decreasing ∀q ∈ [0, 1]. Note that:

h′(q) =
µ(q)

ϕ(q)
ε̂ϕ(q)qe

1
ψ (e− 1) + (λ− 1) [1 + σ(q)] (B.39)

where

ε̂ϕ(q) ≡ −εϕ(q)(1− q)− 1 (B.40)

σ(q) ≡ (1− q)e
1
ψ (e− 1)

ϕ(q)
(B.41)
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Note also that:

max
q∈[0,1]

ε̂ϕ(q) < −εϕ(1)− 1 < 0 (B.42)

max
q∈[0,1]

µ(q)

ϕ(q)
<
µ(1)

ϕ(1)
(B.43)

max
q∈[0,1]

σ(q) <
e

1
ψ (e− 1)

ϕ(1)
(B.44)

Then, using (B.39)–(B.44), we can prove that the following inequality holds:

max
q∈[0,1]

h′(q) < Ψ(ψ) (B.45)

where

Ψ(ψ;λ, e) ≡ µ(1)

ϕ(1)
[−εϕ(1)− 1] e

1
ψ (e− 1) + (λ− 1)

[
1 +

e
1
ψ (e− 1)

ϕ(1)

]
= (e− 1)λ1+ 1

ψ

[
(λe)

1
ψ − 1

]
e

1
ψ + (λ− 1)

[
1 + (λe)

1
ψ (e− 1)

]
(B.46)

One can notice that Ψ(ψ;λ, e) > 0 for ψ = 0 ∀(λ, e) ∈ (1,∞)2 from (B.46). Also, we

know:

Ψ′(ψ) < 0 ∀ψ > 0,fdsjklfdjslkfsjkl (B.47)

lim
ψ→∞

Ψ(ψ;λ, e) = −λ(e− 1) + e(λ− 1) (B.48)

(B.47) and (B.48) imply that ∃!ψ̂ > 0 such that Ψ−1(0;λ, e) = ψ̂ if −λ(e−1) + e(λ−
1) < 0, i.e., e

λ
< e−1

λ−1
. This condition is equivalent with the condition that e > λ given

λ > 1.10 This condition is automatically satisfied once the condition that e > ē(λ;ψ)

is satisfied since ē(λ;ψ) > λ. Hence, provided that ψ > ψ̂, the inequality given

by (B.45) is satisfied, meaning h′(q) < 0 ∀q ∈ [0, 1]. We finally have the following

conditions for the unique existence of q∗ ∈ (0, 1) that guarantees an inverse U-shaped

X̂(q; ρ) in q for any ρ ∈ [0, ρ̄]:

Condition 2 Suppose that (ψ, λ, e) ∈ R++ × (1,∞)2 satisfies the following inequali-

10 To see this, let e ≡ kλ where k > 0. Then,

e

λ
<
e− 1

λ− 1
⇐⇒ k <

kλ− 1

λ− 1
⇐⇒ kλ− k < kλ− 1,

which holds if, and only if, k > 1, and hence, e > λ.
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ties:

ψ > ψ̂ = Ψ−1(0;λ, e),

e > ē(λ;ψ).

where ē(λ;ψ) and Ψ(ψ) are given by (B.33) and (B.46), respectively. Then, ∃!q∗ ∈
(0, 1) such that ∂X̂(q, ρ)/∂q > 0 ∀q ∈ [0, q∗), while ∂X̂(q, ρ)/∂q < 0 ∀q ∈ (q∗, 1].
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B.3 Evidence on Individualism and the Fraction

of Innovators

In the theoretical model, we assume an inverse U-shaped relationship between the

fraction of innovators and the degree of individualism. Although it is theoretically

appealing, considering the general equilibrium effect caused by a change in the relative

price, we provide empirical evidence on this theoretical result.

To verify the inverse U-shaped relationship empirically, we need a reliable dataset

that gives information on the number of innovators in a given country. For this pur-

pose, we can use the Research and Development Statistics (RDS) data provided by

the OECD. The data spans from 1981 to the current date for the OECD countries

and other major economies including Argentina, China, Romania, Russia, Singapore,

Taiwan and South Africa, which are 41 countries in total. The RDS data contains

information on R&D activities such as the number of workers engaged in comprehen-

sive R&D sectors range from natural sciences and engineering to social sciences and

humanities, i.e., the number of researchers in a given nation. We will use the number

of workers in R&D sectors to test if there exists an inverse U-shaped relationship

between the fraction of researchers and individualism.

Prior to conducting the empirical analysis, we need to emphasize that the number

of researchers in the R&D sectors of the RDS data is not the same as the total

number of innovators, X̂, in the model. The set of innovators in our model is more

comprehensive since innovation is defined more generally in our theory that it is

any type of ideas that enhances the productivity in the economy, and hence, can be

priced in the market. That is, the total number of innovators in our theory includes

the set of researchers in the R&D sectors as its subset. Although the RDS data is

restrictive in this sense, we will use it by assuming that the number of total innovators

is monotonically increasing in the number of researchers in the R&D sectors in a

country. That is, we regard the number of researchers in the R&D sectors as a proxy

for the total number of innovators in the model.

For the test, we consider the following econometric framework:

yit = α + X′itβββ + γINDi + δIND2
i + θDi + ui + εit (B.49)

where i and t index a country and year, respectively. The sample period is 1981–

2011. yit is the fraction of researchers either to the total population or to the total

number of workers employed in a given country. It is natural to think that the fraction
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of researchers yit depends on country-level variables, especially on those related to

development stages. Hence, the controls, Xit, include the institutional quality in

terms of protection of property rights, the total population, the employment rate,

GDP per capita, human capital, and investment and trade to output ratios. INDi

is the Hofstede individualism index normalized by one. Since an inverse U-shaped

relationship is a downward quadratic form, γ needs to be positive, while δ needs to

be negative. We also use continent dummies Di since R&D investments depend on

knowledge diffusion in the form of adoptions and imitations of technologies within a

region. Finally, ui measures country specific random effects, which are time-invariant.

For the statistical assessment of the inverse U-relationship given by (B.49), Lind

and Mehlum (2010) show that the following joint null hypothesis can be used:

H0 : {γ + 2δmin{INDi} ≤ 0} ∪ {γ + 2δmax{INDi} ≥ 0}

against the alternative as follows:

H1 : {γ + 2δmin{INDi} > 0} ∩ {γ + 2δmax{INDi} < 0}

In a word, the null asserts that the slope at the minimum of individualism scores is

weakly negative, but weakly positive at the maximum. This means the function is

monotone or U-shaped, given that it is either concave or convex. On the contrary, the

alternative asserts that the function is inverse U-shaped. To test these hypotheses, we

use the likelihood ratio approach developed by Sasabuchi, Lind and Mehlum (SLM),

which is employed in Arcand et al. (2015).

Using equation (B.49), we conduct panel regressions as our baseline since it is

reasonable to think that there are unobserved (time-invariant) heterogeneities across

groups — countries here —, and the error terms may be autocorrelated within a

group; recall that the RDS data covers a long period of time (30 years). We also

provide estimation results from pooled OLS regressions with clustered standard errors

to corroborate our empirical findings from the panel regressions.

Table B.6 summarizes the estimation results from both the panel and pooled OLS

regressions. As shown in the table, the estimates of γ are consistently positive in all

regressions, while the estimates of δ are consistently negative, providing empirical

evidence supporting the inverse U-shaped relationship in the theory. Also, the SLM

test rejects the null hypothesis, and hence, further confirms our findings. That is,

the estimation results show that both the fractions of researchers in the R&D sectors
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have the inverse U-shaped relationship with the Hofstede individualism index.11 The

table also reports the Fieller estimate for the extremum. The estimates suggest that

the fraction of researchers in the R&D sectors is maximized somewhere between 50

and 80 of the Hofstede individualism index.

11 We also found similar results from the panel and pooled OLS regressions with one-year lagged
explanatory variables and time effects being further controlled although we do not report the results
here; details are available upon request.
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Table B.6: Individualism and the Fraction of Researchers (Panel)

Panel Regressions Pooled OLS Regressions

Dependent variables Researchers
Population

× 100 Researchers
Employed

× 100 Researchers
Population

× 100 Researchers
Employed

× 100

(1) (2) (3) (4)

Individualism 1.680∗∗ 3.404∗∗ 1.135∗∗∗ 2.042∗∗

(.674) (1.546) (.418) (.933)

Individualism2 −1.457∗∗ −2.860∗∗ −1.026∗∗ −1.765∗∗

(.612) (1.377) (.384) (.854)

Institutions .031 .054 .296 .717
(.128) (.294) (.237) (.538)

Population .034 .093∗ −.020 −.036
(.024) (.052) (.018) (.041)

Employment rate (%) .009∗∗∗ .003 .014∗∗∗ .012∗∗

(.004) (.007) (.002) (.005)

GDP per capita .143∗∗ .265∗ .206∗∗∗ .398∗∗∗

(.069) (.153) (.039) (.085)

Human capital .146 .347∗ .027 .093
(.090) (.192) (.072) (.158)

Investment rate (%) −.004 −.008 −.010∗∗∗ −.020∗∗∗

(.003) (.005) (.003) (.006)

Trade rate (%) .001∗ .002∗ −.0005 −.001
(.0005) (.001) (.0003) (.0007)

Obs. 734 734 734 734

Number of groups 37 37 37 37

R2 .530 .400 .663 .571

Slope at min {INDi} 1.185∗∗∗ 2.431∗∗ .786∗∗∗ 1.442∗∗

(.472) (1.090) (.297) (.658)

Slope at max {INDi} −.971∗∗ −1.802∗∗ −.733∗∗ −1.169∗

(.471) (1.037) (.320) (.705)

SLM test (t value) 2.14∗∗ 1.74∗∗ 2.29∗∗ 1.66∗

90% Fieller interval
[50, 72] [50, 84] [45, 70] [48, 75]†for extremum

Note: The dependent variable is the % fraction of researchers in R&D sectors to the total population
or to the total number of workers employed in a given country, which is taken from the RDS. “Individual-
ism” is the Hofstede individualism index, which is normalized at one. “Individualism2” is square value of
“Individualism.” “Institutions” refers to the protection of property rights against expropriation risk by ICRG,
which is normalized by one. “Population” and “GDP per capita” are logged values of the total population and
income per capita, respectively. All the data come from the PWT (Ver. 8.0) except the “Trade rate”, which is
taken from the World Bank dataset. “SLM test (t value)” is the t statistics for testing the inverse U-shaped
relationship suggested by Sasabuchi, Lind and Mehlum. 80% Fieller interval for †. “R2” is the R-square value
for the overall effect for (1) and (2). Heteroskedasticity robust standard errors in parentheses, which are
clustered by groups for (3) and (4). ***, ** and * and significant at 1%, 5% and 10%, respectively.
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[99] Morales, Maŕıa F., 2003 “Financial Intermediation in a Model of Growth

Through Creative Destruction,” Macroeconomic Dynamics 7(3) 363-93.

[100] ——— and Nicholas S. Majiuf, 1984, “Corporate Financing and Investment

Decisions when Firms Have Information that Investors Do Not Have,” Journal

of Financial Economics 13(2) 187-221.

[101] Myers, Stewart C., 1977, “Determinants of Coporate Borrowing,” Journal of

Financial Economics 5(2) 147-75.

[102] Niu, Weihua and Robert J. Sternberg, 2001, “Cultural Influences on Artistic

Creativity and Its Evaluation,” International Journal Of Psychology 36(4), 225-

241.

[103] North, Douglass C., Structure and Change in Economic History, New York,

US: Norton, 1981.

211



[104] ———, Institutions, Institutional Change and Economic Performance, Cam-

bridge, UK: Cambridge University Press, 1990.

[105] ———, 1991, “Institutions,” Journal of Economic Perspectives 5(1), 97-112.

[106] Poschke, Markus, 2014, “The Firm Size Distribution Across Countries and

Skill-Biased Change in Entrepreneurial Technology,” Working Paper.

[107] Posner, R. A., 1997, “Social Norms and the Law: An Economic Approach,”

American Economic Review P&P 87(2), 365-369.

[108] Putnam, Robert D., Making Democracy Work: Civic Traditions in Modern

Italy, New Jersey, US: Princeton University Press, 1994.

[109] Ramey, Garey and Valerie A. Ramey, 1995, “Cross-country Evidence on the

Link Between Volatility and Growth,” American Economic Review 85(5), 1138-

51.

[110] Redding, Stephen, 1996, “The Low-skill, Low-quality Trap: Strategic Com-

plementarities between Human Capital and R&D,” Economics Journal 106,

458-470.

[111] Romer, Paul M., 1986, “Increasing Returns and Long-Run Growth,” Journal

of Political Economy 94(5), 1002-37.

[112] Roy, A. D., 1951, “Some Thoughts on the Distribution of Earnings,” Oxford

Economic Papers 3(2), 135-146.

[113] Sachs, Jeffrey D., 2001, “Tropical Underdevelopment” NBER Working Paper

#8119.

[114] Shane, Scott, 1992, “Why Do Some Societies Invent More Than Others?,”

Journal of Business Venturing 7(1), 29-46.

[115] ———, S. Venkataraman, and Ian MacMilan, 1995, “Cultural Differences in

Innovation Championing Strategies,” Journal of Management 21(5), 931-952.

212



[116] Smith, Adam, The Theory of Moral Sentiments, Ed. by Knud Haakonssen,

Cambridge, UK: Cambridge University Press, 1759.

[117] Sorger, Gerhard, 2002, “On the Long-Run Distribution of Capital in the Ram-

sey Model,” Journal of Economic Theory 105(1), 226-243.

[118] Staiger, Douglas and James H. Stock, 1997, “Instrumental Variables Regression

with Weak Instruments,” Econometrica 65(3), 557-586.

[119] Stiglitz, Joshph E. and Andrew Weiss, 1981, “Credit Rationing in Markets

with Imperfect Information,” American Economic Review 71(3), 1138-51.

[120] Tabellini, Guido, 2008a, “Institutions and Culture,” Journal of the European

Economic Association 6(2-3), 255-294.

[121] ———, 2008b, “The Scope of Cooperation: Values and Incentives,” Quarterly

Journal of Economics 123(3), 905-950.

[122] ———, 2010, “Culture and Institutions: Economic Development in the Re-

gions of Europe,” Journal of the European Economic Association 8(4), 677-716.

[123] Townsend, Robert M., 1979, “Optimal Contract and Competitive Markets with

Costly State Verification,” Journal of Economic Theory 21(2), 393-410.

[124] Trew, Alex, 2014, “Finance and Balanced Growth,” Macroeconomic Dynamics

18(4), 883-98.

[125] Triandis, Harry C., 2001, “Individualism-Collectivism and Personality,” Jour-

nal of Personality 69(6), 907-904.

[126] Vollrath, Dietrich, 2011, “The Agricultural Basis of Comparative Develop-

ment,” Journal of Economic Growth 16(4), 343-370.

[127] Williamson, Stephen, 1986, “Costly Monitoring, Financial Intermediation and

Equilibrium Credit Rationing,” Journal of Monetary Economics 18(2), 159-79.

[128] ———, 1987, “Costly Monitoring, Loan Contracts, and Equilibrium Credit

Rationing,” Quarterly Journal of Economics 102(1), 135-46.

213


