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ABSTRACT OF THE DISSERTATION

Star Clusters and Dark Matter as Probes of the Spacetime Geometry of Massive Black Holes
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Doctor of Philosophy in Physics
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Professor Clifford Will (Chair) and Professor Francesc Ferrer (Co-Chair)

This thesis includes two main projects. In the first part, we assess the feasibility of a recently suggested strong-field general relativity test, in which future observations of a hypothetical class of stars orbiting very close to the supermassive black hole at the center of our galaxy, known as Sgr A*, could provide tests of the so-called no-hair theorem of general relativity through the measurement of precessions of their orbital planes. By considering how a distribution of stars and stellar mass black holes in the central cluster would perturb the orbits of those hypothetical stars, we show that for stars within about 0.2 milliparsecs (about 6 light-hours) of the black hole, the relativistic precessions dominate, leaving a potential window for tests of no-hair theorems. Our results are in agreement with N-body simulation results.

In the second part, we develop a fully general relativistic phase-space formulation to consider the effects of the Galactic center supermassive black hole Sgr A* on the dark-matter density profile and its applications in the indirect detection of dark matter. We find significant differences from the non-relativistic result of Gondolo and Silk (1999), including a higher density for the spike and a larger degree of central concentration. Having the dark matter profile density in the presence of the massive black hole, we calculate its perturbing effect on the orbital motions of stars in the Galactic center, and find that for the stars of interest, relativistic effects related to the hair on the black hole will dominate the effects of dark matter.
1.1 Black Holes

The simplest description of black holes says a black hole is a region of spacetime from which gravity prevents anything, including light, from escaping. It is an object created when a massive star collapses to a size smaller than twice its geometrized mass, thereby creating such strong spacetime bending that its interior can no longer communicate with the external universe. Black holes were first predicted using solutions of the equations of General Relativity (GR); these equations predict specific properties for their external geometry. If the black hole is non-rotating, then its exterior metric is be that of Schwarzschild, which is the exact, unique, static and spherically symmetric solution of Einstein’s equation in vacuum. In Schwarzschild coordinates, the line element for the Schwarzschild metric has the form

$$ds^2 = - (1 - 2Gm/r) dt^2 + \frac{dr^2}{1 - 2Gm/r} + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) ,$$ \hspace{1cm} (1.1)

where $G$ is Newton’s constant and we use units in which $c = 1$. The surface of the black hole, i.e., the horizon, is located at $r = 2Gm$. Only the region on and outside the black hole’s surface, $r \geq 2Gm$, is relevant to external observers. Events inside the horizon can never influence the exterior.

In that region of spacetime, $r \gg 2Gm$, where the geometry is nearly flat, Newton’s theory, $dv/dt = \nabla \Phi(r)$, where $\Phi(r)$ is the Newtonian gravitational potential, can be obtained from the approximate line element

$$ds^2 = - (1 - 2Gm/r) dt^2 + dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2) .$$ \hspace{1cm} (1.2)
For Schwarzschild metric, in the limit \( r \gg 2Gm \), \( \Phi(r) = -\frac{Gm}{r} \). Consequently, \( m \) is the mass that governs the Keplerian motions of test masses in the distant, Newtonian gravitational field and we can call \( m \) in Eq. (1.1) **Keplerian mass** of the black hole.

If the black hole is rotating with angular momentum \( J \), its exterior geometry is given by the Kerr metric. The Kerr metric is given in Boyer-Lindquist coordinates, which are a generalization of Schwarzschild coordinates, by

\[
    ds^2 = -\left(1 - \frac{2Gmr}{\Sigma^2} \right)dt^2 + \frac{\Sigma^2}{\Delta}dr^2 + \Sigma^2d\theta^2 - \frac{4Gmra}{\Sigma^2} \sin^2 \theta dtd\phi
    + \left(r^2 + a^2 + \frac{2Gmra^2 \sin^2 \theta}{\Sigma^2}\right) \sin^2 \theta d\phi^2,
\]

where \( a \) is the Kerr parameter, related to the angular momentum \( J \) by \( a \equiv J/m \); \( \Sigma^2 = r^2 + a^2 \cos^2 \theta \), and \( \Delta = r^2 + a^2 - 2Gmr \). We will assume throughout that \( a \) is positive.

Just as the electromagnetic potentials \( \Phi \) and \( A^\phi \) of a charge and current distribution can be expanded in a sequence of multipole moments (dipole, quadrupole, magnetic dipole, etc), so too can part of the exterior metric of the Kerr black hole. In a coordinate system that is a variant of the Boyer Lindquist coordinates, the \( 00 \) and \( 0\phi \) components of the Kerr metric describing the exterior of a rotating black hole can be expanded as

\[
    \Phi = \frac{Gm}{r} + \frac{GQ_2P_2(\cos \theta)}{r^3} + \frac{GQ_4P_4(\cos \theta)}{r^5} + \ldots,
\]

\[
    A^\phi = \frac{GJ}{r^2} + \frac{GJ_3\tilde{P}_3(\cos \theta)}{r^4} + \frac{GJ_5\tilde{P}_5(\cos \theta)}{r^6} + \ldots,
\]

where \( \Phi = (1 + g_{00})/2 \), and \( A^\phi = -g_{0\phi}/2 \sin^2 \theta \). The quantities \( Q_\ell \) and \( J_\ell \) are mass and current multipole moments respectively and \( P_\ell(\cos \theta) \) and \( \tilde{P}_\ell(\cos \theta) \) are suitable angular functions. The zero degree mass moment is equal to the mass of the black hole, \( Q_0 = m \), and the degree one current moment is its angular momentum, \( J_1 = J \).

### 1.1.1 The Black Hole No-Hair Theorem

One important property of black holes predicted by GR is commonly known as the **no-hair theorem**. The no-hair theorem states that, once a black hole achieves a stable condition after formation, it has only three independent physical properties: mass \( m \), angular momentum \( J \), and charge \( Q \). The exterior geometry of a black hole is completely governed by these three parameters. In fact, any two black holes that share the same values for these parameters are
indistinguishable. It is widely agreed that processes involving the matter in which they are embedded will rapidly neutralize astrophysical black holes, and so from now on, we only consider neutral black holes, \( Q = 0 \).

The no-hair theorem establishes the claim that black holes are uniquely characterized by their mass \( m \) and spin \( J \), i.e., by only the first two multipole moments of their exterior spacetimes [2–6]. As a consequence of the no-hair theorem, all higher-order moments are already fully determined and turn out to obey the simple relation [7, 8]

\[
Q_\ell + iJ_\ell = m(ia)^\ell,
\]

where \( a \equiv J/m \) is the spin parameter, and the multipole moments are written as a set of mass multipole moments \( Q_\ell \) which are nonzero for even values of \( \ell \) and as a set of current multipole moments \( J_\ell \) which are nonzero for odd values of \( \ell \). The specific relation that we are going to use in testing the no-hair theorem is, for \( \ell = 2 \):

\[
Q_2 = -ma^2 = -\frac{J^2}{m}.
\]

1.2 The Massive Black Hole at the Galactic Center

Observation indicates that most galaxies contain a massive compact dark object in their centers whose mass lies in the range \( 10^6 M_\odot < m < \text{few} \times 10^9 M_\odot \) [9, 10]. It is widely believed that these dark objects are Massive Black Holes (MBHs), and that they exist in the centers of most, if not all galaxies. Their number density and mass scale are broadly consistent with the hypothesis that they are now-dead quasars, which were visible for a relatively short time in their past as extremely luminous Active Galactic Nuclei (AGN), powered by the gravitational energy released by the accretion of gas and stars [11]. It is also possible that low-mass MBHs like the one in the Galactic center (GC) have acquired most of their mass by mergers with other black holes. Some present-day galaxies have AGN, although none as bright as quasars. However, most present-day galactic nuclei are inactive, which implies that accretion has either almost ceased or switched to a non-luminous mode. Their inactivity is not due to the lack of gas supply; most galaxies have more than enough to continue powering an AGN. The “dimness problem” is one of the key issues of accretion theory, which deals with the physics of flows into compact objects.

The MBH in the center of Milky Way is the nearest example of a central galactic MBH. It was first detected as an unusual non-thermal radio source, Sagittarius A* (Sgr A*). Over the following decades, observations across the electromagnetic spectrum, together with theoretical
arguments, established with ever-growing confidence that Sgr A$^*$ is at the dynamical center of the Galaxy and that it is associated with a very massive and compact dark mass concentration. This has ultimately led to the nearly inescapable conclusion that the dark mass is a black hole.

The Galactic MBH is quite normal. Like most MBHs, it is inactive. With $m \sim (3-4) \times 10^6 M_\odot$, it is one of the least massive MBHs discovered. What makes it special is its proximity. At $\sim 8$ kpc ($1 \text{ ps} = 3.26 \text{ light years}$) from the Sun, the Galactic black hole is $\sim 100$ times closer than the MBH in Andromeda, the nearest large galaxy, and $\sim 2000$ times closer than galaxies in Virgo, the nearest cluster of galaxies. For this reason it is possible to observe today the stars and gas in the immediate vicinity of the Galactic MBH at a level of details that will not be possible for any other galaxy in the foreseeable future.

In spite of its relative proximity, observations of the GC are challenging due to strong, spatially variable extinction by interstellar dust, which is opaque to optical-UV wavelengths. As a result, observation of the GC must be conducted in the infrared. Using the highest angular resolution obtained at near-infrared wavelength at mid 1990s, a large population of faint stars orbiting the center of the Galaxy was discovered [12–14]. The orbital periods of these stars are on the scale of tens of years and since the initial discovery, one of these stars has been observed to make a complete orbit around the center.

The detection of stars orbiting the dynamical center of the Galaxy has given us quantitative information about the mass, size and position of the dark mass at the center and has confirmed the idea that we have a MBH at the Galactic center. Inside $\sim 0.04$pc, there are no bright giants, and only faint blue stars are observed with orbital periods on the scale of tens of years. This population is known as the “S-stars” or “S-cluster”, after their identifying labels. Deep near-IR photometric and spectroscopic observations of that region were all consistent with the identification of these stars as massive main sequence stars. There is no indication of anything unusual about the S-stars, apart from their location very near the MBH.

Because of the huge mass ratio between a star and the MBH, stars orbiting near it, are effectively test particles. This is to be contrasted with the gas in that region, which can be subjected to non-gravitational forces due to thermal, magnetic or radiation pressure. These can complicate the interpretation of dynamical data and limit its usefulness. The term “near” is taken here to mean close enough to the MBH so that the gravitational potential is completely dominated by it, but far enough so that the stars can survive, i.e. beyond the MBH event horizon, or beyond the radius where stars are torn apart by the black hole’s tidal gravitational field. In this range, stars directly probe the gravitational field of the MBH. The event horizon of the MBH in the GC is much smaller than the orbital radius for the stars that have been observed to date, and so
effects due to GR lead to deviations from Newtonian motion that are unmeasurable at present. To first order, the stellar orbits can be treated as Keplerian, which substantially simplifies the analysis. However, with accurate enough astrometric observations it may be possible to detect post-Newtonian effects in the orbits and to probe GR. We will discuss this more specifically in the next section in the context of testing the no-hair theorem, and with more details in Chapter 2.

1.3 Testing the Black Hole No-Hair Theorem at the Galactic Center

There seems to be every expectation that, with improved observing capabilities, a population of stars closer to the MBH than the S-stars, will eventually be discovered, making orbital relativistic effects detectable. This makes it possible to consider doing more than merely detect relativistic effects, but rather to provide the first test of the black hole no-hair theorem, which demands that $Q^2 = -J^2/m$, to see if the central dark mass at the GC is truly a GR black hole.

If the black hole were non-rotating ($J = 0$), then its exterior would be that of Schwarzschild, and the most important relativistic effect would be the advance of the pericenter. If it is rotating, then two new phenomena occur, the dragging of inertial frames and the effects of the hole’s quadrupole moment, leading not only to an additional pericenter precession, but also to a precession of the orbital plane of the star. These precessions are smaller than the Schwarzschild effect in magnitude because they depend on the dimensionless angular momentum parameter $\chi = a/(Gm) = J/(Gm^2)$, which is always less than one, and because they fall off faster with distance from the black hole. However, accumulating evidence suggests that the MBH should be rather rapidly rotating, with $\chi$ larger than 0.5 and possibly as large as 0.9, so these effects could be significant.

It has been suggested that if a class of stars were to be found with orbital periods of fractions of a year, and with sufficiently large orbital eccentricities, then the frame-dragging and quadrupole-induced precessions could be as large as 10 $\mu$arcsecond per year [15].

The precession of the orbital plane is the most important effect in testing the no-hair theorem, because it depends only on $J$ and $Q_2$; the Schwarzschild part of the metric affects only the pericenter advance because its contributions are spherically symmetric, and thus cannot alter the orbital plane. In order to test the no-hair theorem, one must determine five parameters: the mass of the black hole, the magnitude and two angles of its spin, and the value of the quadrupole moment. The Kepler-measured mass is determined from the orbital periods of stars, but may
require data from a number of stars to fix it separately from any extended distribution of mass. Then to measure $J$ and $Q_2$, it is necessary and sufficient to measure precessions in the orbital planes for two stars in non-degenerate orbits.

Detecting such stars so close to the black hole, and carrying out infrared astrometry to 10 µarcsec per year accuracy will be a challenge. However, if this challenge can be met with future improved adaptive optics systems currently under study, such as GRAVITY [16], it could lead to a powerful test of the black hole paradigm.

1.4 Complications in Testing the Black Hole No-Hair Theorem

As we discussed, observations of the precessing orbits of a hypothetical class of stars very near the MBH in the GC could provide measurements of the spin and quadrupole moment of the hole and thereby test the no-hair theorem of GR. However, in assessing the feasibility of such strong-field GR tests, one must inevitably address potential complications, notably the perturbing effect of the other stars that may also reside in a cluster close to the black hole and a possible distribution of dark matter (DM) particles in the GC. These perturbing effects will be the focus of this thesis, and will be detailed in Chapters 2 and 3.

1.4.1 Perturbing Effects of Stars in the Surrounding Cluster

$N$-body simulations, have shown that for a range of possible stellar and stellar-mass black hole distributions within the central few milliparsecs (mpc) of the black hole, there could exist stars in eccentric orbits with semi-major axes less than 0.2 milliparsecs for which the orbital-plane precessions induced by the stars and black holes would not exceed the relativistic precessions [17]. These conclusions were gleaned from thousands of simulations of clusters ranging from seven to 180 stars and stellar mass black holes orbiting a $4 \times 10^6 M_\odot$ maximally rotating black hole, taking into account the long-term evolution of the system as influenced by close stellar encounters, dynamical relaxation effects, and capture of stars by the black hole.

In Chapter 2, we study the extent to which the conclusions of these complex $N$-body simulations can be understood, at least within an order of magnitude, using analytic orbit perturbation theory. After a brief review of orbit perturbation theory, we calculate the average change in the orientation of the orbital plane of a given “target” star orbiting the massive black hole, as determined by its inclination and ascending node angles $i$ and $\Omega$, induced by the Newtonian
gravitational attraction of a distant third star (which could be either inside or outside the target star’s orbit).

The perturbing accelerations are expanded in terms of multipoles through $\ell = 3$. We then calculate the root-mean-square variation of each orbit element, averaged over all possible orientations of the perturbing star’s orbit, and averaged over a distribution of orbits in semi-major axis and eccentricity, arguing that this will give an estimate of the “noise” induced by the graininess of the otherwise spherically symmetric perturbing environment. Our analytic estimates of this “noise” will turn out to be consistent with the results from the N-body simulations, and will demonstrate that, for a range of possible distributions of stars in the central region, a test of the no-hair theorem will still be possible.

1.4.2 Perturbing Effects of Dark Matter

Another perturbing factor which can cause precessions in stellar motions is DM. To study the effect of DM on stellar motions in the GC, we need to have the DM density in that region. In order to derive an accurate density profile of DM particles in the GC, the effect of the MBH on the DM particles distribution, should be taken into account. Calculations by Gondolo and Silk ([18], GS hereafter) have shown that for a pre-existing cusped DM halo, adiabatic (i.e. slow) growth of the MBH pulls the DM particles into a dense “spike”. The calculation in GS was based on a Newtonian analysis, with some relativistic effects introduced in an ad hoc fashion, but because of the strong gravitational field near the MBH, a more reliable and realistic prediction for the DM density profile demands a fully general relativistic calculations. In Chapter 3, we report the first, fully relativistic calculation of the density profile of DM particles near a Schwarzschild black hole in the adiabatic growth model. We find significant differences with the conclusions of GS very close to the hole, but we are in complete agreement with them at large distances.

We use these relativistically correct density distributions to calculate the perturbing effect of the DM distribution on stellar motion in the GC for the hypothetical target stars to test the no-hair theorem and also the for S2 star in the S-stars cluster. The perturbing effect of the DM distribution depends on whether or not the dark-matter particles self-annihilate.

The DM density distribution and therefore its perturbing effect also depends on whether the DM particle can self-annihilate or not. We will show that the perturbing effects of the DM mass distribution are too small to affect the possibility of testing the no-hair theorems using stars very close to the black hole.
1.5 Dark Matter Evidence and Distribution

We observe some “anomalies” in astrophysical systems, with sizes ranging from sub-galactic to cosmological scales, that can be explained by assuming the existence of a large amount of unseen, DM. Therefore, DM can be studied in different scales. In the following, we review the evidence for DM at these different scales although we will be primarily interested in the sub-galactic domain.

1.5.1 Galaxy Cluster and Galactic Scales

A galaxy cluster gave the first evidence of DM. In 1933, F. Zwicky [19] calculated the gravitational mass of the galaxies within the Coma cluster using the observed velocities of outlying galaxies and obtained a value more than 400 times greater than expected from their luminosity, which his interpretation was that most of the matter controlling the motion of the galaxies must be dark. Today, using the modern value of the Hubble constant and taking into account that there is baryonic gas in the galaxy cluster, bring down the amount of DM to 25 times the baryonic matter which still makes it clear that the great majority of matter appears to be dark.

The most convincing and direct evidence for the DM existance on galactic scales, comes from the observations of the rotation curves of galaxies, namely the graph of circular velocities of stars and gas as a function of their distance from the galactic center. Observed rotation curves usually exhibit a characteristic flat behavior at large distances, i.e. out towards, and even far beyond, the edge of the visible disk. Fig. 1.1 is a typical example [1].

In Newtonian dynamics the circular velocity is expected to be

\[ v(r) = \sqrt{\frac{Gm(r)}{r}}, \]

(1.7)

where as usual, \( m(r) = 4\pi \int \rho(r)r^2dr \), and \( \rho(r) \) is the mass density profile. If \( \rho \) vanishes outside the visible disk, then \( m(r) \) is constant beyond the visible disk, and \( v(r) \) should be falling as \( 1/\sqrt{r} \). The fact that the observed \( v(r) \) is approximately constant implies the existence of a halo with \( m(r) \propto r \) and a mass density profile closely resembling that of an isothermal sphere, i.e., \( \rho \propto 1/r^2 \) at distances of few kiloparsec.

Although there is a consensus about the shape of DM halos at intermediate distances, DM distribution is unclear in the innermost regions of galaxies. The observed rotation velocity associated with DM in the inner parts of disk galaxies is found to rise approximately linearly
with radius which leads to mass $\propto r^3$ and therefore constant density. This solid-body behavior can be interpreted as indicating the presence of a central core in the DM distribution, spanning a significant fraction of the visible disk [20]. Observations of dwarf spheroidal galaxies also seem to favor a constant density of DM in the inner parts [21].

On the other hand, N-body simulations indicate a steep power-law-like behavior for the DM distribution at the center. The results of N-body simulations are based on the ($\Lambda$)CDM paradigm, where most of the mass-energy of our universe consists of collisionless cold dark matter (CDM) in combination with a cosmological constant $\Lambda$. This $\Lambda$CDM paradigm provides a comprehensive description of the universe at large scales. However, despite its great successes, it should be kept in mind that the cusp and the central DM distribution are not predicted from first principles by $\Lambda$CDM. Rather these properties are derived from analytical fits made to dark-matter-only numerical simulations. While the quality and quantity of these simulations has improved by orders of magnitude over the years, there is as yet no “cosmological theory” that explains and predicts the distribution of DM in galaxies from first principles.

In the early 1990s, the first results of numerical N-body simulations of DM halos based on the collisionless cold dark matter (CDM) prescription became available. “Cold” dark matter is dark matter composed of constituents with a free-streaming length much smaller than the ancestor of a galaxy-scale perturbation. These did not show the observed core-like behavior in their inner
parts, but were better described by a steep power-law mass density distribution, the so-called cusp. The presence of a cusp in the center of a CDM halo is one of the earliest results derived from cosmological N-body simulations. The first simulations indicated an inner distribution $\rho \sim r^\alpha$ with $\alpha = -1$ [22]. They did not rule out the existence of central cores, but noted that these would have to be smaller than the resolution of their simulations ($\sim 1.4$ kpc). Subsequent simulations, at higher and higher resolutions, made the presence of cores in simulated CDM halos increasingly unlikely. In addition to finite resolution, the other limitation of N-body simulations is that the role of the baryons at small radius is ignored in their calculations.

A systematic study by Navarro et al. [23, 24] of simulated CDM halos, derived assuming many different sets of cosmological parameters, found that the innermost DM density distribution could be well described by a characteristic $\alpha = -1$ slope for all simulated halos, independent of mass and size. A similar general result was found for the outer mass profile, with a steeper slope of $\alpha = -3$:

$$\rho_{\text{NFW}}(r) = \frac{\rho_0}{(r/a)(1 + r/a)^2},$$

where $\rho_0$ is related to the density of the universe at the time of halo collapse and $a$ is the characteristic radius of the halo. This kind of profile is also known as the “NFW profile”.

In Chapter 3, we will consider the constant and Hernquist distribution functions as examples of cored and cuspy models, respectively. The advantage of considering the Hernquist density profile which, like the NFW profile, is $\propto 1/r$ for small $r$, is that for the Hernquist model we have a closed analytical distribution function which allows us to study the effect of adiabatic growth of the MBH on the DM distribution using adiabatic invariants.

### 1.5.2 Cosmological Scales

As we have seen, on distance scales of the size of galaxies and clusters of galaxies, the evidence of DM appears to be compelling. Despite this, the observations discussed do not allow us to determine the total amount of DM in the Universe.

The theory of Big Bang nucleosynthesis gives a good estimate of the amount of ordinary (baryonic) matter at around 4 - 5 percent of the critical density (the density required to have a universe with a flat spatial section); while evidence from large-scale structure and other observations indicates that the total matter density is substantially higher than this [25]. The Cosmic Microwave Background (CMB) fluctuations imply that at present the total energy density is equal to the critical density. This means that the largest fraction of the energy density of the universe is dark and nonbaryonic. It is not yet clear what constitutes this dark component. Combining
the data on CMB, large scale structure, gravitational lensing and high-redshift supernovae, it appears that the dark component is a mixture of two types of constituents. More precisely, it is composed of dark matter and dark energy. The cold dark matter has zero pressure and can cluster, contributing to gravitational instability, but it does not emit light, which means that it does not have electromagnetic interactions. Various (supersymmetric) particle theories provide us with natural candidates for the cold dark matter, among which Weakly Interacting Massive Particles (WIMPs) are the most favored at present. The nonbaryonic cold dark matter contributes only about 25 percent of the critical density. The remaining 70 percent of the missing density comes in the form of nonclustered dark energy with negative pressure. It may be either a cosmological constant \((\text{pressure} = - \text{energy density})\) or a scalar field (quintessence) with \(\text{pressure} = \omega \times \text{energy density}\), where \(\omega\) is less than \(-1/3\) today [26].

1.6 Dark Matter Candidates

The evidence for non-baryonic DM is compelling at all observed astrophysical scales. Candidates for nonbaryonic DM are hypothetical particles such as axions, or supersymmetric particles. The most widely discussed models for nonbaryonic DM are based on the cold dark matter hypothesis, and the corresponding particle is most commonly assumed to be for instance a WIMP.

WIMPs interact through a weak-scale force and gravity, and possibly through other interactions no stronger than the weak force. Because of their lack of electromagnetic interaction with normal matter, WIMPs would be dark and invisible through normal electromagnetic observations and because of their large mass, they would be relatively slow moving and therefore cold. Their relatively low velocities would be insufficient to overcome their mutual gravitational attraction, and as a result WIMPs would tend to clump together.

Although WIMPs are a more popular DM candidate, there are also experiments searching for other particle candidates such as axions. The axion is a hypothetical elementary particle postulated to resolve the strong CP problem in quantum chromodynamics. Observational studies to detect DM axions through the products of their decay are underway, but they are not yet sufficiently sensitive to probe the mass regions where axions would be expected to be found if they are the solution to the DM problem.
1.7 Indirect Detection of Dark Matter

Indirect dark matter searches measure the annihilation and/or decay products of DM from astrophysical systems. Schematically, they measure the rate for $DM \, DM \rightarrow SM \, SM$ or $DM \rightarrow SM \, SM$, depending on whether dark matter particles annihilate or decay where $DM$ represents the dark matter particle and $SM$ represents any standard model particle. In many instances, the particle represented by $SM$ is unstable, and decays into other particles (for example, photons or neutrinos) that are observable in detectors. In order to best interpret the results from indirect searches, we must have a good idea as to both how the dark matter is distributed in halos, and what standard model particles the dark matter preferentially annihilates or decays into.

One of the main possibilities for indirect detection of DM particles is to search for high-energy gamma rays, positrons, antiprotons, or neutrinos produced by WIMP pair annihilations in the Galactic halo. In particular, the flux of gamma rays in a given direction is proportional to the square of the DM particle density and since the DM density is expected to be largest towards the Galactic center, the flux of such exotic gamma rays should be highest in that direction. In other words, the innermost region of our galaxy is one of the most promising targets for the indirect detection of DM and it is important that we know the DM density profile in the vicinity of the Galactic center MBH. In Chapter 3, to study the effect of the MBH, we developed a fully general relativistic phase-space formulation, allowed the central black hole to grow adiabatically, holding the general relativistic adiabatic orbital invariants fixed, and incorporated a relativistically correct condition for particle capture by the black hole. The result showed significant differences with the semi-relativistic result of Gondolo and Silk [18], including a bigger spike in the halo density close to the black hole. Finally having the dark matter profile density in presence of the MBH, we also calculated its perturbing effect on the orbital motions of stars in the Galactic center.
In this chapter we start with the well-known Kepler problem to introduce the notation and review the necessary equations which need to be generalized to the non-spherical cases in order to study Keplerian orbits in space. Then we introduce the basic equations of orbit perturbation theory and derive the general relativistic effects of the central massive black hole on the orbits of stars as one of the applications of this theory. This provides the test of the no-hair theorem in the innermost region of the galactic center. Then we study the perturbing effect of a distribution of stars on the orbit of a target star.

### 2.1 General Relativistic Effects in Stellar Motion Around Massive Black Holes

#### 2.1.1 The Kepler Problem

The simplest Newtonian problem is that of two “point” masses in orbit about each other, frequently called the “Kepler problem”. In Kepler’s problem, we have a body of mass $m_1$, position $r_1$, velocity $v_1 = dr_1/dt$, and acceleration $a_1 = dv_1/dt$, and a second body of mass $m_2$, position $r_2$, velocity $v_2 = dr_2/dt$, and acceleration $a_2 = dv_2/dt$. We place the origin of the coordinate system at the center of mass, so that $m_1 r_1 + m_2 r_2 = 0$. The position of each body is then given by

$$r_1 = \frac{m_2}{m} r, \quad r_2 = -\frac{m_1}{m} r,$$

(2.1) in which $m \equiv m_1 + m_2$ is the total mass and $r \equiv r_1 - r_2$ the separation between bodies. Similar relations hold between $v_1$, $v_2$, and the relative velocity $v \equiv v_1 - v_2 = dr/dt$. For the relative
acceleration $\mathbf{a} \equiv \mathbf{v}_1 - \mathbf{v}_2 = \mathbf{d}v/\mathbf{d}t$ we have

$$a = -G\frac{m}{r^2} \hat{n},$$

(2.2)

where $r \equiv |\mathbf{r}|$ is the distance between the bodies, and $\hat{n} \equiv \mathbf{r}/r$, is a unit vector that points from body 2 to body 1. The total energy and the angular momentum of the system are given by

$$E = \frac{1}{2} \mu v^2 - G\frac{\mu m}{r},$$

(2.3)

$$L = \mu \mathbf{r} \times \mathbf{v},$$

(2.4)

where

$$\mu \equiv \frac{m_1 m_2}{m_1 + m_2},$$

(2.5)

is the reduced mass of the system. It is simple to verify explicitly using Eq. (2.2) that $dE/\mathbf{d}t = 0$ and $dL/\mathbf{d}t = 0$. The constancy of $E$ and $L$ are a result of the fact that the potential $Gm/r$ that governs the effective one-body problem of Eq. (2.2) is static and spherically symmetric. The constancy of $L$ implies that all the motion lies in a plane perpendicular to $L$ and it is fixed. So, we are free to choose our coordinates so that the $z$-axis is parallel to $L$, and the motion occurs in the $xy$-plane. Converting from Cartesian to polar coordinates in the orbital plane using $x = r \cos \phi$ and $y = r \sin \phi$, we see that

$$\mathbf{r} \times \mathbf{v} = r^2 \frac{d\phi}{dt} \hat{e}_z \equiv h \hat{e}_z,$$

(2.6)

where $h$, called the angular momentum per unit reduced mass, is constant. Writing $\mathbf{r} = r \hat{n}$, where $\hat{n} = \cos \phi \hat{e}_x + \sin \phi \hat{e}_y$, we see that

$$\mathbf{v} = \frac{d\mathbf{r}}{dt} = \dot{r} \hat{n} + r \dot{\phi} \hat{\lambda},$$

(2.7)

where

$$\hat{\lambda} \equiv \frac{d\hat{n}/d\phi}{},$$

(2.8)

is a vector in the orbital plane orthogonal to $\hat{n}$. From this we see that

$$v^2 = \dot{r}^2 + r^2 \dot{\phi}^2 = \dot{r}^2 + \frac{h^2}{r^2}.$$
We now take the component of Eq. (2.2) in the radial direction, and note that

\[ \hat{n} \cdot \frac{d^2 r}{dt^2} = \frac{d^2}{dt^2} (\hat{n} \cdot r) - \frac{d}{dt} (\hat{n} \cdot \frac{d\hat{n}}{dt}) - \frac{d\hat{n}}{dt} \cdot v \]

\[ = \frac{d^2 r}{dt^2} - \frac{d}{dt} (\hat{n} \cdot \frac{d\hat{n}}{dt}) - \frac{v^2 - \dot{r}^2}{r} \]

\[ = \ddot{r} - \frac{h^2}{r^3}, \quad (2.10) \]

where \( \dot{r} \equiv \hat{n} \cdot v \), and we have used the fact that \( \hat{n} \cdot \frac{d\hat{n}}{dt} = 0 \), and that \( h^2 = |r \times v|^2 = r^2(v^2 - \dot{r}^2) \). The result is a differential equation for the radial motion,

\[ \ddot{r} - \frac{h^2}{r^3} = -G \frac{m}{r^2}. \quad (2.11) \]

Multiplying by \( \dot{r} \) and integrating once, we find the “first integral” of the equation,

\[ \frac{1}{2} (\dot{r}^2 + \frac{h^2}{r^2}) - G \frac{m}{r} = \tilde{E}, \quad (2.12) \]

where from Eq. (2.3), we can see that \( \tilde{E} \) is the energy per unit reduced mass.

It is useful to rewrite Eq. (2.12) in the form

\[ \dot{r}^2 = 2[\tilde{E} - V_{\text{eff}}(r)], \quad (2.13) \]

where we define the effective radial potential

\[ V_{\text{eff}}(r) \equiv \frac{h^2}{2r^2} - G \frac{m}{r}. \quad (2.14) \]

This must be combined with the equation for the angular motion,

\[ \dot{\phi} = \frac{h}{r^2}. \quad (2.15) \]

Now we try to find a parametric solution to the equations, which is a solution of the form \( r = r(\lambda), \phi = \phi(\lambda) \), where \( \lambda \) is a parameter which will depend on \( t \). Consider Eq. (2.11), and insert the fact that \( \frac{d}{dt} = \frac{d\phi}{d\phi} = (h/r^2)d/d\phi \), to obtain

\[ \frac{h}{r^2} \frac{d}{d\phi} \left( \frac{h}{r^2} \frac{dr}{d\phi} \right) - \frac{h^2}{r^3} + G \frac{m}{r^2} = 0. \quad (2.16) \]
Using $1/r$ as the variable, we can recast this equation into the form

$$
\frac{d^2}{d\phi^2} \left( \frac{1}{r} \right) + \frac{1}{r} = G\frac{m}{h^2}.
$$

The homogenous solution can be written as $A \cos(\phi - B)$, where $A$ and $B$ are arbitrary constants. Combining this with the inhomogeneous solution $m/h^2$, and redefining the constants, we obtain the solution for $1/r$ in terms of the parameter $\phi$, given by

$$
\frac{1}{r} = \frac{1}{p} \left[ 1 + e \cos(\phi - \omega) \right],
$$

where $e$ and $\omega$ fill in for the two arbitrary constants $A$ and $B$, and

$$
p \equiv \frac{h^2}{Gm}.
$$

Notice that a solution with $e < 0$ is equivalent to one with $e > 0$, but with $\omega \rightarrow \omega + \pi$; henceforth we will adopt the convention that $e$ is positive. The angle $f \equiv \phi - \omega$ is called the true anomaly.

The curve described by Eq. (2.18) can be shown to be a conic section, an ellipse if the quantity $e < 1$, a hyperbola if $e > 1$, and a parabola if $e = 1$, with the origin $r = 0$ at one of the foci of the curve. The parameter $e$ is called the eccentricity of the orbit. Notice that $r$ is a minimum when $\phi = \omega$; this is the point of closest approach in the orbit, called the pericenter, and $\omega$ is called the angle of pericenter and simply fixes the orientation of the orbit in the $xy$-plane.

For the $e < 1$ case, the point where $\phi = \omega + \pi$ is the point of greatest separation, called the apocenter. The pericenter and apocenter distances are thus given by

$$
r_{\text{peri}} = \frac{p}{1 + e}, \quad r_{\text{apo}} = \frac{p}{1 - e}.
$$

The sum of these is the major axis of the ellipse, so we define the semi-major axis $a$ to be

$$
a \equiv \frac{1}{2} (r_{\text{peri}} + r_{\text{apo}}) = \frac{p}{1 - e^2}.
$$

As a result, we can also write the solution for $1/r$ in the form

$$
\frac{1}{r} = \frac{1 + e \cos(\phi - \omega)}{a(1 - e^2)}.
$$

The quantity $p = a(1 - e^2)$ is called the semi-latus rectum.
From Eqs. (2.15) and (2.18), it is straightforward to derive the following useful formulae, valid for arbitrary values of $e$:

\[ \dot{r} = \frac{h e}{p} \sin (\phi - \omega) , \]  
\[ v^2 = \frac{Gm}{p} \left[ 1 + 2e \cos (\phi - \omega) + e^2 \right] = m \left( \frac{2}{r} - \frac{1}{a} \right) , \]  
\[ E = -\frac{Gm}{2a} , \]  
\[ e^2 = 1 + \frac{2h^2 E}{\mu(Gm)^2} . \]

So far we have determined the orbit as a function of $\phi$, with three arbitrary constants, $a$, $e$, and $\omega$, called orbit elements. To complete the parametric solution we need to determine $\phi$ as a function of time or as a function of some parameter related to time. From Eq. (2.15), we obtain

\[ t - T = \int_{\omega}^{\phi} \frac{r^2 \, d\phi'}{h} = \left( \frac{p^3}{Gm} \right)^{1/2} \int_{\omega}^{\phi} \frac{d\phi'}{[1 + e \cos (\phi' - \omega)]^{1/2}} , \]

where $T$, called the time of pericenter passage, is the fourth orbit element required to complete our solution in the orbital plane.

For $e < 1$, we can integrate over a complete orbit, and obtain the orbital period

\[ P = 2\pi \left( \frac{a^3}{Gm} \right)^{1/2} . \]

It is common to define the mean angular frequency or \textit{mean motion} $n \equiv 2\pi / P$, so that $n^2 a^3 = Gm$. Now carrying out the integral in Eq. (2.27) explicitly, we can find that

\[ n(t - T) = u - e \sin u , \]

where the variable $u$ is called the 	extit{eccentric anomaly}, and is related to $f$ by

\[ \tan \frac{f}{2} = \sqrt{\frac{1 + e}{1 - e}} \tan \frac{u}{2} . \]

In terms of the eccentric anomaly, the radius of the orbit is given by

\[ r = a (1 - e \cos u) . \]

This set of equations, called Kepler’s solution for the two body problem is a convenient parametric solution for orbit determinations, since for given values of the orbit elements $a$, $e$, $\omega$ and
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\( T \), one chooses \( t \), solves Eq. (2.29) for \( u \), then substitutes that into Eqs. (2.30) and (2.31) to obtain \( f(t) \) and \( r(t) \), and thence \( x(t) \) and \( y(t) \).

Similar parametric solutions can be obtained for hyperbolic orbits, in terms of hyperbolic functions.

There is one curious feature of our solution for the Kepler problem, and that is that the orientation of the orbit is fixed in the orbital plane, i.e. the angle of pericenter \( \omega \) is a constant. It is not related to the spherical symmetry of the potential or to its time independence; these led only to the conservation of \( L \) and \( E \) and to the integrability of the equations.

The constancy of \( \omega \) is the result of a deeper symmetry embedded in the Kepler problem, associated with the \( 1/r \) nature of the potential. One can define another vector associated with the orbital motion, often called the Runge-Lenz vector, given by

\[
R = \frac{v \times h}{Gm} - \frac{r}{r},
\]

where \( h = r \times v \). Substituting \( r = rn \), with \( r \) given by Eq. (2.18), along with \( \hat{n} = \hat{e}_x \cos \phi + \hat{e}_y \sin \phi \) and Eqs. (2.23) and (2.24), it can be shown that

\[
R = e[\hat{e}_x \cos \omega + \hat{e}_y \sin \omega],
\]

which is a vector of magnitude \( e \) pointing toward the pericenter. However, using the equation of motion Eq. (2.2), it is easy to show that

\[
\frac{dR}{dt} = 0,
\]

so that \( R \) is another constant of the motion. Since \( e \) is constant by virtue of Eq. (2.26), this implies that \( \omega \) is constant. But in this case, the \( 1/r \) nature of the potential is crucial; had one substituted an equation of motion derived from a potential \( 1/r^{1+\epsilon} \), or \( 1/r + \alpha/r^2 \), \( R \) would no longer be constant, even though \( E \) and \( L \) would stay constant and the problem would remain completely integrable.

### 2.1.2 Keplerian Orbits in Space

In order to consider more realistic problems, we are interested in perturbations in our two-body problem which may be caused by gravitational forces exerted by external bodies, by the effects of multipole moments resulting from tidal or rotational perturbations, or by general relativistic
contributions. Such effects will not be spherically symmetric in general, and so the orientation of the orbit will be important. So in this section we will review the full Keplerian orbit in space.

The conventional description of the full Keplerian orbit in space goes as follows: we first establish a reference $XY$ plane and a reference $Z$ direction. For planetary orbits, the reference plane is the plane of the Earth’s orbit, called the ecliptic plane, and the $Z$ direction is perpendicular to the ecliptic plane in the same sense as the Earth’s north pole (ignoring the $23^\circ$ tilt). For Earth orbiting satellites, it is the equatorial plane. For binary star systems, it is the plane of the sky. Within each reference plane, the $X$-direction must be chosen in some conventional manner.

We now define the inclination $i$ of the orbital plane to be the angle between the positive $Z$ direction and a normal to the plane (where the direction of the normal is defined by the direction of the angular momentum of the orbiting body). This tilted plane then intersects the reference $XY$ plane along a line. We define the angle of the ascending node or nodal angle $\Omega$ to be the angle between the $X$ axis and the intersection line where the body “ascends” from below the reference plane (the negative $Z$ side) to above it. The pericenter angle $\omega$ is the angle measured in the orbital plane from the line of nodes to the pericenter. These three angles then fix the orientation of the orbit in space. Within the orbital plane, the orbit is determined by the three remaining orbit elements $a$, $e$, and $T$. The true anomaly $f$ is measured in the orbital plane from the pericenter to the location of the body. The orbit elements which uniquely identify a specific orbit are illustrated in Fig. 2.1.

Given a unit vector $\hat{n}$ pointing from the center of mass to the body, it is straightforward to express $\hat{n}$ in terms of the $XYZ$ basis:

$$\hat{n} = \hat{e}_X [\cos (\omega + f) \cos \Omega - \sin (\omega + f) \sin \Omega \cos i]$$
$$+ \hat{e}_Y [\cos (\omega + f) \sin \Omega + \sin (\omega + f) \cos \Omega \cos i]$$
$$+ \hat{e}_Z [\sin (\omega + f) \sin i].$$

(2.35)

We can relate all the six orbit elements $a$, $e$, $\omega$, $\Omega$, $i$ and $T$ directly to the position $r$ and velocity $v$ of a body in a Keplerian orbit at a given time $t$. The first step is to use $r$ and $v$ to form the
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**Figure 2.1:** The orbit elements which uniquely identify a specific orbit in space. Here, the orbital plane (yellow) intersects a reference plane (gray).

The orbit elements are defined by:

\[ h \equiv r \times v \]
\[ = h [ \sin i (\hat{e}_X \sin \Omega - \hat{e}_Y \cos \Omega) + \hat{e}_Z \cos i ], \]

\[ R \equiv v \times h/(Gm) - r/r \]
\[ = e[\hat{e}_X (\cos \omega \cos \Omega - \sin \omega \sin \Omega \cos i) \]
\[ + \hat{e}_Y (\cos \omega \sin \Omega + \sin \omega \cos \Omega \cos i) + \hat{e}_Z \sin \omega \sin i], \quad (2.36) \]
where $R$ is the Runge-Lenz vector. Given $h^2 = Gm_p = Gm_a(1 - e^2)$, we can identify the orbit elements in terms of quantities constructed from $r$ and $v$ in the XYZ coordinates:

\begin{align*}
e &= |R|, \quad (2.37) \\
a &= \frac{h^2}{Gm(1 - e^2)}, \quad (2.38) \\
\cos i &= \frac{h \cdot e_Z}{h}, \quad (2.39) \\
\cos \Omega &= \frac{h \cdot e_Y}{h \sin i}, \quad (2.40) \\
\sin \omega &= \frac{R \cdot e_Z}{e \sin i}. \quad (2.41)
\end{align*}

Given these elements, and the Keplerian solution Eq. (2.18), the final orbit element $T$, the time of pericenter passage is given by the integral

\[ T = t - \int_0^f \frac{r^2}{h} df, \quad (2.42) \]

where $f = \phi - \omega$. The actual orbit is then given by $r(t) = r\hat{n}$, with $r$ given by either Eq. (2.22) or Eq. (2.31), and with the appropriate relation between the true anomaly $f$ or the eccentric anomaly $u$ and time $t$.

### 2.1.3 Osculating Orbit Elements and the Perturbed Kepler Problem

Suppose the equation of motion for our effective two-body problem is no longer given by Eq. (2.2), but by something else:

\[ a = -G \frac{m}{r^2} \hat{n} + A(r, v, t), \quad (2.43) \]

where $A$ is a perturbing acceleration, which may depend on $r, v$ and time. The solution of this equation is no longer a conic section of the Kepler problem. However, whatever the solution is, at any given time $t_0$, for $r(t_0), v(t_0)$, there exists a Keplerian orbit with orbit elements $e_0, a_0, \omega_0, \Omega_0, i_0$ and $T_0$ that corresponds to those values, as we constructed in the previous section. In other words there is a Keplerian orbit that is tangent to the orbit in question at the time $t_0$, commonly called the osculating orbit.

However, because of the perturbing acceleration, at a later time, the orbit will not be the same Keplerian orbit, but will be tangent to a new osculating orbit, with new elements $e', a'$ and so on. The idea then is to study a general orbit with the perturbing acceleration $A$ by finding the sequence of osculating orbits parametrized by $e(t), a(t)$, and so on. If the perturbing acceleration is small in a suitable sense, then since the orbit elements of the original Kepler
motion are constants, we might hope that the osculating orbit elements will vary slowly with
time and by small amounts.

Mathematically, this approach is identical to the method of variation of parameters in solving
differential equations, such as the harmonic oscillator with a slowly varying frequency.

In this case, we replace our Keplerian solution for the motion with the following definitions:

\[
\begin{align*}
r & \equiv r \hat{n} , \\
r & \equiv \frac{p}{1 + e \cos f} , \\
v & \equiv \frac{he f}{p} \hat{n} + \frac{h}{r} \hat{\lambda} , \\
p & \equiv a(1 - e^2) , \\
h^2 & \equiv Gmp ,
\end{align*}
\]

where the unit vectors \( \hat{n} \), \( \hat{\lambda} \), and \( \hat{h} \) are given by

\[
\begin{align*}
\hat{n} & \equiv \dot{e}_X [\cos (\omega + f) \cos \Omega - \sin (\omega + f) \sin \Omega \cos i] \\
& \quad + \dot{e}_Y [\cos (\omega + f) \sin \Omega + \sin (\omega + f) \cos \Omega \cos i] \\
& \quad + \dot{e}_Z [\sin (\omega + f) \sin i] , \\
\hat{\lambda} & \equiv -\dot{e}_X [\sin (\omega + f) \cos \Omega + \cos (\omega + f) \sin \Omega \cos i] \\
& \quad - \dot{e}_Y [\sin (\omega + f) \sin \Omega - \cos (\omega + f) \cos \Omega \cos i] \\
& \quad + \dot{e}_Z [\cos (\omega + f) \sin i] , \\
\hat{h} & \equiv \dot{e}_X \sin i \sin \Omega - \dot{e}_Y \sin i \cos \Omega + \dot{e}_Z \cos i .
\end{align*}
\]

Note that \( \hat{n} \times \dot{\hat{\lambda}} = \hat{h} \).

In the pure Kepler problem, we saw that the orbit elements (apart from \( T \)) were obtained from
the constant vectors \( h \) and \( R \); now we calculate their time derivatives, using the perturbed
equation of motion Eq. (2.43), with the result

\[
\begin{align*}
\frac{dh}{dt} & = r \times A , \\
m\frac{dR}{dt} & = A \times h + v \times (r \times A) .
\end{align*}
\]

We now decompose the perturbing acceleration into components along the orthogonal directions
\( \hat{n} \), \( \hat{\lambda} \), and \( \hat{h} \) by

\[
A \equiv R \hat{n} + S \hat{\lambda} + \mathcal{W} \hat{h} ,
\]
where $R$, $S$, and $W$ are sometimes referred to as the radial or “cross-track”, tangential or “in-track”, and out-of-plane components of the acceleration, respectively. With these definitions we obtain

$$\frac{dh}{dt} = -rW\dot{\lambda} + rS\dot{h}, \quad \text{(2.54)}$$

$$m\frac{dR}{dt} = 2hS\dot{n} - (hR + r\dot{S})\dot{\lambda} - r\dot{W}\dot{h}. \quad \text{(2.55)}$$

Note that, because $h \cdot \dot{h} = h\dot{h}$, we immediately conclude that

$$\dot{h} = rS. \quad \text{(2.56)}$$

We can now systematically develop equations for the variations with time of the osculating orbit elements. For example, since $h \cdot \dot{e}_Z = h\cos i$, then $h \cdot \dot{e}_Z = \dot{h}\cos i - h\sin i(di/dt) = rS\cos i - rW\cos(\omega + f)\sin i$, with the result that $di/dt = (rW/h)\cos(\omega + f)$. Similarly, since $h \cdot \dot{e}_Y = -h\sin i\cos \Omega$, then taking the derivative of both sides and subtracting our previous result for $\dot{h}$, we obtain

$$\sin i\frac{d\Omega}{dt} = \frac{rW}{h}\sin(\omega + f), \quad \text{(2.60)}$$

$$\frac{d\omega}{dt} = -\frac{R}{eh}\cos f + \frac{S + r}{er}(ap - r^2)\sin f - \frac{W}{h}\cot i\sin(\omega + f), \quad \text{(2.59)}$$

$$\sin i\frac{d\Omega}{dt} = \frac{W}{h}\sin(\omega + f), \quad \text{(2.60)}$$

Notice that the orbit elements $a$ and $e$ are affected only by components of $A$ in the plane of the orbit, while the elements $\Omega$ and $i$ are affected only by the component out of the plane. The pericenter change has both, but this is because of the combination of intrinsic, in-plane perturbations (the first two terms) with the perturbation of the line of nodes from which $\omega$ is measured (the third term). In fact it is customary to define an angle of pericenter

$$d\varpi \equiv d\omega + \cos i d\Omega, \quad \text{(2.62)}$$
which represent a kind of angle measured from the reference X-direction, rather than from the
nodal line. The variation of this angle is given by

\[ \frac{d\varpi}{dt} = -R \frac{p}{eh} \cos f + S \frac{p + r}{eh} \sin f. \] (2.63)

Although we have discussed this from the point of view of perturbations, Eqs. (2.57)-(2.61) are
\textit{exact}; they are merely a reformulation of the three second-order differential equations for \( r(t) \),
Eq. (2.43), as a set of six first-order differential equations for the osculating elements (we have
not displayed the sixth equation, related to the time orbit element \( T \)). Given a set of functional
forms for \( A \) in terms of the orbit elements, an exact solution of these equations is an exact
solution of the original equations.

What makes this formulation so useful is that, when \( A = 0 \), the solutions for the orbit elements
are constants. If the perturbation represented by \( A \) is small in a suitable sense, one expects the
changes in the elements to be small. Therefore we can find a first-order perturbation solution by
inserting the constant zeroth order values of the elements into the right-hand side, and simply
integrating the equations with respect to \( t \). In principle, we could go to higher order by inserting
this first-order solution back into the right-hand side and integrating again, and so on.

It is sometimes more convenient to integrate the equations with respect to the true anomaly \( f \)
rather than \( t \). To relate the two when dealing with an osculating orbit, we recall that \( f = \phi - \omega \),
and that \( \phi \) is measured from the line of nodes, thus \( \phi \) can change both because of the orbital
motion, but also by an amount \( -\cos i \Delta \Omega \) if \( \Omega \) is changing. Hence, since from Eqs. (2.44) - (2.46)
we can write \( r^2 \frac{d\phi}{dt} \equiv |r \times v| = h \), we have

\[ \frac{df}{dt} = \frac{h}{r^2} - \left( \frac{d\omega}{dt} + \cos i \frac{d\Omega}{dt} \right). \] (2.64)

Of course, if we are integrating the equations only to first order, we can drop the terms involving
\( d\omega/dt \) and \( d\Omega/dt \) and use \( df/dt = h/r^2 \).

2.2 Testing the No-Hair Theorem Using the Galactic Center Black
Hole

If a class of stars orbits the central black hole in short period (\( \sim 0.1 \) year), high eccentricity
(\( \sim 0.9 \)) orbits, they will experience precessions of their orbital planes induced by both relativistic
frame dragging and the quadrupolar gravity of the black hole. Here we are going to apply the
orbit perturbation theory that we introduced in the previous sections to study this phenomenon for the galactic center massive black hole. We will see that observation of the precessions of the orbital planes will lead to determination of the spin \( J \) and the quadrupole moment \( Q_2 \) of the black hole. By having \( J \) and \( Q_2 \) we can test the specific relation which the black hole no-hair theorem requires between these parameters and the mass of the black hole i.e. \( Q_2 = -J^2/m \).

2.2.1 Orbit Perturbations in Field of a Rotating Black Hole

For the purpose of testing the no-hair theorem it suffices to work in the post-Newtonian limit. The post-newtonian limit is the weak-field and slow-motion limit of general relativity in which a quantity of interest is expressed as an expansion in powers of a post-Newtonian parameter \( \epsilon \sim v^2 \sim U \) where \( U \) is the gravitational potential. The leading term in the expansion is the Newtonian term and it is labeled as 0\( PN \) term. The term of order \( \epsilon \) is the first-post-Newtonian correction, and it is labeled as 1\( PN \) term and so on.

Consider a two-body system where a body of negligible mass is in the field of a body with mass \( m \), angular momentum \( J \) and quadrupole moment \( Q_2 \). The equation of motion of the test body in the first-post-Newtonian limit is given by

\[
a = -\frac{Gm}{r^2} \hat{n} + \left( 4\frac{Gm}{r} - v^2 \right) \frac{Gm}{r^2} \dot{\hat{n}} + 4\frac{Gm}{r^2} v \nonumber \\
- \frac{2GJ}{r^3} \left[ 2v \times \dot{\hat{J}} - 3\dot{\hat{r}} \times \hat{J} - 3\hat{n}(\dot{h} \cdot \hat{J})/r \right] \\
+ \frac{3GQ_2}{r^4} \left[ 5\hat{n}(\dot{\hat{n}} \cdot \hat{J})^2 - 2(\dot{\hat{n}} \cdot \hat{J})\hat{J} - \hat{n} \right], \tag{2.65}
\]

where \( r \) and \( v \) are the position and velocity of the body, \( \dot{\hat{n}} = \hat{r}/r, \dot{\hat{r}} = \hat{n} \cdot v, \hat{h} = r \times v, \dot{\hat{h}} = h/h, \) and \( \dot{\hat{J}} = J/|J| \) (see, e.g. [27]). The first line of Eq. (2.65) corresponds to the Schwarzschild part of the metric (at post-Newtonian order), the second line is the frame-dragging effect, and the third line is the the effect of the quadrupole moment (formally a Newtonian-order effect). For an axisymmetric black hole, the symmetry axis of its quadrupole moment coincides with its rotation axis, given by the unit vector \( \hat{J} \).

As illustrated in Fig. 2.2, the star’s orbital plane is defined by the unit vector \( \hat{e}_p \) along the line of nodes and the unit vector in the orbital plane \( \hat{e}_q \) orthogonal to \( \hat{e}_p \) and \( \hat{h} \) i.e. \( \dot{\hat{e}}_q = \hat{h} \times \dot{\hat{e}}_p \). With these definitions, then
Figure 2.2: The star’s orbital plane is defined by the unit vector \( \hat{e}_p \) along the line of nodes and the unit vector in the orbital plane \( \hat{e}_q \) orthogonal to \( \hat{e}_p \) and \( \hat{h} \). The polar angles \( \alpha \) and \( \beta \) define the direction of the black hole’s angular momentum \( \hat{J} \) in the \( \hat{e}_p, \hat{e}_q, \hat{h} \) coordinate system.

\[
\begin{align*}
\hat{n} &= \hat{e}_p \cos(\omega + f) + \hat{e}_q \sin(\omega + f), \\
\hat{\lambda} &= -\hat{e}_p \sin(\omega + f) + \hat{e}_q \cos(\omega + f).
\end{align*}
\]

The polar angels \( \alpha \) and \( \beta \) define the direction of the black hole’s angular momentum \( \hat{J} \) in the \( \hat{e}_p, \hat{e}_q, \hat{h} \) coordinate system, so that

\[
\begin{align*}
\hat{J} \cdot \hat{e}_p &= \sin \alpha \cos \beta, \\
\hat{J} \cdot \hat{e}_q &= \sin \alpha \sin \beta, \\
\hat{J} \cdot \hat{h} &= \cos \alpha.
\end{align*}
\]

All the terms in Eq. (2.65) except the first term, which is the Newtonian acceleration, are perturbing terms, and by using Eqs. (2.66) and (2.67) we can find the radial, tangential, and
out-of-plane components of the perturbing terms as following

\[ R = \frac{Gm}{r^2} \left( \frac{4Gm}{r} - v^2 \right) + \frac{4Gm}{r^2} r^2 + \frac{2GJh}{r^4} \cos \alpha + \frac{3GQ^2}{2r^4} \left[ 3 \sin^2 \alpha \cos^2 (\beta - \omega - f) - 1 \right], \]  

\( R \) (2.68)

\[ S = \frac{4Gm^2 h}{r^3} - \frac{2GJ}{r^3} \cos \alpha - \frac{3GQ^2}{2r^4} \sin^2 \alpha \sin [2(\beta - \omega - f)], \]  

\( S \) (2.69)

\[ W = \frac{2GJ}{r^3} \sin \alpha \left[ \dot{r} \sin (\beta - \omega - f) + \frac{2h}{r} \cos (\beta - \omega - f) \right] - \frac{3GQ^2}{2r^4} \sin (2\alpha) \cos (\beta - \omega - f). \]  

\( W \) (2.70)

By substituting \( R, S, \) and \( W \) from Eqs. (2.68)-(2.70) in Eqs. (2.57)-(2.61), we get the rate of change of the each orbit element. To derive the total change of an orbit element over one orbit, we need to integrate over one orbit i.e. integrating over \( f \) from 0 to \( 2\pi \):

\[ \Delta x = \int_0^{2\pi} df \frac{dx}{df} = \int_0^{2\pi} df \frac{dt}{df} \frac{dx}{dt} = \int_0^{2\pi} df \frac{r^2}{h} \frac{dx}{dt}, \]  

\( \Delta x \) (2.71)

where \( x \) could be any of the orbit elements. We recall the relations \( r = p/(1 + e \cos f), \) \( \dot{r} = he \sin f/p, \) \( v^2 = (he \sin f/p)^2 + (h(1 + e \cos f)/p)^2, \) and \( h = \sqrt{Gmp} \) (see Eqs. (2.44)-(2.48)).

Now to study the precessions of the orbit, we derive the total changes in \( i, \Omega, \) and \( \varpi, \) which are the three orbit angles defining the orientation of the orbit in space. To first order we get

\[ \sin i \Delta \Omega = \sin \alpha \sin \beta (A_J - A_{Q^2} \cos \alpha), \]  

\( \sin i \Delta \Omega \) (2.72)

\[ \Delta i = \sin \alpha \cos \beta (A_J - A_{Q^2} \cos \alpha), \]  

\( \Delta i \) (2.73)

\[ \Delta \varpi = A_S - 2A_J \cos \alpha - \frac{1}{2} A_{Q^2} (1 - 3 \cos^2 \alpha), \]  

\( \Delta \varpi \) (2.74)

where

\[ A_S = \frac{6\pi Gm}{(1 - e^2)a}, \]  

\( A_S \) (2.75)

\[ A_J = \frac{4\pi \chi}{(1 - e^2)a} \left( \frac{Gm}{(1 - e^2)a} \right)^{3/2}, \]  

\( A_J \) (2.76)

\[ A_{Q^2} = \frac{3\pi \chi}{(1 - e^2)a} \left( \frac{Gm}{(1 - e^2)a} \right)^2, \]  

\( A_{Q^2} \) (2.77)

where \( \chi \equiv J/(Gm^2) \) is the dimensionless spin parameter of the black hole which is always less than one for Kerr black hole and \( Q^2 = -J^2/m. \) To get an idea of the astrometric size of these precessions, we define an angular precession rate amplitude \( \dot{\Theta}_i = (a/D)A_i/P, \) where \( D \) is the distance to the galactic center and \( P = 2\pi(a^3/Gm)^{1/2} \) is the orbital period. Using
where we have assumed $Q_2 = -G^2 m^4 \chi^2$. The observable precessions will be reduced somewhat from these raw rates because the orbit must be projected onto the plane of the sky. For example, the contributions to $\Delta i$ and $\sin i \Delta \Omega$ are reduced by a factor of $\sin i$; for an orbit in the plane of the sky, the plane precessions are unmeasurable.

For the quadrupole precessions to be observable, it is clear that the black hole must have a decent angular momentum ($\chi > 0.5$) and that the star must be in a short period high-eccentricity orbit.

### 2.2.2 Testing the No-Hair Theorem

Although the pericenter advance is the largest relativistic orbital effect, it is not the most suitable effect for testing the no-hair theorem. The pericenter advance is affected by a number of complicating phenomena including any distribution of mass (such as dark matter or gas) within the orbit. Even if it is spherically symmetric, such a distribution of matter will generally contribute to the pericenter advance because it might induce derivations from the pure Keplerian $1/r$ potential. By contrast, the precessions of the node and inclination are relatively immune from such effects. Any spherically symmetric distribution of mass has no effect on these orbit elements [15].

As a consequence of Eqs. (2.72) and (2.73) we have the purely geometric relationship,

$$\frac{\sin i}{i} \frac{d\Omega}{dt} = \tan \beta,$$  

From the measured orbit elements and their drifts for a given star, Eq. (2.81) gives the angle $\beta$, independently of any assumption about the no-hair theorem. This measurement then fixes the spin axis of the black hole to lie on a plane perpendicular to the star’s orbital plane that makes an angle $\beta$ relative to the line of nodes. The equivalent determination for another stellar orbit fixes another plane; as long as the two planes are not degenerate, their intersection determines the direction of the spin axis, modulo a reflection through the origin.
This information is then sufficient to determine the angles $\alpha$ and $\beta$ for each star. Then, from the magnitude
\[
\left( \left[ \sin \left( \frac{d\Omega}{dt} \right) \right]^2 + \left[ \frac{di}{dt} \right]^2 \right)^{1/2} = \sin \alpha (A_J - A_{Q2} \cos \alpha),
\]
determined for each star, together with the orbit elements, one can solve for $J$ and $Q_2$ to see if the $Q_2 = -J^2/m$ relation demanded by the no-hair theorem holds.

So, in principle we see that observations of the precessing orbits of stars very near the massive black hole in the galactic center could provide measurements of the spin and quadrupole moment of the hole and thereby test the no-hair theorems of general relativity. But since the galactic center is likely to be populated by a distribution of stars and small black holes, their gravitational interactions will also perturb the orbit of any given star. In the next sections, we will estimate the effects of such perturbations using analytic orbital perturbation theory to see if the relativistic spin and quadrupole effects of the central massive black hole dominates the effects of stellar cluster perturbation. These estimates will allow us to assess whether the proposed test of the black hole no-hair theorem is going to be feasible.

### 2.3 Perturbing Effects of a Distribution of Stars in the Surrounding Cluster

#### 2.3.1 Perturbation by a third body

In Newtonian theory, the acceleration $a_1$ of a target star with mass $m_1$ and the acceleration of the Galactic center black hole with mass $m_2$ in the presence of a perturbing star with mass $m_3$ are given by
\[
a_1 = -G \frac{m_2 r_{12}}{r_{12}^3} - G \frac{m_3 r_{13}}{r_{13}^3},
\]
\[
a_2 = -G \frac{m_1 r_{21}}{r_{21}^3} - G \frac{m_3 r_{23}}{r_{23}^3},
\]
where $r_{ab} = r_a - r_b$ and $r_{ab} = |r_{ab}|$. The equation of motion for the effective two-body problem is
\[
a = a_1 - a_2 = -G \frac{m_2 r_{12}}{r_{12}^3} - G \frac{m_3 r_{13}}{r_{13}^3} + G \frac{m_1 r_{21}}{r_{21}^3} + G \frac{m_3 r_{23}}{r_{23}^3}.
\]
Since $m_1 \ll m_2$, Eq. (2.85) is basically the acceleration of the target star. For a perturbing star inside the orbit of the target star (‘internal’ star), with $r_{32} \ll r_{12}$, we have

\[
\frac{1}{r_{13}} = \frac{1}{\left| r_{12} - r_{32} \right|} = \frac{1}{r_{12}} - r_{32} \cdot \nabla \left( \frac{1}{r_{12}} \right) + \frac{1}{2} \sum_{jk} r_{32} r_{32} \partial^j \partial^k \left( \frac{1}{r_{12}} \right) - \ldots
\]

\[
= \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{\ell!} r_{32}^{L\partial^{(L)}} \left( \frac{1}{r_{12}} \right),
\]

(2.86)

where the capitalized superscripts denote multi-indices, so that $r_{32}^{L\partial^{(L)}} \equiv r_{32}^i r_{32}^j \ldots r_{32}^k$, and similarly for the partial derivatives; $\langle \ldots \rangle$ denotes a symmetric trace-free product (STF). A STF product is symmetric on all indices; furthermore, contracting any pair of indices gives zero. For example applying a gradient successively to $\left( \frac{1}{r} \right)$ gives STF products:

\[
\partial_k r^{-1} = -n_k r^{-2},
\]

(2.87a)

\[
\partial_j \partial_k r^{-1} = (3n_j n_k - \delta_{jk}) r^{-3},
\]

(2.87b)

\[
\partial_i \partial_j \partial_k r^{-1} = -[15 n_i n_j n_k - 3(n_i \delta_{jk} + n_j \delta_{ik} + n_k \delta)] ,
\]

(2.87c)

where $\partial_k \equiv \partial/\partial x_k$. In Eqs. (2.87) the combination of unit vectors in each case is symmetric on all indices, because the partial derivatives commute, and also contracting on any pair of indices automatically gives zero, because, for example for Eq. (2.87c), $\delta_{ij} \partial^{ijk} r^{-1} = \nabla^2 \partial r^{-1} = \partial_k \nabla^2 r^{-1} = 0$ for $r \neq 0$.

Using Eq. (2.86) the $i$-component of $\nabla \left( \frac{1}{r_{13}} \right)$ is

\[
\frac{r_{13}^{i}}{r_{13}^{-3}} = -\sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{\ell!} r_{32}^{L\partial^{(L)}} \left( \frac{1}{r_{12}} \right),
\]

\[
= \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell}}{\ell!} r_{32}^{L\partial^{(L)}} \left( \frac{1}{r_{12}} \right). \quad (2.88)
\]

Substituting Eq. (2.88) in Eq. (2.85), the equation of motion can be expanded as

\[
a^i = -G \frac{(m_1 + m_2 + m_3) \vec{r}^i}{r^3} + G \frac{m_3 \vec{R}^i}{R^3} + G m_3 \sum_{\ell=1}^{\infty} \frac{1}{\ell!} \vec{R}^i \partial^{(L)} \left( \frac{1}{r} \right),
\]

(2.89)

where $\vec{r} \equiv r_{12}$ and $\vec{R} \equiv r_{23}$.
Chapter 2. Testing the Black Hole No-Hair Theorem at the Galactic Center

For a perturbing star outside the orbit of the target star (‘external’ star), with \(r_{12} \ll r_{23}\), the expansion takes the form

\[
a^i = -G \frac{(m_1 + m_2) n^i}{r^3} + Gm_3 \sum_{\ell=1}^{\infty} \frac{1}{\ell!} r^{L \ell} \partial^{(\ell L)} \left( \frac{1}{R} \right). \tag{2.90}
\]

Because \(m_1 \ll m_2\) and \(m_3 \ll m_2\), and because in what follows we are only concerned with orbital plane effects, we can replace both \(m_1 + m_2\) and \(m_1 + m_2 + m_3\) with a single \(m\), effectively the mass of the massive black hole.

Establishing a reference XY plane and a reference Z direction, we have the standard “osculating” orbital elements including \(i, \Omega, \omega, a, e, f,\) and \(\varpi\) here. The unit vector \(\hat{n}\) pointing from the MBH to the target star, and the orthogonal unit vectors \(\hat{\lambda}\) and \(\hat{h}\) are given by Eqs. (2.49)-(2.51) where \(\hat{h}\) is normal to the orbital plane.

We also have the osculating orbit definitions \(r \equiv p/(1 + e \cos f), h \equiv |r \times v| \equiv (GMp)^{1/2}, d\phi/dt \equiv h/r^2, \) and \(p \equiv a(1 - e^2)\) for the target star, and \(R \equiv p’/(1 + e’ \cos F), h’ \equiv |R \times V| \equiv (GMp')^{1/2}, d\phi'/dt \equiv h'/R^2, \) and \(p’ \equiv a'(1 - e'^2)\) for the perturbing star, along with its orbital elements \(i’, \Omega’\) and \(\omega’\).

Here the perturbing acceleration \(A\) is everything in Eqs. (2.89) and (2.90) except the leading acceleration \(-GMr/r^3\). In the internal perturbing star case the first three terms of the expansion are

\[
A^i_{\text{int}} = \frac{Gm_3}{R^2} \tilde{N} + \frac{3Gm_3}{r^3} \left[ R(\hat{n} \cdot \tilde{N}) n^i - \frac{1}{3} R N^i \right] \sum_{\ell=1}^{\infty} \frac{1}{\ell!} r^{L \ell} \partial^{(\ell \ell)} \left( \frac{1}{R} \right) \tag{2.91}
\]

\[
- \frac{Gm_3}{2r^3} \left[ 15 R^2 (\tilde{N} \cdot \hat{n})^2 n^i - 6 R^2 (\tilde{N} \cdot \hat{n}) N^i - 3 R^2 n^i \right] \sum_{\ell=2}^{\infty} \frac{1}{\ell!} r^{L \ell} \partial^{(\ell \ell)} \left( \frac{1}{R} \right) \tag{2.92}
\]

\[
+ \frac{35Gm_3R^3}{2r^3} \left[ (\tilde{N} \cdot \hat{n})^3 n^i - \frac{3}{7} (\tilde{N} \cdot \hat{n})^2 N^i - \frac{3}{7} (\tilde{N} \cdot \hat{n}) n^i + \frac{3}{35} N^i \right] \sum_{\ell=3}^{\infty} \frac{1}{\ell!} r^{L \ell} \partial^{(\ell \ell)} \left( \frac{1}{R} \right), \tag{2.93}
\]

where \(\hat{n} \equiv r/r\) and \(\tilde{N} \equiv R/R\). Similarly, for the external perturbing star we have
We use Eqs. (2.57)–(2.61) to calculate the variations with time of the target star’s orbit elements, which means we need to derive the components of the perturbing terms along \( \hat{n}, \hat{\lambda}, \) and \( \hat{h} \) denoted as \( R, S, \) and \( W \) in subsection 2.1.3 respectively. We will work in first-order perturbation theory, whereby we express \( R, S \) and \( W \) in terms of osculating orbit variables, set the orbit elements equal to their constant initial values in the right-hand side of Eqs. (2.57)–(2.61), and then integrate with respect to time.

### 2.3.2 Time Averaged Variations in Orbit Elements

We want to use Eqs. (2.57)–(2.61) to calculate the time averaged rates of change of the orbit elements of the target star, given by

\[
\frac{dx}{dt} = T^{-1} \int_0^T \frac{dx}{dt} dt, \quad \text{where} \quad T \text{ is the longest relevant timescale, and} \quad x \text{ is the element in question.}
\]

For an internal perturbing star, \( T \) would be the period of the target star \( P \).

\[
\overline{\frac{dx}{dt}} = \frac{1}{P} \int_0^P \frac{dx}{dt} dt = \frac{1}{P} \int_0^{2\pi} \frac{dx}{df} df, \quad (2.97)
\]

where \( f \) is the true anomaly. Assuming that the shorter period \( P' \) is much shorter than the longer period \( P \), we can split the longer period \( P \) to small pieces, each equal to \( P' \). Then \( dx/df \) in Eq. (2.97) will be the rate of change of \( x \) with \( f \) while the perturbing star completes one orbit.
(Δf = 2π) and we can write

\[ \frac{dx}{dt} = \frac{1}{P} \int_0^{2\pi} \left( \frac{1}{P'} \int_0^{P'} \frac{dx}{df} df' \right) df, \]

\[ = \frac{1}{P} \int_0^{2\pi} \left( \frac{1}{P'} \int_0^{2\pi} \frac{dx}{df} r'^2 h' df \right) df, \]

\[ = \frac{1}{PP'} \int_0^{2\pi} \int_0^{2\pi} \frac{dx}{df} r'^2 h' df \quad \text{d}f, \quad (2.98) \]

where dt' and F are the time element and the true anomaly of the perturbing star, respectively and \( \text{d}t' = (r'^2/h') \text{d}F, \) valid to first order in perturbation theory. Using the osculating orbit definitions, Eq. (2.98) can be written as

\[ \frac{dx}{dt} = \frac{1}{2\pi P} (1 - e'^2)^{3/2} \int_0^{2\pi} \int_0^{2\pi} \frac{dx}{df} \left( \frac{1}{1 + e' \cos F} \right)^{3/2} \text{d}F \quad \text{d}f. \quad (2.99) \]

For an external perturbing star, \( T \) would be the orbital period of the perturbing star \( P' \) and by a similar argument, it is straightforward to show that Eq. (2.99) gives the time-averaged rates of change of the orbital elements of the target star in this case too.

By way of illustration, we show here the time-averaged changes of orbital elements for the \( \ell = 1 \) term induced by an external star (Eq. (2.91)), for the special case \( i' = 0 \) and \( \Omega' = 0 \):

\[ \frac{da}{dt} = 0, \quad (2.100) \]

\[ \frac{de}{dt} = \frac{15}{4} B_{\text{ext}} \frac{(1 - e'^2)^{3/2}}{(1 - e'^2)^{3/2}} e^2 \sin \omega \cos \omega \sin^2 i, \quad (2.101) \]

\[ \frac{di}{dt} = -\frac{15}{4} B_{\text{ext}} \frac{(1 - e'^2)^{3/2}}{(1 - e'^2)^{7/2}} e^2 \sin \omega \cos \omega \sin i \cos i, \quad (2.102) \]

\[ \frac{d\Omega}{dt} = -\frac{3}{4} B_{\text{ext}} \frac{(1 - e'^2)^{3/2}}{(1 - e'^2)^{7/2}} (1 + 4e^2 - 5e^2 \cos^2 \omega) \cos i, \quad (2.103) \]

\[ \frac{d\varpi}{dt} = \frac{3}{4} B_{\text{ext}} \frac{(1 - e'^2)^{3/2}}{(1 - e'^2)^{5/2}} (5 \cos^2 \omega - 3 + 5 \cos^2 i \sin^2 \omega - \cos^2 i), \quad (2.104) \]

where \( B_{\text{ext}} = (2\pi/P)(m_3/m)(p/p')^3 \). For arbitrary orientations \( i' \) and \( \Omega' \) the expressions are much more complicated. We have also found the analogous expressions for the \( \ell = 2 \) and \( \ell = 3 \) terms. These are smaller than the \( \ell = 1 \) results by factors of \( p/p' \) and \( (p/p')^2 \), respectively. We used a trick described in Appendix A, which allows us to get analytical forms of the integrations over \( f \) and \( F \) easily by Maple or Mathematica.
For an internal star, the $\ell = 1$ term (Eq. (2.94)) contributes no time-averaged variation of any of the elements. The $\ell = 2$ contributions scale as $B_{\text{int}} = (2\pi/P)(m_3/m)(p'/p)^2$, while the $\ell = 3$ contributions are smaller by a factor of $p'/p$. Again, the general expressions are long, so we will not display them here.

Since the orbital energy of the target star is proportional to $1/a$, Eq. (2.100) simply reflects the absence of a secular energy exchange mechanism between the target and perturbing stars at first order in the perturbations. As a side remark, Eqs. (2.101) and (2.102) together imply that $(1-e^2)^{1/2} \cos i$ is a constant, so that a decreasing inclination produces an increasing eccentricity; in planetary dynamics this is known as the Kozai mechanism [28].

2.3.3 Average Over Orientations of Perturbing Stellar Orbits

With the time-averaged changes in the orbital elements due to one perturbing star in hand, we now turn to the changes caused by a distribution of perturbing stars. We will assume a cluster of stars whose orbital orientations $(i', \Omega', \omega')$ are randomly distributed. We will discuss the distributions in $a'$ and $e'$ later. The “orientation-average” of a function $F(i', \Omega', \omega')$ will be defined by

$$\langle F \rangle \equiv \frac{1}{8\pi^2} \int_0^\pi \sin i' \, di' \int_0^{2\pi} d\Omega' \int_0^{2\pi} d\omega' \, F(i', \Omega', \omega').$$

(2.105)

We then find that $\langle \frac{dx}{dt} \rangle = 0$ for all four orbit elements $e$, $i$, $\Omega$, and $\omega$, for both internal and external stars. The reason is easy to understand: the averaging process is equivalent to smearing the perturbing stars’ mass over a concentric set of spherically symmetric shells. The target star will thus be moving in what amounts to a spherically symmetric, $1/r$ potential and its orbit elements will therefore be constant, just as in the pure Kepler problem.

But for a finite number of stars, the potential will not be perfectly spherically symmetric, even if the orientations are randomly distributed. It is the effect of this discreteness that we wish to estimate. We do this by calculating the root-mean-square (r.m.s.) angular average $[\langle (\frac{dx}{dt})^2 \rangle]^{1/2}$. This will give an estimate of the “noise” induced in the orbital motion of the target star by the surrounding matter. We will then compare this noise with the relativistic effects that we wish to measure.

Here we list the r.m.s. orientation averages for $di/dt$ and $d\Omega/dt$ for internal and external stars, and for all $\ell \leq 3$. It turns out that cross terms between different $\ell$ values vanish. We can also see that the contribution of the $(Gm_3/R^2)\hat{N}$ term in Eq. (2.91) is zero.
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- Internal: Lowest order ($\ell = 2$)

\[
\langle (\frac{\text{d}r}{\text{d}t})^2 \rangle_{\text{int}} = \frac{3}{80} B^2_{\text{int}} \frac{1 + 3\epsilon'^2 + 21\epsilon'^4}{(1 - \epsilon'^2)^4}, \tag{2.106}
\]

\[
\langle (\frac{\text{d}\Omega}{\text{d}t})^2 \rangle_{\text{int}} = \frac{3}{80} B^2_{\text{int}} \frac{1 + 3\epsilon'^2 + 21\epsilon'^4}{(1 - \epsilon'^2)^4} \frac{1}{\sin^2 i}, \tag{2.107}
\]

- Internal: First order ($\ell = 3$)

\[
\langle (\frac{\text{d}r}{\text{d}t})^2 \rangle_{\text{int}} = \frac{75}{7168} B^2_{\text{int}} \left( \frac{p'}{p} \right)^2 \frac{e^2\epsilon'^2}{(1 - \epsilon'^2)^6} (6 + 9\epsilon'^2 + 34\epsilon'^4) (5 + 12\cos^2 \omega), \tag{2.108}
\]

\[
\langle (\frac{\text{d}\Omega}{\text{d}t})^2 \rangle_{\text{int}} = \frac{75}{7168} B^2_{\text{int}} \left( \frac{p'}{p} \right)^2 \frac{e^2\epsilon'^2}{(1 - \epsilon'^2)^6} (6 + 9\epsilon'^2 + 34\epsilon'^4) (5 + 12\sin^2 \omega) \sin^2 i, \tag{2.109}
\]

- External: Lowest order ($\ell = 1$)

\[
\langle (\frac{\text{d}r}{\text{d}t})^2 \rangle_{\text{ext}} = \frac{3}{80} B^2_{\text{ext}} (1 - \epsilon'^2)^3 \frac{(C_1 + D_1 \cos^2 \omega)}{(1 - \epsilon^2)}, \tag{2.110}
\]

\[
\langle (\frac{\text{d}\Omega}{\text{d}t})^2 \rangle_{\text{ext}} = \frac{3}{80} B^2_{\text{ext}} (1 - \epsilon'^2)^3 \frac{(C_1 + D_1 \sin^2 \omega)}{\sin^2 i}, \tag{2.111}
\]

- External: First order ($\ell = 2$)

\[
\langle (\frac{\text{d}r}{\text{d}t})^2 \rangle_{\text{ext}} = \frac{225}{3584} B^2_{\text{ext}} \left( \frac{p'}{p} \right)^2 \frac{e^2(1 - \epsilon'^2)^3}{(1 - \epsilon'^2)^6} (C_2 + D_2 \cos^2 \omega), \tag{2.112}
\]

\[
\langle (\frac{\text{d}\Omega}{\text{d}t})^2 \rangle_{\text{ext}} = \frac{225}{3584} B^2_{\text{ext}} \left( \frac{p'}{p} \right)^2 \frac{e^2(1 - \epsilon'^2)^3}{(1 - \epsilon'^2)^6} (C_2 + D_2 \sin^2 \omega) \sin^2 i, \tag{2.113}
\]

- External: Second order ($\ell = 3$)

\[
\langle (\frac{\text{d}r}{\text{d}t})^2 \rangle_{\text{ext}} = \frac{45}{4096} B^2_{\text{ext}} \left( \frac{p'}{p} \right)^4 \frac{(1 - \epsilon'^2)^3}{(1 - \epsilon'^2)^{11}} \left( 1 + 3\epsilon'^2 + \frac{7}{2}\epsilon'^4 \right) \times (C_3 + D_3 \cos^2 \omega), \tag{2.114}
\]

\[
\langle (\frac{\text{d}\Omega}{\text{d}t})^2 \rangle_{\text{ext}} = \frac{45}{4096} B^2_{\text{ext}} \left( \frac{p'}{p} \right)^4 \frac{(1 - \epsilon'^2)^3}{(1 - \epsilon'^2)^{11}} \left( 1 + 3\epsilon'^2 + \frac{7}{2}\epsilon'^4 \right) \sin^{-2} i \times (C_3 + D_3 \sin^2 \omega). \tag{2.115}
\]
where
\[ C_1 = (1 - e^2)^2, \quad D_1 = 5e^2(2 + 3e^2), \]
\[ C_2 = 5(1 - e^2)^2, \quad D_2 = (4 + 3e^2)(3 + 11e^2), \]
\[ C_3 = (1 - e^2)^2(2 + 3e^2 + 44e^4), \quad D_3 = 21e^2(2 + e^2)(1 + 5e^2 + 8e^4). \] (2.116)

We will focus on the r.m.s change in the direction of \( \hat{h} \), the normal to the orbital plane which can be expressed in terms of r.m.s changes in \( i \) and \( \Omega \). Squaring both sides of Eq. (2.54) gives
\[
\left| \dot{h}\hat{h} + \frac{d\hat{h}}{dt} \right|^2 = \left| -rW\lambda + rS\hat{h} \right|^2,
\]
\[
\dot{h}^2 + 2\hat{h}\cdot \frac{d\hat{h}}{dt} + h^2 \left| \frac{d\hat{h}}{dt} \right|^2 = r^2W^2 + r^2S^2. \] (2.117)

Substituting Eq. (2.56), \( \dot{h} = rS \), in Eq. (2.117), we have
\[
\left| \frac{d\hat{h}}{dt} \right|^2 = \left( \frac{rW}{h} \right)^2. \] (2.118)

Then we note that adding the squares of Eqs. (2.60) and (2.61) gives us exactly the right hand side of Eq. (2.118) and therefore we can write
\[
\left| \frac{d\hat{h}}{dt} \right|^2 = \left( \frac{d\dot{i}}{dt} \right)^2 + \sin^2 i \left( \frac{d\Omega}{dt} \right)^2, \] (2.119)
which leads to
\[
\langle (\frac{d\dot{h}/dt)^2} \rangle \equiv \langle (\frac{d\dot{i}/dt)^2} \rangle + \sin^2 i \langle (\frac{d\Omega/dt)^2} \rangle. \] (2.120)

The leading contributions, corresponding to the \( \ell = 2 \) contribution from internal stars, and to the \( \ell = 1 \) contribution from external stars are given by
\[
\langle (\frac{d\dot{h}/dt)^2} \rangle_{\text{int}} = \frac{3}{40} B_{\text{int}} \frac{1 + 3e^2 + 21e^4}{(1 - e^2)^4}, \] (2.121)
\[
\langle (\frac{d\dot{h}/dt)^2} \rangle_{\text{ext}} = \frac{3}{40} B_{\text{ext}} \frac{(1 - e^2)^3}{(1 - e^2)^7} \left( 1 + 3e^2 + \frac{17}{2}e^4 \right). \] (2.122)

Note although the perturbing terms are due to randomly distributed stars, the r.m.s changes of
the individual elements $i$ and $\Omega$ depend on $\omega$ and $i$ (see Eqs. (2.106)-(2.115)). The reason is that $i$ and $\Omega$ depend on the choice of reference plane, and $\omega$ is measured from the line of nodes and $i$ is the inclination angle between the reference plane and the orbital plane. So they also depend on the reference plane and if we chose a different reference plane, $\omega$ and $i$ would be different, and so we might expect $\langle (d\Omega/d\tilde{t})^2 \rangle$ and $\langle (di/d\tilde{t})^2 \rangle$ to depend on the orientation of the orbital ellipse relative to the nodal line.

On the other hand, from Eqs. (2.121) and (2.122) we can see that $\langle (d\tilde{h}/d\tilde{t})^2 \rangle$ is independent of $\omega$. It is because $\tilde{h}$ is a vector in space, it knows nothing about the arbitrary choice of reference plane, and hence its variation can’t depend on $\omega$. For future use, we define the angular r.m.s. rate of change of the orbital orientation by $d\theta/d\tilde{t} \equiv (\langle (d\tilde{h}/d\tilde{t})^2 \rangle)^{1/2}$.

### 2.3.4 Average Over Size and Shape of Perturbing Stellar Orbits

We now integrate over the semi-major axes $a'$ and eccentricities $e'$ of the perturbing stars. We will use a distribution function of the form $N g(a') h(e'^2) da'de'$, where $N$ is a normalization factor, set by the condition $N = N/I$, where $N$ is the total number of stars in the distribution, and

$$I = \int h(e'^2)de'^2 \int g(a')da', \quad (2.123)$$

where the limits of integration will be determined by the limiting orbital elements for those stars. Since at the end we are going to compare our results with N-body simulations by Merritt et al. ([17], hereafter referred to as MAMW), we will consider the same range of parametrized models for the dependences $g(a')$ and $h(e'^2)$ as was used in their simulations, and will consider clusters that contain both stars and stellar-mass black holes.

The variables $a'$ and $e'$ will be constrained by a number of considerations. The minimum pericenter distance $r_{\text{min}}$ for any body will be given by the tidal-disruption radius for a star, and the capture radius for a black hole. This will therefore give the bound

$$a'(1 - e') > r_{\text{min}}. \quad (2.124)$$

For $r_{\text{min}}$ we will use the estimates

$$r_{\text{min}}^\text{star} \approx 4 \times 10^{-3} \left( \frac{m_{\text{star}}}{m_\odot} \right)^{0.47} \left( \frac{m}{4 \times 10^6 M_\odot} \right)^{1/3} \text{mpc}, \quad r_{\text{min}}^\text{bh} \approx 8Gm \approx 1.5 \times 10^{-3} \left( \frac{m}{4 \times 10^6 M_\odot} \right) \text{mpc}. \quad (2.125)$$
These are derived in Appendix B.

However our analytic formulae for the r.m.s. orientation-averaged variations are valid only in the limits \( p/p' \ll 1 \) or \( p/p' \ll 1 \) for internal and external stars, respectively. But since our target star is embedded inside the cluster of stars, there may well be perturbing stars that do not satisfy either constraint. On the other hand, an encounter between the target star and another star that is too close could perturb the orbit so strongly that it will be unsuitable for any kind of relativity test. Because we are looking only for an estimate of the statistical noise induced by the cloud of stars, we will try three approaches in order to capture the range of perturbations induced by the cluster.

**Integration I.** Because Eqs. (2.121) and (2.122) are valid only in the extreme limits where the perturbing star is always far from the target star (so that the higher-order terms are suitably small), we cut out of the stellar distribution any stars that violate this constraint. This yields the following conditions on the allowed orbital elements of the perturbing stars: (i) for an internal star, we demand that \( r_{\text{max}}' = a'(1 + e') \) of the perturbing star be less than \( r_{\text{min}} = a(1 - e) \) of the target star; (ii) for an external star, we demand that \( r_{\text{min}}' = a'(1 - e') \) of the perturbing star be greater than \( r_{\text{max}} = a(1 + e) \) of the target star.

For an internal star, we thus have the two conditions,

\[
a'(1 - e') > r_{\text{min}} \quad \text{and} \quad a'(1 + e') < a(1 - e) .
\]

(2.126)

The maximum values of \( e' \) and \( a' \) allowed under these conditions are

\[
e'_{\text{max, int}} = \frac{a(1 - e) - r_{\text{min}}}{a(1 - e) + r_{\text{min}}} , \quad a'_{\text{max, int}} = \frac{1 - e}{1 + e'} .
\]

(2.127)

For an external star, we have the two conditions

\[
a'(1 - e') > a(1 + e) \quad \text{and} \quad a' < a_{\text{max}} ,
\]

(2.128)

where \( a_{\text{max}} \) is the outer boundary of the cluster, chosen to be large enough that the effects of stars beyond this boundary are assumed to be negligible. Following MAMW, we choose \( a_{\text{max}} = 4 \) mpc. The maximum \( e' \) and minimum \( a' \) allowed are thus

\[
e'_{\text{max, ext}} = 1 - \frac{a(1 + e)}{a_{\text{max}}} , \quad a'_{\text{min, ext}} = \frac{1 + e}{1 - e'} .
\]

(2.129)
Chapter 2. Testing the Black Hole No-Hair Theorem at the Galactic Center

Thus the average of a function $\mathcal{F}(a', e')$ over this distribution will be given by

$$\langle \mathcal{F} \rangle \equiv N(J_1 + J_2) ,$$

(2.130)

where

$$J_1(\mathcal{F}) = \int_0^{e'^2_{\text{max, int}}} h(e'^2)de'^2 \int_{a'^{\text{max, int}}}^{a'^{\text{max, int}}} g(a')\mathcal{F}(a', e')da' ,$$

$$J_2(\mathcal{F}) = \int_0^{e'^2_{\text{max, ext}}} h(e'^2)de'^2 \int_{a'^{\text{min, ext}}}^{a'^{\text{max, ext}}} g(a')\mathcal{F}(a', e')da' .$$

(2.131)

However, instead of substituting $N = N/I$, we substitute

$$N = N/(\mathcal{I}_1 + \mathcal{I}_2) ,$$

(2.132)

where

$$\mathcal{I}_1 = \int_0^{e'^2_{\text{max, int}}} h(e'^2)de'^2 \int_{a'^{\text{min, int}}}^{a'^{\text{max, int}}} g(a')da' ,$$

$$\mathcal{I}_2 = \int_0^{e'^2_{\text{max, ext}}} h(e'^2)de'^2 \int_{a'^{\text{min, ext}}}^{a'^{\text{max, ext}}} g(a')da' .$$

(2.133)

This amounts to assuming that all $N$ stars in the cluster happen to have orbit elements that satisfy our constraint. Thus the average of the function $\mathcal{F}(a', e')$ will be given by

$$\langle \mathcal{F} \rangle = N^2 \frac{J_1(\mathcal{F}) + J_2(\mathcal{F})}{\mathcal{I}_1 + \mathcal{I}_2} .$$

(2.134)

Note that if $\mathcal{F} = 1$, we get $\langle \mathcal{F} \rangle = N$.

In our simple model, we are treating the stars and black holes as independent distributions, so the mean value of $\mathcal{F}$ can be written as a sum over the two normalized distributions,

$$\langle \mathcal{F} \rangle = \langle \mathcal{F} \rangle_S + \langle \mathcal{F} \rangle_B ,$$

(2.135)

where the only differences between the integrals for the distributions are the perturbing object mass $m_3$, the value of $r_{\text{min}}$, which affects only the integrals $J_1$ and $\mathcal{I}_1$, and the number of particles, $N_S$ for stars, and $N_B$ for black holes, with $N = N_B + N_S$; for later use, we define $N_B/N_S \equiv R$. Hence we obtain

$$\langle \mathcal{F} \rangle = \frac{N_S}{N} \frac{J_1(\mathcal{F}_S) + J_2(\mathcal{F}_S)}{\mathcal{I}_1(\mathcal{F}_S) + \mathcal{I}_2(\mathcal{F}_S)} + \frac{N_B}{N} \frac{J_1(\mathcal{F}_B) + J_2(\mathcal{F}_B)}{\mathcal{I}_1(\mathcal{F}_B) + \mathcal{I}_2(\mathcal{F}_B)} .$$

(2.136)
For the r.m.s. variations in $\frac{dh}{dt}$, we include all the higher-order terms shown in Eqs. (2.106)-(2.115).

**Integration II.** Taking the ratio of the higher $\ell$ contributions to the orbit element variations to the leading $\ell$ contribution (see Eqs. (2.106)-(2.115)) reveals that the parameter controlling the relative size of the higher-order terms is the ratio $a'/[a(1-e^2)]$ for internal stars, and $a/[a'(1-e'^2)]$ for external stars. Requiring each of these ratios in turn to be less than one, we repeat the integrals, but with new limits of integration given by

$$
e_{\text{max,int}}' = 1 - r_{\text{min}}/a(1-e^2), \quad a_{\text{max,int}}' = a(1-e^2),$$

$$
e_{\text{max,ext}}' = (1 - a/a_{\text{max}})^{1/2}, \quad a_{\text{min,ext}}' = a/(1-e^2). \quad (2.137)$$

This condition permits closer encounters than the condition imposed in Integration I. Here as well, we include all higher-order contributions to the r.m.s. variations.

**Integration III.** In an attempt to include even closer encounters between the target star and cluster stars, we adopt a fitting formula for the r.m.s. perturbations of the orbital plane that interpolates between the two limits of very distant internal and very distant external stars. A simple formula that achieves this is given by

$$
\hat{h}^2_{\text{fit}} = \frac{1}{\langle (\frac{dh}{dt})^2 \rangle_{\text{int}}^{-1} + \langle (\frac{dh}{dt})^2 \rangle_{\text{ext}}^{-1}}, \quad (2.138)
$$

where we use only the lowest-order contributions to the r.m.s. variations, given by Eqs. (2.121) and (2.122). In this case the average over the distributions becomes

$$
\langle \mathcal{F} \rangle = \frac{N_S}{N} \frac{J_S(\mathcal{F}_S)}{\mathcal{I}_S} + \frac{N_B}{N} \frac{J_B(\mathcal{F}_B)}{\mathcal{I}_B}, \quad (2.139)
$$

where the integrals now take the form

$$
J(\mathcal{F}) = \int_0^{(1-r_{\text{min}}/a)^2} h(e'^2)de'^2 \int_{r_{\text{min}}/(1-e')}^{a_{\text{max}}} g(a')\mathcal{F}(a',e')da', \quad (2.140)
$$

with $\mathcal{I} = J(1)$, thereby including the full distribution of stars.

### 2.3.5 Numerical Results

In order to compare our analytic estimates with the results of the N-body simulations of MAMW, we will adopt as far as possible the same model assumptions. We parametrize the distribution functions $g(a')$ and $h(e'^2)$ according to $g(a') = a'^{2-\gamma}$, and $h(e'^2) = (1 - e'^2)^{-\beta}$, where $\gamma$ ranges
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from 0 to 2, and β ranges from -1 to 0.5. The values $(\gamma, \beta) = (2, 0)$ correspond to a mass segregated distribution with isotropic velocity dispersion. We will choose $d_{\text{max}} = 4 \text{ mpc}$, arguing that the perturbing effect of the cluster outside this radius is negligible by virtue of the increasing distance from the target star and the more effective “spherical symmetry” of the mass distribution. We will assume that the cluster contains stars each of mass $1M_\odot$ and black holes each of mass $10M_\odot$, and will consider values of the ratio of the number of black holes to the number of stars to be $R = 0$ and $R = 1$ (MAMW also consider the ratio $R = 0.1$). The main difference between stars and black holes in our integrals is the factor $m_3^2$, so there will simply be a relative factor of 100 between the black hole contribution and the stellar contribution, apart from the small effect of the difference in $r_{\text{min}}$ between stars and black holes.

Of the 22 stellar distribution models listed in Table I of MAMW, we consider only the 15 models with either $R = 0$ or $R = 1$; these are listed in Table 2.1. While $N$ denotes the total number of objects within 4 mpc, the parameter $M_\star$, chosen to parallel the notation of MAMW, denotes the approximate total mass within one mpc of the black hole, and gives an idea of the perturbing environment around a close-in target star.

Figure 2.3 shows the results for the three stellar distribution models 9, 11 and 12 in Table 2.1; in these models $\gamma = 2$ and $\beta = 0$ and they have an equal number of $1M_\odot$ stars and $10M_\odot$ black holes. The three cases correspond to a total number of perturbing bodies within a radius of four mpc of 7, 21 and 72, respectively. The target star has eccentricity $e = 0.95$, and its semi-major axis $a$ ranges from 0.1 to 2 mpc. Plotted is the rate of precession of the vector perpendicular to the orbital plane, $d\theta/dt \equiv (|d\mathbf{h}/dt|^2)^{1/2}$, observed at the source, in arcminutes per year, calculated using three ways of carrying out the integrals over the stellar distribution. The dashed line denotes Integration I, in which all perturbing stars are assumed to be sufficiently far from the target star at all times that their pericenters are outside its apocenter or that their apocenters are inside its pericenter. The solid line denotes Integration II, in which closer encounters are

Table 2.1: Parameters of the distributions

<table>
<thead>
<tr>
<th>Model</th>
<th>$\gamma$</th>
<th>$\beta$</th>
<th>$M_\star(M_\odot)$</th>
<th>$R$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>10</td>
<td>0</td>
<td>159</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-1</td>
<td>10</td>
<td>1</td>
<td>29</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-1</td>
<td>10</td>
<td>0</td>
<td>119</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>-1</td>
<td>10</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>209</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0</td>
<td>30</td>
<td>1</td>
<td>43</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>-1</td>
<td>30</td>
<td>0</td>
<td>119</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>-1</td>
<td>30</td>
<td>1</td>
<td>21</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>119</td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>400</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>0.5</td>
<td>100</td>
<td>0</td>
<td>72</td>
</tr>
<tr>
<td>14</td>
<td>2</td>
<td>0.5</td>
<td>100</td>
<td>1</td>
<td>72</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>0.5</td>
<td>100</td>
<td>0</td>
<td>400</td>
</tr>
</tbody>
</table>
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permitted, limited by demanding that all perturbing stars be on orbits such that the higher $\ell$ contributions to $d\theta/dt$ be at worst comparable to the contribution at lowest order in $\ell$. The dot-dashed line denotes Integration III, which uses a fitting formula that interpolates between the extreme limits of a perturbing star well outside the target star, and a perturbing star well inside the target star; in this case the integration is over the entire stellar distribution. The orange band in each panel denotes the value of $d\theta/dt$ corresponding to an astrometric precession rate $d\Theta/dt$ of 10 $\mu$arcsecond per year as seen from Earth, given by

$$
\frac{(d\theta/dt)_{\text{source}}}{(\text{arcmin/yr})} \approx \frac{1.3}{a} \frac{(d\Theta/dt)_{\text{Earth}}}{(10 \mu\text{as}/\text{yr})},
$$

(2.141)
where $\tilde{a}$ is the semi-major axis in units of mpc; we use 8 kiloparsecs as the distance to the galactic center.

Also plotted are the rates of precessions due to the frame-dragging and quadrupolar effects of a Kerr black hole, given by

$$\dot{A}_J \equiv \frac{A_J}{P} = 4\pi P \chi \left[ \frac{Gm}{a(1-e^2)} \right]^{3/2} \approx 0.0768(1-e^2)^{-3/2} \chi \tilde{a}^{-3} \text{arcmin/yr}, \quad (2.142)$$

$$\dot{A}_{Q_2} \equiv \frac{A_{Q_2}}{P} = 3\pi P \chi^2 \left[ \frac{Gm}{a(1-e^2)} \right]^{2} \approx 7.97 \times 10^{-4} (1-e^2)^{-2} \chi^2 \tilde{a}^{-7/2} \text{arcmin/yr}, \quad (2.143)$$

where $P = 2\pi(a^3/Gm)^{1/2}$ is the orbital period, $A_J$ and $A_{Q_2}$ are the amplitude of precessions given in Eqs. (2.76) and (2.77), and where $\chi = J/Gm^2$ is the dimensionless Kerr spin parameter, set equal to its maximum value of unity in Fig. 2.3.

Because Integration I keeps the stars far from the target star, the precessions are small. By contrast, the fitting formula of Integration III is large for very close encounters, so not surprisingly, the precessions from that method are large. Integration II gives results intermediate between the two. Interestingly, the spread between these methods is roughly consistent with the spread between individual precessions obtained in the N-body simulations of MAMW. This can be seen in the top panel of MAMW, Fig. 7, which corresponds to the middle panel of Fig. 2.3 (to properly compare the two figures, one must translate between $d\theta/dt$ and $d\Theta/dt$). It can also been in the bottom panel of MAMW Fig. 5, where the points labelled by $\times$ indicate the mean precessions in the absence of black hole spin, for the same three stellar distributions as are shown in Fig. 2.3. Thus we regard our three integration methods as giving a reasonable estimate of the range of stellar perturbations.

Comparing the three stellar distributions shown in Fig. 2.3, we see that the effects vary roughly as $N^{1/2} \propto M^1$, as expected, from the nature of our r.m.s. calculation.

We consider eight different stellar distribution models, and for seven of them, consider models with equal numbers of stars and black holes, and models with only stars, totaling 15 models. In all but one case, the precessions are generally smaller than the ones shown in Fig. 2.3, and that case is a centrally condensed model with a non-isotropic velocity dispersion leading to a preponderance of highly eccentric orbits. We conclude that, for a target star in a very eccentric orbit with $a < 0.2$ mpc, there is a reasonable possibility of seeing relativistic frame-dragging and quadrupole effects above the level of $10\mu$arcsec/yr without undue interference from stellar
Figure 2.4: R.m.s. precession $d\theta/dt = \langle \dot{h}^2 \rangle^{1/2}$ for target star with $e = 0.95$ and $a = 0.1$ mpc for 15 stellar distribution models. Symbol $\times$ denotes estimates from Integration II, and error bars indicate the range of estimates from Integrations I and III. Rates of precessions due to the frame-dragging and quadrupolar effects and astrometric displacement of 10 $\mu$arcsec/yr are shown as in Fig. 2.3.

perturbations. We also show in Appendix C that the effects of tidal deformations on the orbital planes of stellar orbits are negligible.

To illustrate the differences between different models of the stellar distribution, Fig. 2.4 shows the predicted precessions for a target star at 0.1 mpc with $e = 0.95$, for all 15 model distributions. The crosses and the error bars indicate the range of results from the three integration models. Models with $\gamma = 0$ or 1 generally give smaller precessions than those with $\gamma = 2$. The latter models are more centrally condensed, and lead to larger perturbations of a close-in target star. For the same value of $(\gamma, \beta, M_\star)$, models with equal numbers of stars and black holes ($R = 1$) lead to larger perturbations than those with pure stars ($R = 0$); the former models are more "grainy" (smaller $N$), and so the effects are larger by roughly $N_{R=0}^{1/2}/N_{R=1}^{1/2}$. Models 14 and 15 ($\beta = 0.5$) have an excess of stars in highly eccentric orbits, thus leading to larger precessions.
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2.3.6 Conclusions

We have used analytic orbital perturbation theory to investigate the rate of precession of the orbital plane of a target star orbiting the galactic center black hole Sgr A* induced by perturbations due to other stars in the central cluster. We found that, although the results have a wide spread, they compare well with the distribution of precessions obtained using $N$-body simulations. One feature not included in our analysis is the fact that orbital planes in a real cluster are not randomly distributed, but become somewhat correlated over the long-term evolution of the cluster. Whether these correlations are large enough to have a significant effect on our estimates is an open question. Within our assumptions, however, we find a range of possible models for the cluster of objects within the central 4 mpc of the black hole in which it may still be possible to detect relativistic precessions of the orbital planes at the $10 \mu$arcsec/yr level.
In this chapter we start with reviewing the non-relativistic phase-space formulation to study the effects of the adiabatic i.e. slow growth of the massive black hole on the dark-matter density profile. Then we develop a fully general relativistic phase-space formulation to consider these effects and we find the dark matter distribution in vicinity of the Galactic center supermassive black hole Sgr A* which has significant differences with the non-relativistic results. Having the dark matter profile density in the presence of the massive black hole, we calculate its perturbing effect on the orbital motions of stars in the Galactic center, and find that for the stars of interest, relativistic effects related to the hair on the black hole will dominate the effects of dark matter.

3.1 Growing a Black Hole in a Dark Matter Cluster: Newtonian Analysis

In this section we begin with a purely Newtonian analysis of the process of growing a black hole slowly within a pre-existing DM halo. This is an example of a process in which a system responds adiabatically to a slowly varying potential. In such a situation, the use of action-angle variables enables us to predict how a distribution of particles will respond to changes in the gravitational field that confine it.

As discussed below, when the process of growing a black hole within a pre-existing DM halo is adiabatic, the gravitational potential changes slowly enough so that the constants of the motion of the DM particles vary smoothly while keeping the action variables invariant. A brief
consideration of the physical conditions close to the GC will convince us that the requirements for adiabatic evolution are likely to be met.

The central MBH will dynamically dominate a region of radius \( r_h = G m_{\text{BH}} / \sigma^2 \), where \( m_{\text{BH}} \) is the mass of the black hole and \( \sigma \) is the velocity dispersion of the DM particles outside the radius of influence. The dynamical timescale inside \( r_h \) can be estimated as \( t_{\text{dyn}} = r_h / \sigma \), which for the Milky Way turns out to be about \( 10^4 \) yr, taking \( m_{\text{BH}} \sim 4 \times 10^6 M_\odot \) and estimating from the velocity dispersion of the stars \( \sigma \approx 66 \) km/s. On the other hand we can estimate the shortest timescale for growth of the black hole as the Salpeter timescale \( t_S = m_{\text{BH}} / \dot{m}_{\text{Edd}} \approx 5 \times 10^7 \) yr, where \( \dot{m}_{\text{Edd}} \) is the usual Eddington accretion timescale. Hence, the dynamical timescale inside \( r_h \) is much shorter than the typical timescale for black hole growth. In addition, since the DM is assumed to be collisionless, the relaxation timescale will always be longer than the evolutionary timescale (This is not necessarily the case for the stellar population close to the central cusp) [29, 30].

We generally follow the approach used by Binney and Tremaine [30] and Quinlan et al. [31]. In addition to reproducing the non-relativist results in [31], which extended the study of the isothermal sphere carried out in [32], this will set the stage for our fully general relativistic analysis. We will use \( c = 1 \) throughout this chapter.

### 3.1.1 Basic Equations

Given a distribution function \( f(E, L) \), which is normalized to give the total mass \( M \) of the halo upon integration over phase-space, the physical mass density is given by:

\[
\rho(r) = \int f(E, L) d^3v , 
\]

where the energy and angular momentum per unit mass \( E \) and \( L \equiv |L| \) are functions of velocity and position, defined by

\[
L = x \times v , \\
E = \frac{v^2}{2} + \Phi(r) , 
\]

where \( \Phi(r) \) is the Newtonian gravitational potential. We now change integration variables from \( v \) to \( E, L \), and the z-component of angular-momentum \( L_z \), using the relation

\[
d^3v = J^{-1} dE \ dL \ dL_z , 
\]
where the Jacobian is given by the determinant of the matrix

\[
J \equiv \left| \frac{\partial (E, L, L_z)}{\partial (v^x, v^y, v^z)} \right| = \frac{r}{L} \begin{vmatrix}
v^x & v^y & v^z \\
(rv^x - x\dot{r}) & (rv^y - y\dot{r}) & (rv^z - z\dot{r}) \\
-y & x & 0
\end{vmatrix},
\]

\[
= \frac{r^2}{L} (z\dot{r} - v^z r),
\]

(3.4)

where \( \dot{r} = v_r = r \cdot v/r \). For the \( \partial L/\partial v^i \) components, we used the relation \( L^2 = r^2(v^2 - \dot{r}^2) \); e.g. for \( v^x \) we have

\[
\Rightarrow 2L \frac{\partial L}{\partial v^x} = r^2(2v^x - 2\dot{r} \frac{\partial \dot{r}}{\partial v^x}),
\]

\[
= r^2(2v^x - 2\dot{r} \frac{x}{r}),
\]

\[
\Rightarrow \frac{\partial L}{\partial v^x} = \frac{r}{L} (rv^x - \dot{r} x).
\]

(3.6)

To express the Jacobian in terms of the components of \( v \) we use

\[
v^\theta = \frac{1}{r^2} v \cdot \hat{e}_\theta = \frac{1}{r^2} \left( v^i \frac{\partial x^i}{\partial \theta} \right),
\]

\[
= \frac{1}{r^2} \left( v^x \frac{\partial x^x}{\partial \theta} + v^y \frac{\partial y}{\partial \theta} + v^z \frac{\partial z}{\partial \theta} \right),
\]

\[
= \frac{1}{r^2} (v^x r \cos \theta \cos \phi + v^y r \cos \theta \sin \phi - v^z r \sin \theta),
\]

(3.7)

also we have

\[
\dot{r} = \frac{r \cdot v}{r} = \frac{1}{r} (xv^x + yv^y + zv^z),
\]

\[
= \sin \theta (v^x \cos \phi + v^y \sin \phi) + v^z \cos \theta,
\]

\[
\Rightarrow v^x \cos \phi + v^y \sin \phi = \frac{1}{\sin \theta} \left( \frac{\dot{r} v^z}{r} \right),
\]

(3.8)

therefore

\[
v^\theta = \frac{1}{r^2} \left[ \frac{z}{\sin \theta} \left( \frac{\dot{r} - \frac{v^z z}{r}}{1 - \frac{z^2}{r^2}} \right) - v^z r \sin \theta \right],
\]

\[
= \frac{1}{r^2} \frac{\dot{r} r - v^z z^2 - v^z r^2 \sin^2 \theta}{r \sin \theta},
\]

\[
= \frac{1}{r^2 \sin \theta} (\dot{z} - v^z r),
\]

(3.9)
So, Eq. (3.4) can be written as

\[ J = \frac{r^4}{L} v_r v^\theta \sin \theta. \]  \hfill (3.10)

To perform the integrations in Eq. (3.1) using Eq. (3.3), we need to write the Jacobian in terms of \( L \) and \( L_z \):

\[
\begin{align*}
   z r' - v_z r &= \frac{z}{r} (x v_x + y v_y + z v_z) - v_z r, \\
   &= \frac{1}{r} [x(z v_x - x v_z) + y(z v_y - y v_z)], \\
   &= \frac{1}{r} (x L_y - y L_x), \\
\Rightarrow \quad (z r' - v_z r)^2 &= \frac{1}{r^2} \left[ x^2 L_y^2 + y^2 L_x^2 - (x L_x + y L_y)^2 - x^2 L_x^2 + y^2 L_y^2 \right]. \\
   &= \frac{1}{r^2} \left[ (r^2 - z^2)(L^2 - L_z^2) - z^2 L_z^2 \right], \\
   &= L^2 \left( 1 - z^2/r^2 \right) - L_z^2, \\
   \Rightarrow \quad z r' - v_z r &= \sin \theta \left[ L^2 - \frac{L_z^2}{\sin^2 \theta} \right]^{1/2}, \hfill (3.11)
\end{align*}
\]

where we used \( r \cdot L = 0 \).

An alternative derivation of the Jacobian in terms of \( L \) and \( L_z \) uses the metric components in spherical coordinates, \( g_{rr} = 1 \), \( g_{\theta\theta} = r^2 \), and \( g_{\phi\phi} = r^2 \sin^2 \theta \), in Eq. (3.5) which leads to

\[
\begin{align*}
   L^2 &= r^2 v^2 - (r \cdot v)^2, \\
   &= r^2 \left( g_{rr} v_r^2 + g_{\theta\theta} v^\theta^2 + g_{\phi\phi} v^\phi^2 \right) - (g_{rr} r v^r)^2, \\
   &= r^4 \left( v^\theta^2 + \sin^2 \theta \ v^\phi^2 \right), \\
   &= r^4 \left( v^\theta^2 + \frac{L_z^2}{\sin^2 \theta} \right), \hfill (3.12)
\end{align*}
\]

where we used \( L_z \equiv v_\phi = g_{\phi\phi} v^\phi \). Solving Eq. (3.12) for \( v^\theta \) gives

\[
v^\theta = \frac{1}{r^2} \left( L^2 - \frac{L_z^2}{\sin^2 \theta} \right)^{1/2}. \hfill (3.13)
\]
Therefore, we can write
\[ v^\theta = \frac{1}{r^2} v \cdot e_\theta = \frac{z^\prime - r v^z}{r^2 \sin \theta} = \frac{1}{r^2} \left( L^2 - \frac{L_z^2}{\sin^2 \theta} \right)^{1/2}, \]  
(3.14)

Combining Eqs. (3.14) and (3.4) we again find Eq. (3.10).

\[ J = \frac{r^4}{L} v_r v^\theta \sin \theta. \]  
(3.15)

Including a factor of 4 to take into account the ± signs of \( v^\theta \) and \( v_r \) available for each value of \( E \) and \( L \), we obtain
\[ d^3v = \frac{4L}{r^4 |v_r| |v^\theta| \sin \theta} \ dE \ dL \ dL_z, \]  
(3.16)

and thus the physical density
\[ \rho(r) = 4 \int dE \int L dL \int dL_z f(E, L) \frac{r^4}{|v_r| |v^\theta| \sin \theta}. \]  
(3.17)

The limits on \( L_z \) are derived by demanding that \( v^\theta \) should be real in Eq. (3.14). We will also assume throughout that the distribution function is independent of \( L_z \); as a result we can integrate over \( L_z \) between the limits \( \pm L \sin \theta \), to obtain Eq. (1) in [31]:
\[ \rho(r) = 4 \pi \int dE \int L dL \frac{f(E, L)}{r^4 |v_r|}, \]  
(3.18)

The limits of integration are set in part by the fact that \( |v_r| \) must be real. Solving the energy per unit mass of each particle, \( E = \Phi(r) + (1/2)(v_r^2 + L^2/r^2) \), for \( v_r \) we have
\[ |v_r| = \left( 2E - 2\Phi(r) - \frac{L^2}{r^2} \right)^{1/2}, \]  
(3.19)

and thus \( L \) ranges from 0 to \( [2r^2(E - \Phi(r))]^{1/2} \), while \( E \) ranges from \( \Phi(r) \) to \( E_{\text{max}} \), the maximum energy that a bound particle could have. We thus have
\[ \rho(r) = \frac{4 \pi}{r^2} \int_{\Phi(r)}^{E_{\text{max}}} dE \int_0^{L_{\text{max}}} L dL \frac{f(E, L)}{\sqrt{2E - 2\Phi(r) - L^2/r^2}}. \]  
(3.20)

Hence, given a distribution function, \( f(E, L) \), we can use Eq. (3.20) to find the density, \( \rho(r) \), which acts as the source of the gravitational potential \( \Phi(r) \). We will also encounter the situation where \( \rho(r) \) is known, e.g. from fits to numerical simulations, and we would like to find the
distribution function. In the next subsection we review Eddington’s method, which allows us to construct the distribution function from the density density.

3.1.2 Eddington’s Method

Following the terminology in Binney and Tremaine ([30], BT hereafter), we define a new gravitational potential and a new energy. If \( \Phi_0 \) is some constant, then let the relative potential \( \Psi(r) \) and the relative energy \( E \) of a particle be defined by

\[
\Psi(r) \equiv -\Phi(r) + \Phi_0, \\
E \equiv -H(r, v) + \Phi_0 = \Psi(r) - \frac{1}{2}v^2.
\]

(3.21)

where \( H \) is the Hamiltonian of the system. In practice, \( \Phi_0 \) is chosen to be such that \( f > 0 \) for \( E > 0 \) and \( f = 0 \) for \( E \leq 0 \). If an isolated system extends to infinity, \( \Phi_0 = 0 \) and the relative energy is equal to the binding energy. The relative potential of an isolated system satisfies Poisson’s equation in the form

\[
\nabla \Psi(r) = -4\pi G \rho(r),
\]

(3.22)

subject to the boundary condition \( \Psi(r) \to \Phi_0 \) as \( |x| \to \infty \).

Suppose we observe a spherical system that is confined by a known spherical potential \( \Phi(r) \). Then it is possible to derive for the system a unique distribution function that depends on the phase-space coordinates only through the Hamiltonian \( H(r, v) \). Here we express this distribution function as a function of the relative energy \( f(E) \). Using Eq. (3.1), since \( f \) depends on the magnitude \( v \) of \( \mathbf{v} \) and not its direction, we can immediately integrate over angular coordinates in velocity space. We then have

\[
\rho(r) = 4\pi \int dv \ v^2 f(\Psi(r) - v^2/2),
\]

\[
= 4\pi \int_0^\Psi dE f(E) \sqrt{2(\Psi(r) - E)},
\]

(3.23)

where we have used Eq. (3.21) and assumed that the constant \( \Phi_0 \) in the definition of \( E \) has been chosen such that \( f = 0 \) for \( E \leq 0 \). It can be shown that \( \Psi \) is a monotonic function of \( r \) in any spherical system, therefore we can regard \( f \) as a function of \( \Psi \) instead of \( r \). Thus

\[
\frac{1}{\sqrt{8\pi}} f(\Psi) = 2 \int_0^\Psi dE \ f(E) \sqrt{\Psi - E}.
\]

(3.24)
Differentiating both sides of Eq. (3.24) with respect to $\Psi$, we obtain

$$\frac{1}{\sqrt{8\pi}} \frac{df}{d\Psi} = \int_0^\Psi dE \frac{f(E)}{\sqrt{E - \Psi}}.$$  

Equation (3.25) is an Abel integral equation having the solution

$$f(E) = \frac{1}{\sqrt{8\pi^2}} \frac{d}{dE} \int_0^E \frac{d\Psi}{\sqrt{E - \Psi}} \frac{df}{d\Psi}.$$  

An equivalent formula is

$$f(E) = \frac{1}{\sqrt{8\pi^2}} \left[ \int_0^E \frac{d\Psi}{\sqrt{E - \Psi}} \frac{d^2f}{d\Psi^2} + \frac{1}{\sqrt{E}} \left( \frac{df}{d\Psi} \right)_{\Psi=0} \right].$$

This result is due to Eddington [33], and it is called Eddington’s formula. It implies that, given a spherical density distribution, we can recover a distribution function depending only on the Hamiltonian that generates a model with the given density. In general, there might be multiple distribution functions that generate a given density, and Eddington’s formula gives us the one which is isotropic in the velocity space. However, there is no guarantee that the solution $f(E)$ to Eqs. (3.26) will satisfy the physical requirement that it be nowhere negative. Indeed, we may conclude from Eq. (3.26a) that a spherical density distribution $f(r)$ in the potential $\Phi(r)$ can arise from a distribution function depending only on the Hamiltonian if and only if

$$\int_0^E \frac{d\Psi}{\sqrt{E - \Psi}} \frac{df}{d\Psi},$$

is an increasing function of $E$.

### 3.1.3 Adiabatic Invariants

We next imagine a point mass growing slowly at the center of a pre-existing distribution of particles. Systems like this where potential variations are slow compared to a typical orbital frequency are called adiabatic. It can be shown using the action-angle formalism ([30], Section 3.6.) that the actions of particles, $\oint pdq$, for each independent coordinate and conjugate momentum are constant during such adiabatic changes of potential. For this reason such action integrals are often called adiabatic invariants.

So, as the gravitational potential near the point mass changes because of the growth of the point mass, each particle responds to the change by altering its energy $E$ and angular momentum $L$. 
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and $L_z$, holding the adiabatic invariants $I_r$, $I_\theta$, and $I_\phi$ fixed, where

$$I_r(E, L) \equiv \oint v_r dr = \oint dr \sqrt{2E - 2\Phi(r) - L^2/r^2},$$

$$I_\theta(L, L_z) \equiv \oint v_\theta d\theta = \oint d\theta \sqrt{L^2 - L_z \sin^{-2}\theta} = 2\pi(L - L_z),$$

$$I_\phi(L_z) \equiv \oint v_\phi d\phi = \oint L_z d\phi = 2\pi L_z. \quad (3.27)$$

The constancy of $I_\theta$ and $I_\phi$ implies that $L$ and $L_z$ remain constants, no surprise considering the assumed spherical symmetry. But when the potential evolves from the initial potential $\Phi'$ to a new potential $\Phi$ that includes the point mass, $E'$ evolves to $E$ such that

$$I_r(E', L) = I_r'(E, L). \quad (3.28)$$

In [32], it has been shown that for an adiabatic growth of a point mass inside a cluster, the conservation of the adiabatic invariants of each particle leads to the invariance of the distribution function $f(E, L) = f'(E', L')$. In Appendix D we review this argument of [32] and also generalize it to the relativistic analysis.

So, by equating radial actions in Eq. (3.28) and solving to obtain the relation $E' = E'(E, L)$, the new distribution function is then assumed to be given by the original distribution function $f'$, where $E'$ is expressed in terms of $E$ and $L$.

$$f(E, L) = f'(E'(E, L), L). \quad (3.29)$$

Note that, in a Newtonian analysis for a potential dominated by a point mass, $\Phi(r) = -Gm/r$, and

$$I_r(E, L) = 2\pi \left( -L + \frac{Gm}{\sqrt{-2E}} \right). \quad (3.30)$$

Considering what we reviewed here, the density in the presence of the point mass may then be expressed as

$$\rho(r) = \frac{4\pi}{r^2} \int_{-Gm/r}^{E_{\text{max}}} dE \int_{0}^{L_{\text{max}}} L dL \frac{f'(E'(E, L), L)}{\sqrt{2E + 2Gm/r - L^2/r^2}}. \quad (3.31)$$
3.2 Growing a Black Hole in a Dark Matter Cluster: Relativistic Analysis

Given a system of particles characterized by a distribution function $f^{(4)}(p)$, there is a standard prescription for writing down the mass current four-vector [34]:

$$J^\mu(x) = \int f^{(4)}(p) \frac{p^\mu}{\mu} \sqrt{-g} \, d^4 p,$$

where $\mu$ is the particle’s rest mass, $p$ and $p^\mu$ represent the four-momentum, $g$ is the determinant of the metric, and $d^4 p$ is the four-momentum volume element; the distribution function is again normalized so that the total mass of the halo is $M$.

As in the Newtonian case, we wish to change variables from $p^\mu$ to variables that are related to suitable constants of the motion. In the absence of a black hole, and for a spherically symmetric cluster, the constants would be the relativistic energy $E$, the angular momentum and its $z$-component $(L, L_z)$, together with the conserved rest-mass $\mu = (-p_\mu p^\mu)^{1/2}$. A black hole that forms at the center will generically be a Kerr black hole, whose constants of motion are $E$, $L_z$, $\mu$, plus the so-called Carter constant $C$. In the limit of spherical symmetry, such as for the case of no black hole or for a central Schwarzschild black hole, $C \to L^2$.

We will therefore begin by changing coordinates in the phase-space integral from $p^\mu$ to $E$, $C$, $L_z$, and $\mu$ assuming that the background geometry is the Kerr spacetime. We will find that the loss of spherical symmetry and the dragging of inertial frames that go together with the Kerr geometry make the problem considerably more complex. Further study of this case will be deferred to future work. Taking the limit of a Schwarzschild black hole simplifies the analysis, and allows us to formulate the adiabatic growth of a non-rotating black hole in a fully relativistic manner.

3.2.1 Kerr Black Hole Background

The Kerr metric is given in Boyer-Lindquist coordinates by

$$\begin{align*}
\text{d}s^2 &= - \left(1 - \frac{2Gmr}{\Sigma^2}\right) \text{d}t^2 + \frac{\Sigma^2}{\Delta} \text{d}r^2 + \Sigma^2 \text{d}\theta^2 - \frac{4Gmra}{\Sigma^2} \sin^2 \theta \text{d}t \text{d}\phi \\
&+ \left(r^2 + a^2 + \frac{2Gmra^2 \sin^2 \theta}{\Sigma^2}\right) \sin^2 \theta \text{d}\phi^2,
\end{align*}$$

(3.33)
where \( G \) is Newton’s constant, \( m \) is the mass, \( a \) is the Kerr parameter, related to the angular momentum \( J \) by \( a \equiv J/m \); \( \Sigma^2 = r^2 + a^2 \cos^2 \theta \), and \( \Delta = r^2 + a^2 - 2Gmr \). We will assume throughout that \( a \) is positive, and use units in which \( c = 1 \).

Timelike geodesics in this geometry admit four conserved quantities: energy of the particle per unit mass, \( \mathcal{E} \), angular momentum per unit mass, \( L_z \), Carter constant per unit (mass)\(^2 \), \( C \), and the norm of the four momentum,

\[
\mathcal{E} \equiv -u_0 = -g_{00}u^0 - g_{0\phi}u^\phi,
\]

\[
L_z \equiv u_\phi = g_{0\phi}u^0 + g_{\phi\phi}u^\phi,
\]

\[
C \equiv \Sigma^4 (u^\theta)^2 + \sin^{-2}\theta L_z^2 + a^2 \cos^2 \theta (1 - \mathcal{E}^2),
\]

\[
g_{\mu\nu}p^\mu p^\nu = -\mu^2.
\]

The version of the Carter constant used here has the property that, in the Schwarzschild limit \((a \to 0)\), \( C \to L_z^2 \), where \( L \) is the total conserved angular momentum per unit mass.

We want to convert from the phase space volume element \( d^4p \) to the volume element \( d\mathcal{E} dC dL_z d\mu \), using the relation

\[
d^4p = |J|^{-1} d\mathcal{E} dC dL_z d\mu,
\]

where the Jacobian is given by the determinant of the matrix

\[
J \equiv \left| \frac{\partial (\mathcal{E}, C, L_z, \mu)}{\partial (p^0, p^r, p^\theta, p^\phi)} \right| = \mu^{-3} \begin{vmatrix} -g_{00} & 0 & 0 & -g_{0\phi} \\ \partial C/\partial u^0 & 0 & 2\Sigma^4 u^\theta & \partial C/\partial u^\phi \\ g_{0\phi} & 0 & 0 & g_{\phi\phi} \\ \mathcal{E} & -u_r & -u_\theta & -L_z \end{vmatrix},
\]

\[
= -2\mu^{-3} \Sigma^4 u_r u^\theta (g_{0\phi}^2 - g_{00}g_{\phi\phi}) ,
\]

\[
= -2\mu^{-3} \Delta \Sigma^4 u_r u^\theta \sin^2 \theta .
\]

where we used the fact, which follows from the Kerr metric, that \( g_{\phi\phi}^2 - g_{00}g_{\phi\phi} = \Delta \sin^2 \theta \). Again including a factor of 4 to take into account the \( \pm \) signs of \( p^\theta \) and \( p^r \) in contrast to the quadratic nature of \( C \) and the norm of \( p^\mu \), and using the fact that \( \sqrt{-g} = \Sigma^2 \sin \theta \), we obtain

\[
\sqrt{-g} d^4p = \frac{2\mu^3}{\Sigma^2 \Delta |u_r| |u^\theta| \sin \theta} d\mathcal{E} dC dL_z d\mu .
\]

If the particles described by the distribution have the same rest mass, and if we again assume that the three-dimensional distribution function is normalized as before, then \( f^{(4)}(p) \equiv \sum_f \frac{\mu_f^3}{\Sigma^2 \Delta |u_r| |u^\theta| \sin \theta} f^{(3)}(p) \)
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\[
\mu^{-3} f(\mathcal{E}, C) \delta(\mu - \mu_0),
\]
and thus we can integrate over \(\mu\), to obtain
\[
J^\mu = 2 \int d\mathcal{E} \int dC \int dL_z \frac{u^\mu f(\mathcal{E}, C)}{\Sigma^2 \Delta |u_r||u^\theta| \sin \theta}.
\]  
(3.39)

We again assume that \(f\) is independent of \(L_z\). This may be compared with Eq.(3.17); \(J^0\) is related to the density \(\rho\), the relativistic energy \(\mathcal{E}\) replaces \(E\), \(C\) plays the role of \(L^2\), \(\Sigma^2 \Delta\) replaces \(r^4\), and four-velocities \(u_r\) and \(u^\theta\) replace ordinary velocities \(v_r\) and \(v^\theta\).

By definition, \(J^\mu \equiv \rho u^\mu\), where \(\rho\) is the mass density as measured in a local freely falling frame, and \(u^\mu\) is the four-velocity of an element of the matter, which can be expressed in the form \(u^\mu \equiv \gamma(1, v^j)\), where \(v^j \equiv u^j/u^0 = J^j/J^0\), and using \(u_\mu u^\mu = -1\) leads to \(\gamma = (-g_{00} - 2g_{0j}v^j - g_{ij}v^i v^j)^{-1/2}\). Thus, once the components of \(J^\mu\) are known, then the \(v^j\) components and therefore, \(u^0 = \gamma\) can be determined, and from that \(\rho = J^0/u^0\) can be found. Alternatively, because the norm of \(u^\mu\) is \(-1\), \(\rho = (-J_\mu J^\mu)^{1/2}\). In particular, if \(J^\mu\) has no spatial components, then \(u^0 = (-g_{00})^{-1/2}\) and \(\rho = \sqrt{-g_{00}} J^0\).

The four-velocity components \(u_r\) and \(u^\theta\) can be expressed in terms of the constants of the motion by suitably manipulating Eqs. (3.34c) and (3.34d), leading to
\[
u^\theta = \pm \Sigma^{-2} \left[ C - L_z^2 \sin^{-2} \theta - a^2 \cos^2 \theta (1 - \mathcal{E}^2) \right]^{1/2},
\]
\[
u_r = \pm \frac{r^2}{\Delta} V(r)^{1/2},
\]  
(3.40)

where
\[
V(r) = \left(1 + \frac{a^2}{r^2} + \frac{2Gma^2}{r^3}\right) \mathcal{E}^2 - \frac{\Delta}{r^2} \left(1 + \frac{C}{r^2}\right) + \frac{a^2 L_z^2}{r^4} - \frac{4Gma\mathcal{E}L_z}{r^3}.
\]  
(3.41)

From Eq. (3.39), it is clear that, since \(\nu^r\) and \(\nu^\theta\) are equally likely to be positive as negative for a given set of values for \(\mathcal{E}, C\) and \(L_z\), the components \(J^r\) and \(J^\theta\) of the current must vanish. Furthermore, since \(u_0 = -\mathcal{E}\) and \(u_\phi = L_z\), we have that
\[
J_0 = -2 \int \mathcal{E} d\mathcal{E} \int dC \int dL_z \frac{f(\mathcal{E}, C)}{\Sigma^2 \Delta |u_r||u^\theta| \sin \theta},
\]  
(3.42)
\[
J_\phi = 2 \int d\mathcal{E} \int dC \int L_z dL_z \frac{f(\mathcal{E}, C)}{\Sigma^2 \Delta |u_r||u^\theta| \sin \theta},
\]  
(3.43)

Even if we assume that \(f\) is independent of \(L_z\), the presence of the term in \(V(r)\) [Eq. (3.41)] that is linear in \(L_z\) implies that \(J_\phi\) will not vanish in general, and thus the distribution of matter will have a flux in the azimuthal direction. This, of course, is the dragging of inertial frames induced by the rotation of the black hole, an effect that will be proportional to the Kerr parameter \(a\).
In this case the density may be obtained from

\[
\rho = (-g_{00} J_0^2 - 2g^{0\phi} J_0 J_\phi - g^{\phi\phi} J_\phi^2)^{1/2},
\]

\[
= -J_0 \left( \frac{g_{\phi\phi} + 2g_{0\phi} \Omega + g_{00} \Omega^2}{\Delta} \right)^{1/2},
\]

where \( \Omega \equiv J_\phi / J_0 \). If \( a = 0 \), then \( J_\phi = 0 \), and \( \rho = -J_0 (g_{\phi\phi} / \Delta)^{1/2} = -J_0 (-g^{00})^{1/2} = \sqrt{-g_{00}} J^0 \).

The three-dimensional region of integration over \( E, C \) and \( L_z \) is complicated. The energy \( E \) is bounded above by unity if unbound particles are to be excluded from consideration. The variables are bounded by the two-dimensional surfaces defined by \( u^\theta = 0 \) and \( u_r = 0 \), the latter depending on the value of \( r \). A final bound is provided by the condition that if a given particle has an orbit taking it close enough to the black hole to be captured, it will disappear from the distribution. For a given \( E \) and \( L_z \) there is a critical value of \( C \), below which a particle will be captured. No analytic form for this condition has been found to date, although for non-relativistic particles for which \( E = 1 \) is a good approximation, Will [35] found an approximate analytic expression for the critical value of \( C \).

### 3.2.2 Schwarzschild Black Hole Background

We now restrict our attention to the Schwarzschild limit, \( a = 0 \), in which \( \Sigma^2 = r^2 \), \( C = L^2 \), \( u^\theta = (L^2 - L_z^2 \sin^2 \theta)^{1/2} \) and

\[
V(r) = E^2 - \left( 1 - \frac{2Gm}{r} \right) \left( 1 + \frac{L^2}{r^2} \right).
\]

The metric components are \( g_{00} = -r^{-1} = -1 + 2Gm/r \), and \( g_{\phi\phi} = 0 \). Substituting these relations, along with the fact that \( u^0 = -g^{00} E \), we write \( J_0 \) in the form

\[
J_0 = -\frac{2}{r^2} \int E dE \int dL^2 \int dL_z \frac{f(E, L)}{V(r)^{1/2}(L^2 \sin^2 \theta - L_z^2)^{1/2}},
\]

and we observe that \( J_\phi = 0 \). We then integrate over \( L_z \) between the limits \( \pm L \sin \theta \) explicitly to obtain

\[
J_0 = -\frac{4\pi}{r^2} \int E dE \int L dL \frac{f(E, L)}{\sqrt{E^2 - (1 - 2Gm/r)(1 + L^2/r^2)}}.
\]

We again assume that \( E \) is bounded above by unity; \( E \) and \( L \) are also bounded by the vanishing of \( V(r) \) and by the black hole capture condition.
Unlike the Kerr case, the capture condition in Schwarzschild can be derived analytically. We wish to find the critical value of $L$ such that an orbit of a given energy $\mathcal{E}$, and $L$ will not be “reflected” back to large distances, but instead will continue immediately to smaller values of $r$ and be captured by the black hole. The turning points of the orbit are given by the values of $r$ where $V(r) = 0$. The critical values of $\mathcal{E}$, $L$ are those for which the potential has an extremum at that same point, that is where $dV(r)/dr = 0$. The chosen sign for $V(r)$ also dictates that this point should be a minimum of $V(r)$, that is that $d^2V(r)/dr^2 > 0$, corresponding to an unstable extremum. We obtain from the condition $dV(r)/dr = 0$ the standard solution for the radius of the unstable circular orbit in Schwarzschild $r = 6Gm/(1 + [1 - 12(Gm/L)^2]^{1/2})$. Substituting this into the condition $V(r) = 0$ and solving for $L$, we obtain the critical value

$$L_c^2 = \frac{32(Gm)^2}{36\mathcal{E}^2 - 27\mathcal{E}^4 - 8 + \mathcal{E}(9\mathcal{E}^2 - 8)^{3/2}}.$$  

(3.48)

Notice that, for $\mathcal{E} = 1$, $L_c = 4Gm$, corresponding to the unstable marginally bound orbit in Schwarzschild at $r = 4Gm$, while for $\mathcal{E} = \sqrt{8/9}$, $L_c = 2\sqrt{3}Gm$, corresponding to the innermost stable circular orbit at $r = 6Gm$.

The range of integration of the variables is therefore as follows: $L$ is integrated from $L_{\min} = L_c$ to the value given by $V(r) = 0$, namely

$$L_{\max} = r \left( \frac{\mathcal{E}^2}{1 - 2Gm/r} - 1 \right)^{1/2}.$$  

(3.49)

In fact, using Eq. (3.40), $L_{\max}$ is the value such that for $L \leq L_{\max}$, $u_r$ is real.

The energy $\mathcal{E}$ is then integrated between its minimum value and unity. That minimum value is found by solving $V(r) = 0$ with $L = L_c$, and is given by

$$\mathcal{E}_{\min} = \begin{cases} (1 + 2Gm/r)/(1 + 6Gm/r)^{1/2} : r \geq 6Gm \\ (1 - 2Gm/r)/(1 - 3Gm/r)^{1/2} : 4Gm \leq r \leq 6Gm. \end{cases}$$  

(3.50)

The regions of integration for various values of $r$ are shown in Fig. 3.1. For a given $r$, the region is a triangle bounded by the critical capture angular momentum on the left, the maximum energy $\mathcal{E} = 1$ at the top, and the condition $V(r) = 0$ on the triangle’s lower edge. For $r = 6Gm$, the lower edge of the region is the long dashed line shown (red in color version). As $r$ increases above $6Gm$ the lower edge of the triangle moves upward and the right-hand vertex moves rightward, as shown by the dotted and dot-dashed lines in Fig. 3.1 (blue and green in color version). For values of $r$ decreasing below $6Gm$, the lower edge of the triangle moves upward and leftward as shown by the short dashed line in Fig. 3.1 (violet in color version). At $r = 4Gm$, $\mathcal{E}_{\min} = \mathcal{E}_{\max} = 1$.
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Figure 3.1: Integrating over \( \mathcal{E}-L \) space for the Schwarzschild geometry. For a given \( r \), the region of integration lies between the solid lines and the various dashed and dotted lines. As \( r \to 4m \), the integration area vanishes.

\[ L_{\text{min}} = L_{\text{max}} = 4 \], and the volume of phase space vanishes. This implies that, irrespective of the nature of the distribution function, the density of particles must vanish at \( r = 4Gm \); this makes physical sense, since any bound particle that is capable of reaching \( r = 4Gm \) is necessarily captured by the black hole and leaves the distribution. This is a rather different conclusion from the one reached by Gondolo and Silk ([18], GS hereafter), who argued that the density would generically vanish at \( r = 8Gm \). The specific shape of this phase space region for small \( r \) will play a central role in determining the density distribution near the black hole.

In the Schwarzschild limit, the four-velocity components are given by \( u_\phi = L_z \), \( u_\theta = (L^2 - L_z^2 \sin^{-2} \theta)^{1/2} \), and \( u_r = [\mathcal{E}^2 - (1 - 2Gm/r)(1 + L^2/r^2)]^{1/2} \), so that the adiabatic invariants are

\[ I_r(\mathcal{E}, L) = \int dr \sqrt{\mathcal{E}^2 - (1 - 2Gm/r)(1 + L^2/r^2)} \],

\[ I_\theta(L, L_z) = 2\pi(L - L_z) \],

\[ I_\phi(L_z) = 2\pi L_z \].
3.2.3 Example: Constant Distribution Function

To illustrate the application of these results, we consider the special, albeit unrealistic case of a constant distribution function \( f(\rho, L) = f_0 \). Then \( f \) is still constant after applying the adiabatic condition. Since \( f \) is independent of \( L \), we can do the \( L \) integration explicitly to obtain

\[
J_0 = -4\pi f_0 \int \frac{\sqrt{\mathcal{E}^2 - (1 - 2Gm/r)(1 + L_c^2/r^2)} \mathcal{E} d\mathcal{E}}{1 - 2Gm/r}, \tag{3.52}
\]

from which we obtain the density

\[
\rho(r) = \frac{4\pi f_0}{(1 - 2Gm/r)^{3/2}} \int \sqrt{\mathcal{E}^2 - (1 - 2Gm/r)(1 + L_c^2/r^2)} \mathcal{E} d\mathcal{E}. \tag{3.53}
\]

Substituting Eq. (3.48) and integrating over \( \mathcal{E} \) numerically between the limits shown in Eq. (3.50), we obtain the number density plotted in Fig. 3.2.

GS \cite{GondoloSilk} attempted to incorporate the relativistic effects of the black hole within a Newtonian context as follows. First they approximated the energy \( \mathcal{E} \) by \( \mathcal{E} = 1 + E \), so that, to Newtonian order, the denominator in Eq. (3.47) is \( \approx [2(E + Gm/r) - L_c^2/r^2]^{1/2} \), and \( \mathcal{E} d\mathcal{E} \approx dE \). For the critical capture angular momentum they adopted the approximation \( L_c = 4Gm \), the value

\[
\frac{\mathcal{E}^2 - (1 - 2Gm/r)(1 + L_c^2/r^2)}{1 - 2Gm/r} \cdot \mathcal{E} d\mathcal{E}.
\]
corresponding to $E = 1$, while for the minimum energy, they adopted the value of $E$ for which the denominator vanishes for that critical angular momentum. For the constant distribution function the integrals can be done analytically, with the result [GS, Eq. (6)]

$$\rho(r) = \frac{4\pi f_0}{3} \left( \frac{2Gm}{r} \right)^{3/2} \left( 1 - \frac{8Gm}{r} \right)^{3/2}.$$  \hspace{1cm} (3.54)

In Fig. 3.2 we plot Eq. (3.54) for comparison with the relativistic result. The two distributions agree completely at large distances, as expected. The GS distribution vanishes at $r = 8Gm$, and is a factor of three smaller at its peak than the fully relativistic distribution.

3.3 Application: the Hernquist Model

The luminosity density of many elliptical galaxies can be approximated as a power law in radius at both the largest and smallest observable radii, with a smooth transition between these power laws at intermediate radii [36]. Numerical simulations of the clustering of dark matter (DM) particles suggest that the mass density within a dark halo has a similar structure [30]. For these reasons much attention has been devoted to models in which the density is given by

$$\rho(r) = \rho_0 \left( \frac{r}{a} \right)^{\alpha} \left( 1 + \frac{r}{a} \right)^{\beta - \alpha},$$  \hspace{1cm} (3.55)

where $\rho_0$ and $a$ are the two parameters of the system. With $\beta = 4$ these models have particularly simple analytic properties and are known as Dehnen models [36–38]. The model with $\alpha = 1$ and $\beta = 4$ is called a Hernquist model [39], while that with $\alpha = 2$ and $\beta = 4$ is called Jaffe model [40]. Another dark halo model is given by Eq. (3.55) with $\alpha = 1$ and $\beta = 3$; this is called the NFW model after Navarro, Frenk, and White [41]. Note that the Hernquist and NFW models have the same behavior for small $r$. However, the Hernquist model has the advantage that we can find its distribution function as a closed analytical function using Eddington’s formula [30]. Therefore, in this section we choose the Hernquist model as the initial distribution of DM particles before the growth of the black hole; then, we derive how the growth of a Schwarzschild black hole will redistribute the DM distribution.
3.3.1 Newtonian Analysis

The Hernquist model is a spherically symmetric matter distribution whose density is given by

$$\rho(r) = \frac{\rho_0}{(r/a)(1 + r/a)^3}, \quad (3.56)$$

where $\rho_0$ and $a$ are the two scale factors. The corresponding Newtonian gravitational potential of this model is

$$\Phi(r) = -\frac{GM}{a + r}, \quad (3.57)$$

where $M$ is the total mass of the cluster with $M = 2\pi \rho_0 a^3$. The distribution function that is consistent with this potential is given by the (properly normalized) Hernquist form

$$f_H(\hat{\epsilon}) = \frac{M}{\sqrt{2}(2\pi)^{3/2}(GMa)^{3/2}} \int_0^{\hat{\epsilon}_{\text{max}}(x)} d\hat{\epsilon} \int_{\hat{L}_{\text{min}}}^{\hat{L}_{\text{max}}} \hat{L} f(\hat{L}) \frac{f_H(\hat{\epsilon})}{x^2 \sqrt{2(\hat{\psi} - \hat{\epsilon}) - \hat{L}^2/x^2}}, \quad (3.58)$$

where

$$\hat{L} = \frac{L}{\sqrt{aGM}}, \quad (3.60b)$$

and we adopt the following dimensionless quantities:

$$\hat{\epsilon} \equiv -\frac{a}{GM}E, \quad (3.60a)$$

$$\hat{\psi} \equiv -\frac{a}{GM}\Phi(r) = \frac{1}{1 + x}, \quad (3.60d)$$

$$\hat{\epsilon}_{\text{max}}(x) = \hat{\psi}(x).$$

With these definitions, the density Eq. (3.20) becomes:

$$\rho(r) = 4\pi \left(\frac{GM}{a}\right)^{3/2} \int_0^{\hat{\epsilon}_{\text{max}}(x)} d\hat{\epsilon} \int_{\hat{L}_{\text{min}}}^{\hat{L}_{\text{max}}} \hat{L} f(\hat{L}) \frac{f_H(\hat{\epsilon})}{x^2 \sqrt{2(\hat{\psi} - \hat{\epsilon}) - \hat{L}^2/x^2}}, \quad (3.61)$$

where $\hat{L}_{\text{max}}^2 = 2x^2(\hat{\psi} - \hat{\epsilon})$ and $\hat{f}_H(\hat{\epsilon})$ is given by Eq. (3.59). Normally we would have $\hat{L}_{\text{min}} = 0$, and $\hat{\epsilon}_{\text{max}}(x) = \hat{\psi}(x)$. But we will allow the more general limits in order to include for comparison
the GS ansatz for incorporating black-hole capture effects, namely \( \hat{L}_{\min} = 4\tilde{m}(GM/a)^{1/2} \) and \( \tilde{\epsilon}_{\max}(x) = \hat{\psi}(x)(1 - 8\tilde{m}M/xa) \).

When we now grow a point mass adiabatically within the Hernquist model, the argument \( \tilde{\epsilon}' \) of the initial distribution (3.59) becomes a function of \( \tilde{\epsilon} \) and \( \hat{L} \) by equating the radial actions:

\[
I^H_r \left( \tilde{\epsilon}', \hat{L} \right) = I^{bh}_r \left( \tilde{\epsilon}, \hat{L} \right),
\]

and using the fact that \( \hat{L}' = \hat{L} \) from the angular action. Hence the density around the point mass in a Hernquist profile takes the form:

\[
\rho(r) = \frac{1}{\sqrt{2}} \frac{(M/a^3)}{\int_0^{\tilde{m}/x} d\tilde{\epsilon} \int_0^{\hat{L}_{\max}} d\hat{L} \frac{\hat{f}_H(\tilde{\epsilon}', \hat{L})}{\sqrt{\hat{L}^2_{\max} - \hat{L}^2}},
\]

where \( \hat{L}^2_{\max} = 2x^2(\tilde{m}/x - \tilde{\epsilon}) \).

From Eq. (3.30), the radial adiabatic invariant for a point mass potential in dimensionless variables is

\[
I^{bh}_r = 2\pi \sqrt{GMa} \left( \frac{\tilde{m}}{\sqrt{2}\tilde{\epsilon}} - \hat{L} \right).
\]

We see that it diverges for \( \epsilon \to 0 \), corresponding to the least bound particle. We will have to be careful when matching the radial actions in this limit.

For the Hernquist potential, with \( \hat{\psi} = 1/(1 + x) \) an analytic formula cannot be found for the radial invariant

\[
I^H_r = 2\sqrt{GMa} \int_{x_-}^{x_+} \left( \frac{2}{1 + x} - 2\tilde{\epsilon} - \frac{\hat{L}^2}{x^2} \right)^{1/2} dx,
\]

and thus it will have to be evaluated numerically. To this end, it is convenient to transform the integration in the following way. First, combine the three terms inside the square root to get

\[
\frac{2}{1 + x} - 2\tilde{\epsilon} - \frac{\hat{L}^2}{x^2} = \frac{-2\tilde{\epsilon}x^3 + 2(1 - \tilde{\epsilon})x^2 - \hat{L}^2x - \hat{L}^2}{x^2(1 + x)}.
\]

We solve for the three roots of the numerator, of which the two positive roots give the turning points \( x_+ \) and \( x_- \), while the third root \( x_{\text{neg}} \) is always negative. We then rewrite the function in the square root as:

\[
2\epsilon \frac{(x_+ - x)(x - x_-)(x - x_{\text{neg}})}{x^2(x + 1)},
\]
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which is positive in the region $x_- \leq x \leq x_+$. We now make a change of variables $x = t (x_+ - x_-) + x_-$, which brings the integral into the domain $[0, 1]$:

$$I_r^H = 2\sqrt{GMa}\sqrt{2\epsilon}(x_+ - x_-)^2 \int_0^1 \sqrt{\frac{(1-t)t ((x_+ - x_-)t + x_- - x_{\text{neg}})}{(x_+ - x_-)t + x_-}} \frac{dt}{(x_+ - x_-)t + x_- + 1}.$$ 

(3.68)

This makes it much easier to control the integration numerically, since we can make sure that the roots have the right signs and ordering, and no numerical round-off errors will change that within the domain.

For $\tilde{L}^2 = 0$, the radial invariant can be integrated analytically, with the turning points $x_- = 0$ and $x_+ = 1/\epsilon - 1$,

$$I_r^H = 2\sqrt{GMa} \int_0^{1/\epsilon - 1} \sqrt{\frac{2}{1 + x}} - 2\epsilon \, dx,$$

$$= 2\sqrt{2GMa} \left[ \arccos \frac{\sqrt{\epsilon}}{\sqrt{1 + x}} - \sqrt{1 - \epsilon} \right],$$ 

(3.69)

and we use this fact in the code. The radial invariant is again divergent for $\epsilon \to 0$. Since we are only interested in finding a solution in the domain $(0, 1]$, we simply define the value there to be a very large number, and use a bracketing algorithm.

For numerical work, it is also convenient to remap the integral (3.63) for $\rho(r)$ into a square domain. This is a particular case of a set of transformations discovered by Duffy [42]. We make a change of variables, $(\tilde{\epsilon}, \tilde{L}^2) \to (u, z)$, that maps the domain of integration in Eq. (3.61) onto the square $[0, 1] \times [0, 1]$:

$$\tilde{\epsilon} \equiv u\epsilon_{\text{max}},$$

$$\tilde{L}^2 \equiv z\tilde{L}_{\text{max}}^2(u) + (1-z)\tilde{L}_{\text{min}}^2,$$ 

(3.70)

where we emphasize that $\tilde{L}_{\text{max}}^2$ depends on $u$.

The jacobian is:

$$\left( \frac{\partial (\tilde{\epsilon}, \tilde{L}^2)}{\partial (u, z)} \right) = \begin{vmatrix} \epsilon_{\text{max}} & 0 \\ \vdots & \tilde{L}_{\text{max}}^2(u) - \tilde{L}_{\text{min}}^2 \end{vmatrix},$$

$$= \tilde{\epsilon}_{\text{max}} \left( \tilde{L}_{\text{max}}^2(u) - \tilde{L}_{\text{min}}^2 \right).$$ 

(3.71)
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With this change, the integral in Eq. (3.61) reads:

$$\rho(r) = \frac{1}{\sqrt{2}(2\pi)^2 x} \left( \frac{M}{a^3} \right) \tilde{\epsilon}_{\text{max}} \int_0^1 du \int_0^1 d\tilde{z} \sqrt{\frac{\tilde{L}_{\text{max}}^2(u) - \tilde{L}_{\text{min}}^2}{1 - \tilde{z}}} \tilde{f}_H(\tilde{\epsilon}'(u, \tilde{z})) ,$$  \hspace{1cm} (3.72)

where the arguments of the distribution function are given in Eq. (3.70). This will have the effect of making our codes faster and more stable. One of the advantages is that the integrable singularity that was originally in a corner ($\tilde{\epsilon} = \tilde{\psi}$, $\tilde{L}^2 = 0$) of the integration domain has now been transferred to a line, depending only on the variable $z$.

Using the GS conditions for $\tilde{L}_{\text{min}}$ and $\tilde{\epsilon}_{\text{max}}$ and carrying out the numerical integrations, we obtain the curve labeled “Non-relativistic” in Fig. 3.3.

### 3.3.2 Relativistic Analysis

We now apply these considerations to the relativistic formalism. Here we define $\tilde{\epsilon}$ in terms of the relativistic energy $\mathcal{E}$ per unit particle mass using

$$\tilde{\epsilon} \equiv \frac{a}{GM} (1 - \mathcal{E}) ;$$  \hspace{1cm} (3.73)

the other definitions in Eqs. (3.60) will be the same. Using these definitions, and the relation $\rho = -J_0(-g^{00})^{1/2}$ along with Eq. (3.47), we find

$$\rho(r) = \sqrt{-g^{00}} J^0 \left( \frac{M}{a^3} \right) \tilde{\epsilon}_{\text{max}} \int_0^1 du \int_0^1 d\tilde{z} \sqrt{\frac{\tilde{L}_{\text{max}}^2(u) - \tilde{L}_{\text{min}}^2}{1 - \tilde{z}}} \tilde{f}_H(\tilde{\epsilon}'(u, \tilde{z})) ,$$  \hspace{1cm} (3.74)

where $\tilde{f}(\tilde{\epsilon})$ is again given by Eq. (3.59), and where we used $\mathcal{E} = 1$ for the maximum energy of the bound particles which leads to $\tilde{\epsilon}_{\text{min}} = 0$. Compare the last equation of (3.74) to Eq. (3.61).

To consider the growth of the central black hole and its capture effects, we use Eqs. (3.48)-(3.50) as the limits of the integrals of Eq. (3.74), which in terms of the dimensionless parameters have
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the form

\[ \tilde{L}_{\text{min}}^2 = \frac{GM}{a} \frac{32\tilde{m}^2}{36(1 - \tilde{\epsilon} GM/a)^2 - 27(1 - \tilde{\epsilon} GM/a)^4 - 8 + (1 - \tilde{\epsilon} GM/a)[9(1 - \tilde{\epsilon} GM/a)^2 - 8]^{3/2} } , \]

\[ \tilde{L}_{\text{max}}^2 = \frac{ax^2}{GM} \left[ \frac{(1 - \tilde{\epsilon} GM/a)^2}{1 - 2(\tilde{m}/x)(GM/a)} - 1 \right] , \]

\[ \tilde{\epsilon}_{\text{max}} = \frac{a}{GM} \left\{ \begin{array}{ll} 1 - \frac{[1 + 2(\tilde{m}/x)(GM/a)]}{\sqrt{1 + 6(\tilde{m}/x)(GM/a)}} : x \geq 6\tilde{m} GM/a \\ 1 - \frac{[1 - 2(\tilde{m}/x)(GM/a)]}{\sqrt{1 - 3(\tilde{m}/x)(GM/a)}} : 4\tilde{m} GM/a \leq x \leq 6\tilde{m} GM/a . \end{array} \right. \]

(3.75)

As in the non-relativistic case, in order to grow a point mass adiabatically within the Hernquist model, the argument \( \tilde{\epsilon}' \) of the initial distribution function becomes a function of \( \tilde{\epsilon} \) and \( \tilde{L} \) by equating the radial actions and using the fact that \( \tilde{L}' = \tilde{L} \) from the angular action. Hence, the density around a relativistic point mass in a Hernquist profile takes the form:

\[ \rho(r) = \frac{1}{\sqrt{2}(2\pi)^2} \frac{M}{a^3} \frac{1}{1 - (2GM/a)(\tilde{m}/x)} \int_0^{\tilde{\epsilon}_{\text{max}}} [1 - (GM/a)\tilde{\epsilon}] d\tilde{\epsilon} \int_{\tilde{L}_{\text{min}}^2}^{\tilde{L}_{\text{max}}^2} \frac{\tilde{J}_H(\tilde{\epsilon}', \tilde{L})}{\sqrt{\tilde{L}_2^2 - \tilde{L}^2}} , \]

(3.76)

The difference here is that in equating the radial actions in Eq. (3.62), we use the relativistic expression for the point-like mass radial action i.e. Eq. (3.51a) which in terms of dimensionless variables can be written as

\[ l_{r, \text{rel}}^{\text{bh}} = 2\sqrt{GM} \int_{x_-}^{x_+} \left[ 2(\tilde{m}/x - \tilde{\epsilon}) - \tilde{L}^2/x^2 + \tilde{\epsilon}^2 GM/a + (2GM/a)(\tilde{m}/x)(\tilde{L}^2/x^2) \right]^{1/2} dx , \]

(3.77)

where \( x_+ \) and \( x_- \) are the two turning points. The integration in Eq. (3.77) will have to be evaluated numerically. Now we take the same steps as we used to get Eq. (3.68): first we combine the terms inside the square root to get

\[ -2\tilde{\epsilon}(1 - \tilde{\epsilon} GM/2a)x^3 + 2\tilde{m}x^2 - \tilde{L}^2x + 2\tilde{m}\tilde{L}^2 GM/a \]

(3.78)

We solve for the three roots of the numerator, of which the two positive roots give the turning points \( x_+ \) and \( x_- \), while the third \( x_{\text{neg}} \) is always negative. We then rewrite the function in the square root as:

\[ 2\tilde{\epsilon}(1 - \tilde{\epsilon} GM/2a) \frac{(x_+ - x)(x - x_-)(x - x_{\text{neg}})}{x^3} \]

(3.79)
which is positive in the region $x_+ \leq x \leq x_+$. We now make a change of variables $x = t(x_+ - x_+) + x_-$, which brings the integral into the domain $[0, 1]$:

$$I_{bh, rel}^{bh} = 2\sqrt{GMa} \int_0^1 dt \sqrt{(x_+ - x)(x - x_+)(x - x_{neg})} \frac{x_3}{x^3}$$ (3.80)

As before, this leads to easier numerical control.

For $\tilde{L}^2 = 0$, the radial invariant can be integrated analytically, with the turning points $x_+ = 0$ and $x_+ = \tilde{m}/(\tilde{\epsilon}(1 - \tilde{\epsilon} GM/2a))$:

$$I_{bh, rel}^{bh} = 2\sqrt{GMa} \int_0^{\tilde{m}/(\tilde{\epsilon}(1 - \tilde{\epsilon} GM/2a))} dx \sqrt{2 \left( \frac{\tilde{m}}{x} - \tilde{\epsilon} \right) + \tilde{\epsilon}^2 \frac{GM}{a}}$$, (3.81)

and we use this fact in the code. The radial invariant is again divergent for $\epsilon \to 0$ but we are only interested in finding a solution in the domain $(0, 1)$. For the Hernquist potential we use the same equations as the non-relativistic calculations.

Again we remap the integral in Eq. (3.76) into a square domain using the Duffy transformations. The only difference here is that $\tilde{L}^2_{min}$ also depends on $u$. With these changes, the integral in Eq. (3.76) reads:

$$\rho(r) = \frac{1}{\sqrt{2}(2\pi)^2} \left( \frac{M}{a^3} \right) \frac{\tilde{\epsilon}_{max}}{1 - 2(\tilde{m}/x)(GM/a)} \times$$

$$\int_0^1 du \int_0^1 dz \left[ 1 - (GM/a)\tilde{\epsilon}_{max}u \right] \sqrt{\frac{\tilde{L}^2_{max}(u) - \tilde{L}^2_{min}(u)}{1 - z}} f_H \left( \tilde{\epsilon}', u, z \right)$$, (3.82)

where the arguments of the distribution function are given in Eq. (3.70). The numerical integrations yield the curve labeled “Relativistic” in Fig. 3.3.

### 3.3.3 Profile Modification due to Self-annihilation

Our calculations so far give the DM distribution as it reacts to the gravitational field of the growing black hole. In addition, the DM density will decrease if the particles self-annihilate. In fact, if we take into account the annihilation of DM particles, the density cannot grow to arbitrary high values, the maximal density being fixed by the value is [43]:

$$\rho_{core} = \frac{m_x}{\sigma v l_{bh}}$$, (3.83)
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where \( \sigma v \) is the annihilation flux (cross-section times velocity), \( m_\chi \) is the mass of the DM particle, and \( t_{bh} \) is the time over which the annihilation process has been acting, which we take it to be \( \approx 10^{10} \text{yr} \) [18].

The probability for DM self-annihilation is proportional to the square of the density,

\[
\dot{\rho} = -\sigma v \frac{\rho^2}{m_\chi} = -\frac{\rho^2}{\rho_{\text{core}} t_{bh}}.
\]

This expression can be derived by noting that the annihilation rate per particle is \( \Gamma = n\sigma v \), therefore \( \dot{n} = -n\Gamma = -n^2\sigma v \) and \( \rho = nn_\chi \).

If we call the output of our code neglecting annihilations \( \rho'(r) \) and the final profile reprocessed by this process \( \rho_{\text{sp}}(r) \), we can integrate Eq. (3.84) as follows:

\[
\int_{\rho'(r)}^{\rho_{\text{sp}}(r)} \frac{\rho_{\text{core}}}{\rho^2} \frac{d\rho}{\rho_{\text{core} t_{bh}}} = -\int_0^{t_{bh}} \frac{dt}{t_{bh}},
\]

which gives:

\[
\rho_{\text{sp}}(r) = \frac{\rho_{\text{core}} \rho'(r)}{\rho_{\text{core}} + \rho'(r)}.
\]

Our calculations do not include the effect of the gravitational field of the halo in the final configuration. This is a good approximation close to the black hole, but far away from the center the effect of the black hole is negligible and the DM density will be described by the halo only. We take care of this fact by simply adding the initial Hernquist profile, given in Eq. (3.56) to the calculated spike. We expect this approximation to be good, except possibly in the transition region. The result is the curve labeled “DM annihilation” in Fig. 3.3.

We show in Fig. 3.3 the results of our numerical calculations. In the non-relativistic limit, they are a good match to the calculation in GS.

3.3.4 Periastron Precession with a Dark Matter Spike

As we mentioned in Chapter 2, the presence of the DM density at the GC can perturb the orbits of stars in that region. For related articles see [44, 45]. A spherically symmetric distribution of dark matter will cause pericenter precessions in orbital motions, but will not change the orientation of the orbital planes. But to get an upper bound on the possible effect of a non-spherical distribution of dark matter on the orbits of potential no-hair-theorem target stars, it is useful to determine the pericenter precession. For this we need the dark matter mass including
Figure 3.3: Effect of the adiabatic growth of the super-massive black hole at the center of the galaxy on a Hernquist DM profile. Shown are the results of the full relativistic calculation, and the effects of DM annihilations. The dashed line shows the non-relativistic approximation.

Figure 3.4: Dark matter total mass including the spike as a function of distance for annihilating (brown) and non-annihilating (green) models of dark matter.

the spike inside a given radius $r$, which we obtain by integrating our density profile, $m(r) = 4\pi \int r^2 \rho(r)dr$. The result for both the self-annihilating and non-self-annihilating cases, is shown in Fig. 3.4.
\[ m(r) = m_0 \left( \frac{r}{r_0} \right)^q, \quad (3.87) \]

which leads to the following additional acceleration term in the equation of motion of a star orbiting the black hole:

\[ A = G \frac{m(r)}{r^2} \hat{n} = -G m_0 \left( \frac{r}{r_0} \right)^q \hat{n}, \quad (3.88) \]

where \( \hat{n} \equiv r/r \). Since the perturbing term in Eq. (3.88) has only the radial component \( R \), using Eq. (2.59) for the rate of change with angle of the pericenter of an orbit, \( \frac{d\omega}{df} \), we have

\[ \frac{d\omega}{df} = \frac{r^2 \frac{d\omega}{dt}}{h} = -\frac{r^2 p e h^2}{e h^2} R \cos f, \quad (3.89) \]

where we used Eq. (2.64), which for calculations of the first order perturbation, reduces to \( df/dt = h/r^2 \). Substituting Eq. (3.88) in Eq. (3.89) and using \( r = p/(1 + e \cos f) \) and \( h^2 = Gmp \), we get

\[ \frac{d\omega_{DM}}{df} = \frac{1}{e} \left( \frac{m_0}{m} \right) \left( \frac{p}{r_0} \right)^q \frac{\cos f}{(1 + e \cos f)^q}. \quad (3.90) \]

To get the changes of \( \omega \) over one orbit, we integrate Eq. (3.90) over the true anomaly \( f \) from 0 to \( 2\pi \) to obtain

\[ \Delta \omega_{DM} = \frac{1}{e} \left( \frac{m_0}{m} \right) \left( \frac{p}{r_0} \right)^q \int_0^{2\pi} \frac{\cos f}{(1 + e \cos f)^q}, \quad (3.91) \]

where, using the change of variable of integration described in Appendix A, for various values of \( q \), we get the forms for \( f_q(r) \) shown in Table 3.1.

As can be seen from Fig. 3.4, we can approximate the total mass of the DM in the region between 10 and \( 10^4 \) Schwarzschild radii by a power-law function:

\[ m(r) = m_0 \left( \frac{r}{r_0} \right)^q, \]

Now from Fig. 3.4, we can see that the power \( q \) in Eq. (3.87) can be chosen to be 1 or 3 depending on whether the DM particles self-annihilate or not, respectively. Using \( r_0 = r_{Sch} \times 10^4 = (2Gm) \times 10^4 \approx 4.6 \) mpc, assuming a black hole mass \( m = 4 \times 10^6 M_\odot \), we can read off the values for

<table>
<thead>
<tr>
<th>( q )</th>
<th>( f_q(e) )</th>
<th>Range of ( f_q(e) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2/(1 + ( \sqrt{1 - e^2} ))</td>
<td>( 1 &lt; f_1(e) &lt; 2 )</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1 + ( e^2/4 )</td>
<td>( 1 &lt; f_4(e) &lt; 5/4 )</td>
</tr>
</tbody>
</table>

Table 3.1: The function \( f_q(e) \)
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\( S_2 \) Star
\((a = 4.78 \text{ mpc}, \ e = 0.88, \ P = 15.5 \text{ yr})\)
\( \text{No-Hair Target Star} \)
\((a = 0.2 \text{ mpc}, \ e = 0.95, \ P = 0.13 \text{ yr})\)

| \( \dot{\Theta}_S \) | 26.533 |
| \( \dot{\Theta}_J \) | 0.235 |
| \( \dot{\Theta}_{Q_2} \) | 0.002 |
| \( \dot{\Theta}_{\text{DM, non-ann.}} \) | 5.026 |
| \( \dot{\Theta}_{\text{DM, ann.}} \) | 0.017 |
| \( \dot{\Theta}_{\text{J}} \) | 486.303 |
| \( \dot{\Theta}_{Q_2} \) | 36.325 |
| \( \dot{\Theta}_{\text{DM, non-ann.}} \) | 0.755 |
| \( \dot{\Theta}_{\text{DM, ann.}} \) | 3.969 \times 10^{-6} |

Table 3.2: Astrometric precession rates as seen from the Earth in units of \( \mu \text{arcsec/yr} \); \( \dot{\Theta}_J \) and \( \dot{\Theta}_{Q_2} \) denote orbital plane precessions, while the others denote pericenter precessions.

\[ m_0 = \begin{cases} 10^3 M_\odot, & q = 1 \text{ no self-annihilation} \\ 1 M_\odot, & q = 3 \text{ self-annihilation (constant density core)} \end{cases} \]  
(3.92)

To get an estimation of the pericenter precession effect of stars at the GC as seen from Earth caused by the DM distribution including the spike, we use our previous definition for the angular precession rate amplitude as seen from the Earth in Chapter 2, which is \( \dot{\Theta}_{\text{DM}} = (a/D) \Delta \omega / P \), where \( D \) is the distance to the GC and \( P = 2\pi(a^3/m)^{1/2} \) is the orbital period. Using \( m = 4 \times 10^6 M_\odot \) and \( D = 8 \text{ kpc} \), we obtain the rates for the non-self-annihilating \((q = 1)\) and self-annihilating \((q = 3)\) DM particles distributions in microarcseconds per year:

\[ \dot{\Theta}_{\text{DM, no-ann.}} = 6.26 P^{1/3} \frac{\sqrt{1 - e^2}}{1 + \sqrt{1 - e^2}} \mu \text{arcsec/yr} \]  
(3.93)
\[ \dot{\Theta}_{\text{DM, ann.}} = 3.81 \times 10^{-4} P^{5/3} \sqrt{1 - e^2} \mu \text{arcsec/yr} \]  
(3.94)

where we used Eq. (3.91) and the numbers in Eq. (3.92).

To compare the rate of precession of periastron of a star rotating the MBH induced by the DM particles distributions with the relativistic effects of the MBH at the center, in Table 3.2, we provide numerical results for the S2 star and for a hypothetical target star which is closer to the center and could be used for the test of the no-hair theorem. Shown are the periastron precessions rates as seen from Earth from the Schwarzschild part of the metric and from the two dark matter distributions \((\dot{\Theta}_S, \dot{\Theta}_{\text{DM, ann.}}, \text{and } \dot{\Theta}_{\text{DM, non-ann.}} \text{, respectively)}\) and the orbital plane precessions from the frame dragging and quadrupole effects \((\dot{\Theta}_J \text{ and } \dot{\Theta}_{Q_2} \text{, respectively)}\).

In Fig. 3.5, using Eqs. (2.75)-(2.77) and Eq. (3.91), we plot the periastron precessions at the
source given in the following equations, for a maximum rotating MBH ($\chi = 1$) and a high-eccentricity target star with $e = 0.95$:

\[
A_S = A_S \equiv \frac{6\pi Gm}{P a(1-e^2)} \approx 8.335 a^{-5/2}(1-e^2)^{-1} \text{ arcmin/yr},
\]

\[
A_J = A_J \equiv \frac{4\pi Gm}{P \chi} a^{3/2}(1-e^2) \approx 0.0768 \chi a^{-3}(1-e^2)^{-3/2} \text{ arcmin/yr},
\]

\[
A_{Q2} = A_{Q2} \equiv \frac{3\pi Gm}{P \chi^2} a^{-7/2}(1-e^2)^{-2} \approx 7.9 \times 10^{-4} \chi^2 a^{-7/2}(1-e^2)^{-2} \text{ arcmin/yr},
\]

\[
A_{DM, no-ann.} = A_{DM, no-ann.} \equiv -\frac{2\pi}{P} \left( \frac{m_0}{m} \right) \left( \frac{a}{r_0} \right) \left( \frac{(1-e^2)^{1/2}}{1+(1-e^2)^{1/2}} \right),
\]

\[
A_{DM, ann.} = A_{DM, ann.} \equiv -\frac{3\pi}{P} \left( \frac{m_0}{m} \right) \left( \frac{a}{r_0} \right)^3 \left( \frac{(1-e^2)^{1/2}}{(1+e^2)^{1/2}} \right),
\]

As can be seen from Table 3.2 and Fig. 3.5, for hypothetical target stars in eccentric orbits with semi-major axes less than 0.2 milliparsec, which could be used to test the no-hair theorem,
the periastron precessions induced by the DM distribution at the center do not exceed the relativistic precessions. Because the pericenter advance due the dark matter distribution is so small, we argue that it is reasonable to consider this as a good estimate for the upper limit on the precession of orbital planes that might be induced by a non-spherical component of the DM distribution that would be generated by a rotating central black hole. That non-spherical part is likely to be a small perturbation of the basic DM distribution because the effects of frame dragging and the quadrupole moment are relativistic effects that fall off faster with distance than the basic Newtonian gravity of the hole. As a result, we can conclude that a dark matter distribution near the black hole will not significantly interfere with a test of the black hole no-hair theorem. Furthermore, if the dark matter particles are self-annihilating, their effects will be utterly negligible.

On the other hand, for S2-type stars, if future capabilities of observational precision reach the level of 10 \( \mu \)arcsec per year, the perturbing effect of the DM distribution on stellar motion at the GC could be marginally detectable if the DM particles are not self-annihilating, as would be the case if they were axions, for example. If they are self-annihilating, the effects of a DM distribution on the outer cluster of stars will be unobservable.
APPENDICES
A Useful Change of Variables

In calculating the time averaged rates of change of the orbit elements of the target star given by Eq. (2.97), we encounter integrals such as

\[ P_{n,m} \equiv \int_{0}^{2\pi} \frac{\cos^n f}{(1 + e \cos f)^m} df \] (A.1)

which can not be done analytically by Maple or Mathematica. To find the analytical result for these kind of integrals we rewrite Eq. (A.1) as

\[ P_{n,m} = 2 \int_{0}^{\pi/2} \frac{\cos^n f}{(1 + e \cos f)^m} df + 2 \int_{\pi/2}^{\pi} \frac{\cos^n f}{(1 + e \cos f)^m} df, \]

\[ = 2 \int_{0}^{\pi/2} \frac{\cos^n f}{(1 + e \cos f)^m} df + 2(-1)^n \int_{0}^{\pi/2} \frac{\cos^n f}{(1 - e \cos f)^m} df. \] (A.2)

where the second term comes from letting \( f \to \pi - f \). Depending on the value of \( n \), this gives a sum of integrals of the form

\[ Q_{n,m} \equiv \int_{0}^{\pi/2} \frac{\cos^n f}{(1 - e^2 \cos^2 f)^m} df \] (A.3)

which can be evaluated analytically easily by Maple. For example

\[ P_{2,4} = \int_{0}^{2\pi} \frac{\cos^2 f}{(1 + e \cos f)^4} df, \]

\[ = 4 Q_{2,4} + 24 e^2 Q_{4,4} + 4 e^4 Q_{6,4}, \] (A.4)
where

\[
Q_{2,4} = \int_0^{\pi/2} \frac{\cos^2 f}{(1 - e^2 \cos^2 f)^4} \, df = \frac{\pi}{32} \frac{8 - 4e^2 + e^4}{(1 - e^2)^{7/2}},
\]

\[
Q_{4,4} = \int_0^{\pi/2} \frac{\cos^4 f}{(1 - e^2 \cos^2 f)^4} \, df = \frac{\pi}{32} \frac{6 - e^2}{(1 - e^2)^{7/2}},
\]

\[
Q_{6,4} = \int_0^{\pi/2} \frac{\cos^6 f}{(1 - e^2 \cos^2 f)^4} \, df = \frac{5\pi}{32} \frac{1}{(1 - e^2)^{7/2}}.
\]  

(A.5)

Writing every \( P_{n,m} \) integral as a sum of \( Q_{n,m} \) integrals simplify the calculations, and minimally, it allows us to give analytical expressions for many steps.
A star that approaches too close to the black hole will be tidally disrupted and be removed from the stellar distribution. An estimate of this distance is given by the “Roche radius”, \( r_{\text{Roche}} \approx R(2M/m)^{1/3} \), where \( R \) is the radius of the star, and \( M \) and \( m \) are the black-hole and stellar masses, respectively. For a solar-type star, the radius \( R \) may be estimated using the empirical formula \( R \approx R_\odot (m_{\text{star}}/m_\odot)^{0.8} \). Thus we obtain \( r_{\text{min}} \approx R_\odot (m_{\text{star}}/m_\odot)^{0.47}(2m/m_\odot)^{1/3} \). Putting in numbers gives the first of Eqs. (2.125).

A stellar-mass black hole will not be tidally disrupted, but can be captured directly if its energy and angular momentum are such that there will be no turning point in its radial motion. For equatorial orbits in the Kerr geometry (in Boyer-Lindquist coordinates), the equation of radial motion has the form

\[
\left(\frac{dr}{d\tau}\right)^2 = \tilde{E}^2 - V(r),
\]

where \( \tau \) is proper time, \( \tilde{E} \) is the relativistic energy per unit \( m_{\text{bh}} \) of the orbiting black hole where \( m_{\text{bh}} \) is the mass of the orbiting stellar mass black hole, and

\[
V(r) = 1 - \frac{2\tilde{m}}{r} + \frac{a^2}{r^2} + \frac{\beta}{r^3} - \frac{2\tilde{m}a^2}{r^3},
\]

where \( \tilde{m} = Gm \), \( a = J/m \), \( \beta = \tilde{L}_z^2 - a^2\tilde{E}^2 \), and \( \alpha = \tilde{L}_z - a\tilde{E} \), where \( J \) is the angular momentum of the central black hole and \( \tilde{L}_z \) is the angular momentum per unit \( m_{\text{bh}} \) of the orbiting black hole. The critical angular momentum for capture is given by that value such that the turning point occurs at the unstable peak of \( V(r) \). Since the orbiting stars and black holes are in non-relativistic orbits, we can set \( \tilde{E} \approx 1 \). Under these conditions, it is straightforward to show that

\[
(\tilde{L}_z)_c = \pm 2\tilde{m} \left(1 + \sqrt{1 \mp a/\tilde{m}}\right),
\]

where the upper (lower) sign corresponds to prograde (retrograde) orbits. For \( a/\tilde{m} = 1 \), the critical angular momenta are \( 2\tilde{m} \) and \(-2(1 + \sqrt{2})\tilde{m} \). Converting to the language of orbital elements, where \( L_z^2 = m_{\text{bh}}^2 Gma(1 - e^2) \), we find in the large \( e \) limit, \( L_z^2 \approx 2m_{\text{bh}}^2 Gmr_p \) where \( r_p \)
is the pericenter distance of the stellar mass black hole orbit. The result is that

\[ r_{\text{bh min}} \approx 2 \tilde{m} \left( 1 + \sqrt{1 \pm a/\tilde{m}} \right)^2. \]

This ranges from \(2Gm\) to \(11.6Gm\) for \(a/\tilde{m} = 1\) and is \(8Gm\) for \(a = 0\) (Schwarzschild). We adopt the latter value as a suitable estimate; inserting numbers gives the second of Eqs. (2.125).
Even if stars survive tidal disruption on passing very close to the MBH at pericenter, they will be tidally distorted, and these distortions can affect their orbits. However, we argue that, for the stellar orbits of interest, these effects are negligible. For example, the rate of pericenter advance due to tidal distortions is given by (Eq. (12.31) of [27])

$$\frac{d\omega}{dt} = \frac{30\pi}{P} k_2 \frac{M}{m} \left( \frac{R}{a} \right)^5 \frac{1 + 3e^2/2 + e^4/8}{(1 - e^2)^{5/2}},$$

(C.1)

where $k_2$ is the so-called “apsidal constant” of the star, a dimensionless measure of how centrally condensed it is. Inserting $R = R_\odot (m/m_\odot)^{0.8}$, we obtain

$$\frac{d\omega}{dt} = 0.04 \left( \frac{k_2}{10^{-2}} \right) \left( \frac{m}{m_\odot} \right)^{3} \left( \frac{0.1 \text{ mpc}}{a} \right)^{13/2} \left( \frac{0.05}{1 - e} \right)^5 \text{ arcmin/yr}. \quad \text{(C.2)}$$

The variations in $i$ and $\Omega$ scale in exactly the same way, but are further suppressed by the sine of the angle by which the tidal bulge points out of the orbital plane, resulting from the rotation of the star coupled with molecular viscosity, leading to a lag between the radial direction and the tidal bulge. This angle is expected to be very small. Thus we can conclude that, as far as perturbations of the orbital planes are concerned, tidal distortions will not be important.
Distribution Function Invariance in Adiabatic Growth of a Point Mass

Young has shown in [32] that for the adiabatic growth of a black hole in the center of a star cluster, the conservation of the two adiabatic invariants, namely the angular momentum $L$ and the radial action $I_r$ of each star, leads to the invariance of the distribution function.

In this appendix we first review his argument in our notation for the adiabatic growth of the central black hole in the distribution of dark matter particles and then we show that the result holds in the general relativistic domain too.

As the black hole grows, the gravitational potential evolves from the initial potential $\Phi'$ to a new potential $\Phi$ that includes the point mass and a dark matter particle, initially with conserved quantities $(E', L)$ in $E - L$ space, moves to $(E, L)$ such that $I_r(E, L) = I'_r(E', L)$, therefore:

$$N'(E', L)dE'dL = N(E, L)dEdL . \quad (D.1)$$

where $N(E, L)$ is the density of particles in $E - L$ space.

The number of particles in phase space for a spherically symmetric system is

$$f(x, v)d^3xd^3v = f(r, E, L)(4\pi r^2dr) \left( \frac{4\pi L}{r^2|v_r|}dEdL \right) ,$$

$$= 16\pi^2 f(r, E, L) \frac{L}{|v_r|}drdEdL , \quad (D.2)$$

where we used the same change of variables that we have in Chapter 3 to get Eq. (3.18) assuming the distribution function is independent of $L_z$. The corresponding number of dark matter particles in $E - L$ space with energy $E$ in $[E, E + dE]$ and angular momentum $L$ in
[L, L + dL] in the dEdL volume element is N(E, L)dEdL and to equate this with Eq. (D.2), we need to integrate Eq. (D.2) over all values of r. Assuming the distribution function is independent of position we have:

\[
16\pi^2 L f(E, L) dEdL \int_{r_-}^{r_+} \frac{dr}{|v_r|} = N(E, L) dEdL ,
\]

(D.3)

\[
\Rightarrow 8\pi^2 L f(E, L) \left( \frac{2}{P(E, L)} \int_{r_-}^{r_+} \frac{dr}{|v_r|} \right) = N(E, L) ,
\]

(D.4)

where \(r_\pm\) are the turning points of the dark matter particles equation of motion and \(P(E, L)\) is the orbital period of the dark matter particle. Equation (D.4) agrees with Eq. (26a) of Young’s paper [32]. According to the definition of the radial action \(I_r(E, L)\) in Eq. (3.27) we have:

\[
\frac{\partial I_r(E, L)}{\partial E} \bigg|_L = \oint \frac{dr}{|v_r|} = P(E, L) ,
\]

(D.5)

and using \(I_r(E, L) = I'_r(E', L)\) leads to

\[
\frac{\partial E}{\partial E'} \bigg|_L = \frac{P'(E', L)}{P(E, L)} ,
\]

(D.6)

where \(P'(E', L) = \oint dr/\sqrt{2E' - 2\Phi(r) - L^2/r^2}\). Substituting Eq. (D.4) for \(N(E, L)\) in Eq. (D.1) gives:

\[
f(E, L) P(E, L) dE = f'(E', L) P'(E', L) dE' ,
\]

(D.7)

Now by using Eqs. (App.D-6) and (App.D-7), we get the invariance of the distribution function (Eq. (29) of Young’s paper):

\[
f(E, L) = f'(E', L) .
\]

(D.8)

where we used \(dE' = (\partial E' / \partial E) \big|_L dE\). So by equating the radial actions and deriving the \(E' = E'(E, L)\) relation, we will have the final distribution function.

Now we generalize the derivation of Eq. (D.8) to the relativistic formalism for the growth of a Schwarzschild black hole. Here we need to use the relativistic radial action given in Eq. (3.51a). Similar to the non-relativistic case, the conservation of the number of particles in phase space gives:

\[
N(\mathcal{E}, L) d\mathcal{E} dL = N'(\mathcal{E}', L) d\mathcal{E}' dL ,
\]

(D.9)
To get a similar equation to Eq. (D.2), we need to use the relativistic Jacobi to change the variables. In spherical symmetry limit, the Jacobi is similar to what we have in Eq. (3.47):

\[ f(x, v) \, d^3xd^3v = f(r, \mathcal{E}, L)(4\pi r^2 dr) \left( \frac{4\pi}{r^2|v_r|} \mathcal{E} L d\mathcal{E} dL \right), \]

\[ = 16\pi^2 f(r, \mathcal{E}, L) \frac{LE}{|v_r|} dr d\mathcal{E} dL, \quad (D.10) \]

where \( v_r = \sqrt{\mathcal{E}^2 - (1 - 2Gm/r)(1 + L^2/r^2)} \). Therefore, if \( f(r, \mathcal{E}, L) = f(\mathcal{E}, L) \), by integrating Eq. (D.10) over \( r \), for the number of particles in \( d\mathcal{E}dL \) volume element we get

\[ 16\pi^2 \mathcal{E} L f(\mathcal{E}, L) d\mathcal{E} dL \int_{r_+}^{r_-} \frac{dr}{|v_r|} = N(\mathcal{E}, L) d\mathcal{E} dL, \quad (D.11) \]

\[ \Rightarrow 8\pi^2 \mathcal{E} L f(\mathcal{E}, L) \left( 2 \int_{r_+}^{r_-} \frac{dr}{|v_r|} \right) = N(\mathcal{E}, L), \quad (D.12) \]

Note that the differences of Eq. (D.12) with the non-relativistic case (Eq. (D.4)), are an extra factor of \( \mathcal{E} \) and the definition of \( v_r \). Also the \( P(\mathcal{E}, L) \) in Eq. (D.12) is not the orbital period of the dark matter particle’s orbit measured by an observer sitting at infinity. In fact, since \( v_r = dr/d\tau \), \( P(\mathcal{E}, L) \) is the orbital period measured by the clock moving with the particle.

Using the definition of \( I_r(\mathcal{E}, L) \) in Eq. (3.51a) we have

\[ \frac{\partial I_r(\mathcal{E}, L)}{\partial \mathcal{E}}|_L = \frac{\partial}{\partial \mathcal{E}} \int \sqrt{\mathcal{E}^2 - (1 - 2Gm/r)(1 + L^2/r^2)} dr, \]

\[ = \int \frac{\mathcal{E} dr}{\sqrt{\mathcal{E}^2 - (1 - 2Gm/r)(1 + L^2/r^2)}}, \]

\[ = \mathcal{E} \int \frac{dr}{|v_r|}, \]

\[ = \mathcal{E} P(\mathcal{E}, L). \quad (D.13) \]

Assuming \( I_r(\mathcal{E}, L) = I'_r(\mathcal{E}', L) \), Eq. (D.13) results in

\[ \frac{\partial \mathcal{E}}{\partial \mathcal{E}'}|_L = \frac{\mathcal{E}' P'(\mathcal{E}', L)}{\mathcal{E} P(\mathcal{E}, L)}. \quad (D.14) \]

Substituting Eq. (D.12) in Eq. (D.9) gives

\[ \mathcal{E} f(\mathcal{E}, L) P(\mathcal{E}, L) d\mathcal{E} = \mathcal{E}' f(\mathcal{E}', L) P(\mathcal{E}', L) d\mathcal{E}', \quad (D.15) \]
again since \( d\mathcal{E}' = (\partial \mathcal{E}' / \partial \mathcal{E}) |_{L} d\mathcal{E} \), using Eqs. (D.14) and (D.15) leads to the invariance of the distribution function in the relativistic formalism:

\[
f(\mathcal{E}, L) = f'(\mathcal{E}', L) .
\]  

(D.16)
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