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ABSTRACT OF THE DISSERTATION

Tree Recovery by Dynamic Programming
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Gustavo Gratacós

Doctor of Philosophy in Computer Science

Washington University in St. Louis, 2024

Professor Nathan Jacobs, Chair

Tree-like structures are common, naturally occurring objects that are of interest to many

fields of study, such as plant science and biomedicine. Analysis of these structures is typically

based on skeletons extracted from captured data, which often contain spurious segments or

cycles that need to be removed. We propose a dynamic programming algorithm which seeks

to recover directed trees from these noisy skeletons. Our method recovers trees by removing

edges and duplicating nodes while adhering to edge-label constraints. Our algorithm proceeds

by iteratively merging graph nodes, such that the solution on the original graph can be

obtained from those on the contracted graphs. Furthermore, we show that our method can

recover trees in many settings, such as from rice root images, retinal fundus images, 3D corn

root images, and 3D grapevine images.
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Chapter 1

Introduction

Many biological shapes are like trees - they consist of tubular branches and generally have no
“loops”. Some examples are plants, roots, lung airways, blood vessels, neurons, to name a
few. Characterizing the branching pattern of such shapes is important for domains such as
biology and medicine.

Analysis of tree-like shapes often makes use of a graph representation, known as skeletons,
which captures the branching structure as a curve network. A skeleton can be extracted from
a variety of inputs, such as 2D or 3D images, point clouds, and meshes. However, skeletons
extracted from real-world data often contain spurious cycles. These cycles may arise in two
different ways. Firstly, the skeleton may have a deficiency of nodes, where multiple nodes are
merged as one. Cycles caused by a deficiency of nodes may be seen in figure 1.1 (a), where
a 2D projection of a 3D object causes nodes to be merged in “cross overs”. Secondly, the
skeleton may have an excess of nodes and edges, where nodes and edges not belonging to the
underlying object cause cycles. Figure 1.2 shows multiple graphs that suffer from an excess
of nodes and edges.

While simple methods such as Minimum Spanning Tree (MST) or k-MST may yield trees
from these skeletons, they have many setbacks. Firstly, they only address issues when there
is an excess of nodes and edges. Figure 1.4 shows how MST would not handle problems that
require vertices to be duplicated, while duplicating nodes would. Figure 1.3 shows practical
applications of this on a real-life dataset. Another problem with MST-based methods is
that they use edge-based costs, which are insufficient to encode many tree-topological and
geometrical features. For example, edge based costs cannot make use of the resulting tree’s
node degrees. Being able to consider these features is essential to obtain results of good
quality.
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Figure 1.1: (a) A 2D image of a rice root. Branches “cross over” and share a vertex in the
resulting skeleton. (b) The same thing happens with 2D retinal fundus images.

The general goal of this work is to remove the cycles from a skeleton graph and recover a
tree that best describes the branching pattern of the shape, while making use of the prior
knowledge and ample datasets available to us. This work is divided into 2 parts:

Firstly, we consider the NP-hard, graph-based formulation proposed by Estrada et al. [10],
which removes the cycles by partitioning the nodes. Specifically, a node (e.g., red node in
Figure 1.4 (a)) may be duplicated into multiple nodes (e.g., blue nodes in Figure 1.4 (b)),
each incident to a subset of edges incident to the original node. Given a cost associated with
each possible partition of a node, the problem seeks a set of partitions, one at each node,
with the least total costs that result in a tree.

2



Figure 1.2: (a) A skeleton obtained from an Upright Shooting Offshoot cherry trees, with
an excess of edges and nodes that should be removed from the skeleton. (b) A highly noisy
point cloud obtained from switch grass.

Secondly, we propose an extension of this problem that addresses the excess of edges and
nodes by removing nodes and edges, while also addressing the deficiency of nodes. We also
propose to add label constraints. These label constraints are useful to enforce a tree hierarchy
on root systems, or label blood vessels as either arteries or veins.
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Figure 1.3: Top: A retinal vessel image and its skeleton (from the WIDE dataset in [10]).
The close-up shows one of the many skeleton cycles caused by crossing branches. Bottom: A
directed tree recovered by our algorithm that retains all skeleton edges and partitions some
skeleton vertices into multiple nodes (large blue nodes in the close-up). Adjacent skeleton
edges on the recovered tree are assigned similar colors.

4



Figure 1.4: (a): skeleton graph with a cycle due to crossing-over branches. (b): tree recovered
by partitioning the red node into two blue nodes. (c): a spanning tree. Node partitioning
maintains the continuity of the branches, but the spanning tree does not.

5



Chapter 2

Tree Partitioning

2.1 Related Work

2.1.1 Tree recovery

There is a rich literature on using graph-based methods to analyze tree-like structures, such
as neurons [7, 18, 23, 24, 27, 28, 32], blood vessels [6, 7, 10, 23, 28], lung airways [2, 11,
20], and plants (shoots and roots) [10, 17, 28]. These methods usually start with an initial,
possibly cyclic graph, which is typically obtained by either skeletonizing [6, 7, 10, 17, 18, 28]
a segmented shape or connecting paths between salient points or segments [2, 11, 23, 24, 27].
These methods then go on to extract a tree from the graph. Our review will focus on this
tree extraction step.

Many methods extract the minimum spanning tree (MST) from the graph. Given an graph
where costs are associated with edges, the MST is the least-cost subgraph spanning all nodes.
The MST can be simply and efficiently (in polynomial time) computed, which makes it an
ideal choice in practice, whether it is for pruning cycles or connecting components [2, 11, 20,
25, 32].

While an MST spans all nodes, graphs created from noisy inputs may contain redundant
nodes that need to be removed. To this end, several formulations of trees that span a subset
of the graph nodes have been investigated. Graham et al. [11] and Bauer et al. [2] prune the
MST by formulating a tree knapsack problem [15]. Given costs and values on the nodes of
a directed tree, the problem seeks a maximum-valued subtree whose total costs is within a
given limit. Turetken et al. [24] explores k-MSTs, which are minimum-cost trees that span
k nodes for a pre-defined value of k. Turetken et al. [23] formulates a generalized version
of the minimal arborescence problem, which seeks the minimum-cost arborescence (directed
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rooted tree) in a directed graph [8]. You et al. [31] aims to recover tree skeleton trees from
point cloud data. This involves finding a tree subset of an initial, noisy skeleton graph. In
chapter 3, we propose a method that makes use of You et al’s data. Unlike MST, these
formulations are all NP-hard on general graphs. Typical optimization techniques include
dynamic programming [2, 11], network flow [24], and integer programming [23].

In many cases, cycles are introduced by branches that share common skeleton nodes. Such
cycles are best resolved by splitting the nodes and associating them with distinct branches,
rather than removing edges as done in MST and the above-mentioned formulations (e.g.,
compare Figure 1.4 (b,c)). To this end, the authors of [6, 17] apply heuristics locally at each
node to determine whether it should be split and, if so, how the incident edges should be
grouped. However, these local heuristics lack a global objective. Methods such as dominant
set clustering [28] and the matrix forest theorem [7] can solve the splitting problem globally,
but they cannot guarantee the connectedness of the output (i.e., it may be a forest). Turetken
et al. [23] modifies the minimal arborescence problem to allow a vertex to be used twice
and weights to be associated with edges as well as edge-pairs. However, their formulation is
tailored to a specific class of partitions and nodes.

Estrada et al. [10] proposed a general and global formulation for tree recovery by node
partitioning. Unlike [23], their formulation (see Section 2.2) accommodates arbitrary partitions
at any node. The authors show that the problem is NP-hard and describes a heuristic search
algorithm. The search is over the space of edge orientations that form a directed acyclic flow
graph (or flow-DAG), which is a strict subspace of all possible tree-forming edge orientations.
In addition, the search algorithm, which is based on best-first exploration, terminates at only
locally optimal trees in the subspace. In chapter 1, we propose a new algorithm for solving
the tree recovery problem with improved optimality and efficiency.

2.1.2 Dynamic programming on graphs

Dynamic programming (DP) is well-suited for solving graph optimization problems that can be
decomposed into sub-problems on subgraphs. Different types of hierarchical decompositions of
a graph G have been explored. A branch-decomposition, a tree whose leaf nodes represent edges
of G, is useful for solving call routing problems [21] and TSP [5]. A carving-decomposition,
whose leaf nodes represent nodes of G, has been used for finding max-path-coloring [1]. A

7



tree-decomposition, where each node represents a group of nodes of G, is useful for vertex
partitioning [22], edge colouring [4] and solving Steiner tree problems [16]. A survey of
different types of decompositions and their use in DP algorithms can be found in [19].

The complexity of a DP algorithm is typically polynomial on the size of the graph but
exponential on some width parameter of the graph decomposition. For graphs that admit
decompositions with low width, DP can therefore find optimal solutions efficiently, even
if the problem is NP-hard. However, determining the smallest decomposition width for a
given graph, and finding such decompositions, are both NP-hard problems themselves for
general graphs [21], although polynomial-time algorithms exist for planar graphs [3, 12, 13,
21]. Practical heuristics for computing low-width decompositions are surveyed in [14].

Our main contribution is demonstrating that the tree recovery problem is another instance
that DP is well-suited for. Our DP algorithm iteratively reduces the graph size by merging
pairs of nodes, effectively performing a traversal of a carving-decomposition of the input
graph. Building on existing algorithms for computing low-width decompositions [5], we
introduce new algorithms to optimize merging sequences for our DP algorithm and to further
improve the efficiency of DP at the cost of optimality. We also propose an extension of the
algorithm that addresses the removal of nodes and edges, using the datasets from point-clouds
provided by You et al.

In this chapter, we present a dynamic-programming (DP) algorithm for finding the optimal
tree as formulated in [10]. The algorithm iteratively reduces the size of the problem, such
that the optimal solution of the larger problem can be recovered from that of the smaller
problem, until the problem becomes trivial to solve. Each reduction involves contracting the
graph by merging two nodes and the partitions at those nodes. The algorithm is simple to
implement and guaranteed to find the optimal solution. To be able to process even larger
inputs, we introduce an approximate variant of the DP algorithm using beam search. This
variant offers a parameter (beam width) that balances the opposing needs of optimality and
efficiency.
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2.2 Problem Formulation

We shall formally state the tree recovery problem introduced by Estrada et al. [10]. The
original formulation seeks the most likely directed tree that projects to a given undirected
cyclic graph, in the sense that multiple tree nodes may project to the same graph node. For
the purpose of describing our dynamic programming algorithm, we shall re-state the problem
in the other direction, which seeks the most likely way that the nodes in the given graph are
partitioned to form a tree.

2.2.1 Node partition

Consider an undirected, cyclic graph G = {V,E}. A partition of a node v ∈ V consists of
one or more instances of v, each associated with one or more edges incident to v (denoted by
Ev), such that each edge in Ev is associated with exactly one instance of v. A partition also
assigns a direction to each edge. Example partitions of a degree-3 node are shown in Figure
2.1.

Figure 2.1: A degree-3 node v (left) and several possible partitions (right), all of which are
valid except the one outlined in red. Corresponding edges are identified by colors.
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Our goal is to recover a directed tree (i.e., an arborescence) rooted at some prescribed node
r ∈ V . As a result, we are only interested in partitions at a node that might be part of an
arborescence. We call such partitions valid. A valid partition at v can be characterized as
follows:

1. If v is not the root node r, each instance of v must be associated with one incoming
edge (directed towards that instance) and zero or more outgoing edges (directed away
from that instance).

2. If v = r, one instance of v must be associated with only outgoing edges (none if
V = {r}) whereas every other instance is associated with one incoming edge and zero
or more outgoing edges.

All partitions shown in Figure 2.1 are valid (assuming the node v is not the root) except for
the highlighted one.

2.2.2 Partition set

A partition set P , or a p-set, consists of one partition at each node v ∈ V , denoted by
Pv. A p-set is said to be consistent if each edge (u, v) ∈ E is assigned the same direction
by partitions Pu and Pv. A consistent p-set P defines a partition-graph (or p-graph) of G,
denoted by GP , whose nodes and edges are instances and directed edges in P . In a p-graph,
directed edges belonging to partitions of two adjacent nodes that correspond to the same
edge in E appear as one edge. Figure 2.2 shows examples of p-graphs defined by 4 consistent
p-sets.

A p-set is said to be valid if it is consistent and its p-graph GP is an arborescence rooted at
an instance of the root node r. Among the four p-graphs shown in Figure 2.2, the top two
are arborescent, and hence their corresponding p-sets are valid. A valid p-set consists of only
valid partitions. However, the inverse is not true. For example, GP4 in Figure 2.2 is not an
arborescence, and hence the corresponding p-set P4 is not valid, although it consists of valid
partitions at all nodes.
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Figure 2.2: A graph G (left) and the p-graphs GPi
of four consistent p-sets Pi (i = 1, . . . , 4)

(right). The two p-graphs on the top are arborescent but the bottom two (outlined in red)
are not. Corresponding edges are identified by colors, and instances of the same node in G
are identified by their shape (e.g., � is an instance of v1).

2.2.3 Optimal partition set

To assess the goodness of a p-set, we assume that a partition cost function h is given so that
hv(p) is the cost of a partition p at node v. The cost of a p-set P is the total costs over all
its partitions,

h(P ) =
∑
v∈V

hv(Pv). (2.1)

The tree recovery problem seeks the valid p-set of G with the minimum cost. We call such
p-set the optimal p-set of G under the cost function h, and its corresponding p-graph the
optimal tree.

2.3 Dynamic Programming

The key idea of our algorithm is to iteratively reduce the problem size until the problem
becomes trivially solvable. Each reduction step ensures that the solution of the original
problem can be recovered from that of the reduced problem. We will describe the reduction
step in Section 2.3.1 and the full algorithm in 2.3.2.
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2.3.1 Graph contraction

Given a graph G = {V,E} and a partition cost function h, we shall create a smaller graph
G′ = {V ′, E ′} and the corresponding cost function h′, such that the optimal p-set of {G, h}
can be obtained from the optimal p-set of {G′, h′}.

The new graph G′ is obtained by merging a pair of nodes of G into one. Let u,w ∈ V be the
nodes being merged and x ∈ V ′ the merged node. As illustrated in Figure 2.3 (a), merging
removes edges connecting u and w and reconnects those edges incident to either u or w with
x. The root node r′ of G′ is set to be r if r /∈ {u,w}, and x otherwise. Note that merging
may result in a multi-graph where multiple edges connect the same pair of nodes, although
there is no loop edge that connects a node to itself.

Figure 2.3: (a): Graph contraction by merging u,w into x. (b,c): The p-graphs of two pairs
of consistent partitions of u and w, {pu, pw} and {qu, qw}. (d): The partition of x that both
pairs merge into.

The new partition costs h′ are identical to h at those nodes that are not affected by merging.
That is,

h′
v = hv, ∀v ∈ V \ {u,w} (2.2)

The partition costs h′
x at the merged node x are defined by the costs of pairs of partitions at

u and w. We say a pair of partitions, pu of u and pw of w, is consistent if they assign the
same direction to each edge connecting u and w. Similar to a consistent p-set, a consistent
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partition pair {pu, pw} defines a partition graph (or p-graph), which we denote by pu,w. Figure
2.3 (b,c) show the p-graphs of two consistent pairs of partitions at nodes u and w in (a).

We can construct a partition of x by merging a consistent pair of partitions {pu, pw} as follows:
create one instance of x for each connected component of the p-graph pu,w, and associate
that instance with all edges of E ′ incident to x in that component of pu,w. We denote this
merged partition by pu ◦ pw. As examples, both pairs of partitions in Figure 2.3 (b,c) merge
into the same partition of x shown in (d).

The cost of a partition p of x is the minimum cost of any consistent pair of valid partitions
of u and w that merge into p. That is,

h′
x(p) = min

pu, pw are valid
{pu, pw} is consistent,

pu ◦ pw = p

hu(pu) + hw(pw) (2.3)

Note that not all partitions of x can be merged from some pair of consistent and valid
partitions of u and w. We set h′

x(p) =∞ for such partitions p.

We call a partition pair {pu, pw} that attains the minimal cost on the righthand side of
Equation 2.3 a generator of the partition p. As shown below, generators are the key for
recovering the optimal p-set of {G, h} from that of {G′, h′}:

Proposition 1. Consider the graph G′ contracted from G by merging u,w into x, and the
partition costs h′ as defined by Equations 2.2 and 2.3. If P ′ is an optimal p-set of {G′, h′},
then

P = P ′ \ {P ′
x} ∪ {pu, pw} (2.4)

is an optimal p-set of {G, h}, where {pu, pw} is a generator of the partition P ′
x of x.

2.3.2 Algorithm

Our algorithm iteratively contracts the graph and updates the costs, until the graph contains
a single node (the root r). The optimal p-set of such a graph can be trivially found, because
the only valid partition of r is a single instance with no incident edges. The optimal p-set
of the original graph can then be recovered from the generators computed during graph
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contraction (following Equation 2.4) in a backward traversal of the contracted graphs. The
pseudo-code of the entire algorithm and the recovery routine (implemented using recursion)
are shown in Algorithms 1 and 2.

The DP algorithm (Algorithm 1) takes an additional input, S, that prescribes the sequence
of node pairs to be merged at each step of graph contraction. The choice of S does not affect
the optimality of the algorithm, but it may have a significant impact on the time complexity.
In the next section, we will analyze the complexity of our DP algorithm as a function of the
merging sequence S, and compute optimized merging sequences with low DP complexity.
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Algorithm 1: Dynamic programming
Input: undirected graph G = {V,E}; partition costs hv at each v ∈ V ; sequence S of

node index pairs to be merged.
Output: optimal p-set of {G, h}.
/* initialization */
nodes← ∅ ;
forall v ∈ V do

x← new node ;
x.nodes← ∅ ; /* original nodes */
x.cost← hv ; /* partition costs */
x.gen← null ; /* generators */
nodes.add(x);

end
/* iterative contraction */
forall {i, j} ∈ S do

u← nodes[i] ; w ← nodes[j] ;
x← new node ;
x.nodes← {u,w} ;
x.cost←∞ ;
x.gen← null ;
forall valid partitions pu of u and pw of w do

if pu and pw are consistent then
p = pu ◦ pw ;
s = u.cost(pu) + w.cost(pw) ;
if x.cost(p) > s then

x.cost(p) = s;
x.gen(p) = {pu, pw} ;

end
end
nodes.add(x);

end
/* recovering the p-set */
x← nodes.last() ;
p← only valid partition of x ;
return recover(x, p);
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Algorithm 2: recover(x, p)
Input: node x (either an original or a merged node) and a valid partition p of x.
Output: p-set of original nodes merged into x whose merged partition is p.
if x.nodes = null then

/* x is an original node */
return p;

else
/* x is a merged node */
Pu ← recover(x.nodes[0], x.gen(p)[0]);
Pw ← recover(x.nodes[1], x.gen(p)[1]);
return Pu ∪ Pw;

end
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2.4 Optimizing merging sequence

We start by analyzing the complexity of our DP algorithm in relation to the merging sequence
(Section 2.4.1). We will then introduce an alternative representation of the merging sequence
as a binary tree, called the merge-tree (Section 2.4.2), and describe a heuristic approach for
optimizing the merge-tree in terms of the complexity of the DP algorithm (Section 2.4.3).

2.4.1 DP complexity

Each step of DP enumerates all pairs of valid partitions of the two nodes being merged (blue
line in Algorithm 1). As proven in Appendix B, the number of valid partitions at a node is
an exponential function of its degree d (i.e., number of incident edges),

Π(d) =
d∑

k=1

(
d

k

)
kd−k. (2.5)

Merging nodes u and w, whose degrees are du and dw, thus takes O(Π(du)Π(dw)(du + dw))

time, where (du + dw) is for checking the consistency of and merging a pair of partitions of u
and w. Let dS be the maximum degree of a node in G or a merged node in a merging sequence
S. Since DP performs |V | − 1 merge operations, its complexity using S is O(|V |Π(dS)2dS).

While the complexity is linear to the graph size |V |, it is exponential to the maximum node
degree dS. As a result, finding merging sequences with low node degrees is crucial for lowering
the complexity of DP.

2.4.2 Merge-trees

To obtain low-degree merging sequences, it is convenient to think of the merging process
as performing hierarchical clustering, where each merging operation clusters two groups of
nodes in V into a larger group. We can represent the hierarchy as a rooted binary tree, which
we call a merge-tree (or simply m-tree). Each leaf of an m-tree represents a node in V , and
each interior node x of the m-tree represents a subset of V , denoted by Vx, that is the union
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of the two subsets represented by the two children of x. Two examples of m-trees are shown
in Figure 2.4 (c,d) for the graph in 2.4 (a).

Figure 2.4: Steps in creating an m-tree of a graph G (a): a low-width carving-decomposition
D (b), an initial m-tree T0 obtained by inserting a root node t to D (c), and the optimized
m-tree T ∗ after iterative restructuring (d). Numbers indicate edge capacities (red) and node
orders (blue).

Compared to merging sequences, m-trees are a more compact representation. Multiple
merging sequences can be derived from an m-tree T by a bottom-up traversal. Furthermore,
these sequences all lead to the same DP complexity. This is because, for each node x of T ,
the degree of its corresponding node in any merging sequence is the same. This degree is the
number of edges in E that connect between Vx and V \ Vx. We call this number the order
of x in T , denoted by oT (x) (shown in blue in Figure 2.4 (b,c)). To find merging sequences
with low node degrees, we instead look for m-trees with low node orders.

Multiple m-trees may have the same maximum node order, which leads to the same maximum
node degree in the derived merging sequences. For optimization purposes, we measure the
goodness of an m-tree using a fine-grained complexity of DP. This measure, which we call
the merge-cost (or m-cost) of T , is a summation over all interior nodes of T ,

F (T ) =
∑

x∈T\V

f(oT (x.left), oT (x.right)), (2.6)

where {x.left, x.right} are the children nodes of x and f(n,m) is a proxy of the time needed
for merging two nodes with degrees n and m,

f(n,m) = Π(n)Π(m) ∗ (n+m). (2.7)

18



2.4.3 Computing merge-trees

We do not know the complexity of computing the m-tree with the least m-cost, although
we suspect it to be NP-hard. The algorithm presented here does not guarantee to find the
optimal m-tree, but it was shown in our experiments to be more effective in lowering the DP
complexity than other simpler alternatives.

The algorithm utilizes a slightly different tree structure known as the carving-decomposition
[21]. A carving-decomposition of a graph G = {V,E} is an un-rooted tree where all interior
nodes have degree 3 and each leaf node corresponds to a node in V . An example carving-
decomposition is shown in Figure 2.4 (b) for the graph in 2.4 (a). The capacity of an edge e in
a carving-decomposition D (shown in red in 2.4 (b)) is the number of edges in E that connect
two nodes in V whose corresponding leaf nodes in D are connected by a path containing e.
The maximum edge capacity in D is called the width of D, and the minimal width of any
carving-decomposition of G is called the carving-width of G.

An m-tree can be obtained from a carving-decomposition D by inserting a root node on any
edge of D. For example, inserting the root node to the edge (x, y) of the carving-decomposition
in Figure 2.4 (b) results in the m-tree in 2.4 (c). The order of a node x in such an m-tree T

is the same as the capacity of the edge in D that connects x with its parent node in T . As a
result, a low-width carving-decomposition yields m-trees with low maximum node orders.

Our algorithm proceeds in three steps, as illustrated in Figure 2.4. We start by computing
a carving-decomposition D (2.4 (b)) with low width for the input graph G. We adopt
the eigenvector heuristic of [5] for this step, which was shown to be effective for dynamic
programming algorithms on graphs. We then insert a root node to an edge of D to create an
initial m-tree T0 (2.4 (c)). The edge where the root is inserted is selected, among all edges of
D, to yield the m-tree with the minimal m-cost. Finally, an optimized m-tree T ∗ (2.4 (d)) is
obtained from T0 via iterative restructuring. As the last two steps – root insertion and tree
optimization – are our novel contributions, they will be described next. We give details of
the first step in Appendix C.
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Root insertion

Given a carving-decomposition D, we obtain an initial m-tree by inserting a degree-2 root
node into one of the edges of D. There are 2|V | − 3 edges in a carving-decomposition of G,
and hence the same number of possible m-trees obtained by root insertion. We seek among
them the m-tree with the least m-cost.

A naive algorithm would construct all 2|V | − 3 m-trees from D and evaluate the m-cost of
each using Equation 2.6, which in turn evaluates f (Equation 2.7) at each of the |V | − 1

interior nodes of the m-tree. This algorithm thus runs in O(|V |2) time.

We can reduce the time complexity to O(|V |) using the following observation: if we know the
m-cost of the m-tree rooted on an edge incident to some node x of the carving-decomposition
D, the m-cost of the m-tree rooted on any other edge incident to x can be obtained in O(1)

time. Specifically, as illustrated in Figure 2.5, let sa, sb, sc be the capacities of edges incident
to x in D, and Ta and Tb the m-trees constructed by inserting the root node t to the edge
with capacities sa and sb, respectively. Note that the node orders of Ta and Tb differ only at
x, changing from sa in Ta to be sb in Tb. Accordingly, the m-costs of the two m-trees satisfy:

F (Tb) = F (Ta)− f(sc, sb)− f(sa, sa) + f(sc, sa) + f(sb, sb) (2.8)

Figure 2.5: A portion of a carving-decomposition D and m-trees Ta and Tb obtained from D
by inserting a root node t to two different edges, both incident to node x. Edge capacities
are shown in red and node orders in blue.
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To compute the m-costs of all 2|V | − 3 m-trees, we first compute the m-cost of one m-tree
rooted at an arbitrary edge of D using Equation 2.6. Then we propagate the m-costs to
m-trees rooted at adjacent edges using Equation 2.8. Both steps take O(|V |) time.

Tree optimization

The m-tree T0 constructed in the previous step minimizes the m-cost among those m-trees
obtainable by root insertion. We next attempt to further reduce the m-cost of T0 by modifying
its structure. While there are many ways to do so, we found the following iterative scheme to
be simple and effective.

A single step in our iterative algorithm, which we call a pivot, is illustrated in Figure 2.6.
Given an m-tree T , pivoting considers a pair of nodes, {x, y}, such that x is the sibling of y’s
parent. We call {x, y} an aunt-niece pair. Let the sibling of y be z. Pivoting creates a new
m-tree, T ′, by swapping the locations of the subtrees rooted at x and y, thus making x a
sibling of z and {y, x} the new aunt-niece pair. Whereas a merging sequence derived from T

merges z first with y and then with x, a sequence derived from T ′ merges z first with x and
then with y.

Figure 2.6: Pivoting an aunt-niece pair {x, y}. Node orders are shown in blue.

Pivoting maintains the orders of all nodes in T except the parent node of y and z, denoted by
v, which is replaced by the parent node of x and z in T ′, denoted by v′. The m-cost of T ′ can
be obtained from the m-cost and node orders of T , as well as the order of v′ in T ′, oT ′(v′), as:

F (T ′) = F (T ) − f(oT (y), oT (z)) − f(oT (v), oT (x)) + f(oT (x), oT (z)) + f(oT ′(v′), oT (y))

(2.9)
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We show in Appendix D that the space of all m-trees is connected by pivoting. That is,
for any two m-trees of the same graph G, there exists a sequence of pivots that turn one
m-tree into another. We explore this space in a greedy manner to find an m-tree whose
m-cost is locally minimal. Starting from the initial m-tree T0, we create a sequence of m-trees
T1, . . . , Tk, such that Ti+1 (for i = 0, . . . , k− 1) is obtained from Ti by pivoting the aunt-niece
pair whose pivot leads to the largest positive reduction in m-cost among all aunt-niece pairs
of Ti. The last m-tree in the sequence, Tk, satisfies that no pivots would reduce its m-cost,
and it is returned as the (locally) optimal m-tree, T ∗.

To implement the algorithm efficiently, we first compute the potential m-cost reduction
resulted from pivoting each aunt-niece pair of the initial m-tree T0. This step takes O(|V |3)
time, as there are O(|V |) aunt-niece pairs, and evaluating Equation 2.9 requires computing the
order of the new node v′, which has the worse-case complexity of O(|V |2). After performing
the pivot in each iteration, we only update the potential m-cost reduction for aunt-niece
pairs affected by the pivot. As there are a constant number of affected aunt-niece pairs,
each update takes O(|V |2) time. The overall complexity for iterative optimization is thus
O(|V |3 + k|V |2), where k is the number of iterations.

2.5 Beam search

The algorithm in the previous section can produce merging sequences that result in efficient
DP on many real-world graphs (see Section 2.6). However, the inherent exponential complexity
of DP makes it unsuited for larger graphs, such as those with high carving-widths.

To be able to process complex graphs efficiently, we propose a variant of our DP algorithm
based on beam search. Specifically, instead of enumerating all pairs of valid partitions of
nodes u,w in each step (the blue line in Algorithm 1), we only pair up the (up to) K least-cost
valid partitions at both u and w. Only valid partitions with finite costs are considered. This
reduces the complexity of our DP algorithm to O(|V |K2dS), where dS is the maximum node
degree in the merging sequence S. The parameter K, known as the beam width, balances
the opposing needs for efficiency and optimality. Smaller K leads to lower time complexity,
whereas larger K considers more partitions and hence the solution is likely to be closer to
the optimum.
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There is one issue with the beam search described above. When K is too small, it is possible
that none of the pairs of the K least-cost valid partitions of the nodes u,w is consistent and
merging into a valid partition of the merged node x. Hence all valid partitions of x will have
an infinite cost, and the algorithm cannot proceed because x can no longer be merged with
any other node.

We modify the beam search so that every merged node has at least one valid partition with
finite cost. To do so, we first pre-compute a valid p-set of G = {V,E} using the greedy
strategy introduced in [10]. Specifically, assuming that edges E are equipped with length,
we compute the shortest distance from the root r to each node in V , and orient each edge
in the direction of increasing distance. Then we compute the least-cost valid partition at
each node with those edge directions. As shown in [10], such partitions form a valid p-set
of G. We mark these partitions as constrained. During dynamic programming, and as we
merge u,w into x, a partition of x is also labeled as constrained if it is merged from two
constrained partitions of u and w. Furthermore, a constrained partition is always considered
in the pair-wise enumeration even if it is not among the K least-cost valid partitions. This
modification ensures that each merged node has at least one valid partition with finite cost
(i.e., the constrained partition) and the algorithm can always proceed.

2.6 Results

We evaluate our algorithms on synthetic graphs as well as skeleton graphs of 2D and 3D
images. Our algorithm is implemented in Python, and all experiments were performed on a
PC with Intel i9-10900 CPU and 64GB of RAM.

2.6.1 Synthetic graphs

To obtain inputs with varying complexity, we created a suite of synthetic graphs using Voronoi
diagrams (VD). Each graph is constructed by randomly sampling points (Voronoi sites)
within a square and computing their VD restricted within the square. To make non-planar
graphs, we randomly select pairs of non-adjacent VD vertices and connect them by edges
(called bridges). An arbitrary VD vertex is picked as the root. Let ns and nb be the number

23



of Voronoi sites and bridges, the resulting graph thus has ns + nb cycles. See Figure 2.7 (a)
for an example with ns = 20 and nb = 5.

Running time of DP

We evaluate the efficiency of our full DP algorithm (Section 2.3) on the synthetic graphs,
with a focus on its dependency on the merging sequences. In these experiments, we adopted
a random partition cost function h, as the choice of h does not affect the DP complexity.

We consider the following two baseline strategies for creating merging sequences:

• Random: Randomly selecting two edge-adjacent nodes to merge at each DP iteration.

• Greedy: Selecting the pair of edge-adjacent nodes whose merged node has the least
degree at each DP iteration (ties are broken randomly).

We also consider three variations of our own algorithm for computing the m-trees (Section
2.4.3):

• Ours-Carving: Only performing the first step of our algorithm, namely computing
a carving-decomposition using [5]. The carving-decomposition is then converted to
an m-tree by inserting the root node to the first edge created by [5] (see details in
Appendix C).

• Ours-Rooting: Performing the first two steps, including applying our root-insertion
method (Section 2.4.3) to convert the carving-decomposition to an m-tree.

• Ours: Performing all three steps, including the final step of pivoting (Section 2.4.3).

The m-costs (Equation 2.6) of the m-trees (or merging sequences) computed by these strategies
as the complexity of the graphs (ns or nb) increases are plotted in Figure 2.7 (b,c). For each
distinct value of ns or nb, computations are performed on 100 randomly generated graphs.
Observe that the baseline strategies, Random and Greedy, produce significantly higher m-costs
and faster m-cost growth than variants of our algorithm. As to our variants, the m-costs
reduce monotonically as more steps of our algorithm are used. It is also interesting to see
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Figure 2.7: (a): A synthetic graph with Voronoi sites (blue dots), bridges (green edges),
and root (red dot). (b,c): The median (colored curves) and standard deviation (shaded
regions) of m-cost (Equation 2.6), in log-scale, of the merging sequences created by various
strategies as a function of ns (number of Voronoi sites) or nb (number of bridges). (d): The
log-scale running times of DP using three different merging sequences, as well as the time for
computing the merging sequence Ours, as a function of ns. (e): The timing of the different
stages of computing a merge sequence. Split denotes the step of computing the carving
decomposition. Rooting denotes the step of inserting a root to obtain a merge tree. Pivot
denotes the step of iteratively improving the merge tree afterwards.

that adding bridges in the graph, and thus making the graph more non-planar, triggers a
more significant increase in the m-costs than adding Voronoi sites for all merging sequence
strategies.

We plot in Figure 2.7 (d) the wall-clock running times of DP using the merging sequences
computed by the three variants of our algorithm as ns increases. Our complete algorithm
(Ours) results in faster DP than the other variants, achieving an almost 10-fold speedup over
Ours-Carving at ns = 46. The same plot also shows the time taken to compute the merging
sequence of Ours, which is negligible compared with the DP running time.
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Optimality and running time of beam search

We next evaluate the optimality and efficiency of the beam search strategy (Section 2.5) on
the synthetic graphs. We measure the error of a p-set P found by beam search as the ratio
h(P )/h(P ∗)− 1, where P ∗ is the optimal p-set found by the full DP algorithm. An error of 0
indicates an optimal solution.

We consider a number of factors, including the beam width K, the choice of the merging
sequence, and the partition cost function h. To examine the latter, we define h to simulate
real-world costs with ambiguity. We first compute a valid p-set P using the greedy strategy
described in Section 2.5. The cost hv(p) for a partition p at each node v is then sampled
from a normal distribution with standard deviation σ (a tunable parameter) centered at 0 if
p ∈ P and at 1 otherwise. A larger σ leads to more ambiguity in separating partitions in P

from those that are not.

We plot the relationship between the errors of beam search and K, under different ambiguity
level of h, in Figure 2.8 (a,b). The ambiguity is created either by increasing the standard
deviation σ at all nodes, shown in (a), or by increasing the percentage of nodes with a high
σ = 0.8 while keeping the remaining nodes at a low σ = 0.4, shown in (b). Each data point
on the plot represents the median error on 300 random graphs with ns = 20 and nb = 3.
Observe that the optimality of beam search quickly improves as K increases, while higher
ambiguity in h leads to higher errors.

Besides beam width and partition cost, the optimality of beam search is also affected by
the merging sequence. Since the number of partitions at a node is a function of its degree,
merging sequences with lower node degrees lead to fewer partitions being excluded from
beam search, which increases the odds of finding a low-cost solution. As shown in Figure 2.8
(a,b), beam search using merging sequences obtained by the variant Ours-Rooting (dotted
curves), which does not perform pivoting, produces larger errors than Ours, particularly at
lower beam widths where a greater number of partitions are excluded during the search.

Finally, Figure 2.8 (c) plots the running time of beam search as K increases. We set σ = 0.6

and use the merging sequence computed by Ours. Due to the low beam widths, we did not
notice any significant difference in the running time for different h or merging sequences.
The running time exhibits a log-like growth, which is consistent with our analysis of the
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Figure 2.8: (a,b): Error of beam search at increasing beam width K and increasing noise
in the partition cost (identified by color). The latter is achieved by either increasing the
standard deviation σ at all nodes (a) or the percentage of nodes with a high σ (b). Results
are shown using merging sequences created by two strategies, Ours-Rooting (dotted curves)
and Ours (solid curves). (c): Running time of beam search at increasing K compared with
that of full DP (which does not depend on K).

complexity of beam search (i.e., polynomial on K), and is significantly faster than the full
DP algorithm.

2.6.2 Skeleton graphs

We considered skeleton graphs of 2D and 3D images for two types of biological structures,
blood vessels (2D) and plant roots (2D and 3D). Details of the graphs are provided below.
We adopt the tree-growth model proposed by Estrada et al. [10] to define the partition cost
function h for these graphs (see Appendix D).

We tested both the full DP algorithm, denoted as DP, and beam search with beam width
K = 40, denoted by DP-40. As demonstrated on the synthetic graphs (Figure 2.8), this
beam width hits a reasonable balance between efficiency and optimality. We also compared
with the best-first search heuristic proposed by Estrada et al. [10], denoted as Estrada-X,
where X is the number of trees explored by their heuristic divided by the number of cycles in
the graph. Similar to [10], we tested X = 50 and 100. We used the Matlab implementation
kindly provided by the authors.
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2D skeleton graphs

We used two sets of 2D skeleton graphs provided by [10], one computed from 18 rice-root
images (RICE) and another from 15 wide-field retinal vessel images (WIDE). The number of
cycles of each graph of RICE and WIDE (as a proxy of its complexity) are reported in Figure
2.9 top. Note that the WIDE graphs are more complex than those of RICE. An example
from WIDE is shown in Figure 1.3.

We report the running times and solution errors of various algorithms in Figure 2.9 middle
and bottom, respectively. Observe that DP finished within seconds on most graphs, and
within 15 minutes on all graphs. Compared with Estrada-50 and Estrada-100, which routinely
produce sub-optimal solutions, DP is not only optimal but also more efficient on all but the
few most complex graphs. On the other hand, beam search (DP-40) strikes a nice balance
between speed and optimality: it is significantly faster than either DP or Estrada-50/100,
and the solution errors are significantly lower than Estrada-50/100. In particular, DP-40
produces optimal solutions for all but one graph (#14 in RICE).

We visually compared the results of different algorithms on one example of RICE in Figure
2.11. This example contains a branch that loops back onto itself, as shown in the closed-up
views on the right. The heuristic of [10] cannot recover such looping branches, since the flow
direction along the branch does not form a DAG. Our algorithms (DP and DP-40) have no
such restrictions and recover the branch correctly.
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Figure 2.9: Number of graph cycles (top), running times of various algorithms (middle) and
their solution errors (bottom) on RICE (left) and WIDE (right) datasets. Horizontal axes
are labelled by the original graph indices in each dataset.
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3D skeleton graphs

Our 3D dataset, CORN, consists of skeleton graphs of 10 CT volumes of excavated maize
(corn) root crowns. The samples were imaged at the Donald Danforth Plant Science Center
in St. Louis, MO. The resolution of each volume varies but is approximately 5003. After
thresholding each grayscale volume to obtain a binary volume, we use the Voxel Core method
[29] to compute an approximate medial axis, from which a curve skeleton is extracted using
Erosion Thickness [30]. An example volume and its skeleton are shown in Figure 2.10 (a).

The CORN graphs are much more complex than those in RICE or WIDE in terms of the
number of cycles, as reported in Figure 2.10 (b, top). Furthermore, unlike the planar graphs
in RICE and WIDE, the CORN graphs are generally non-planar. The full DP algorithm
failed to terminate on any CORN graph after our cut-off time (3000 seconds). In contrast,
beam search DP-40 only takes tens of seconds on most graphs, as shown in 2.10 (b, middle).
Estrada-100 was not able to process these large graphs due to memory overflow (using the
authors’ implementation). Hence we tested Estrada-10 and Estrada-50 instead (the latter
also encountered memory overflow for the three largest samples). Observe in 2.10 (b, middle)
that both heuristics were about 10 times slower than DP-40. To evaluate optimality of
these methods, and since we do not have the optimal solution, we ran beam search at a
very large beam width (1000), denoted by DP-1000, and measured the solution errors of
each recovered tree relative to DP-1000. As shown in 2.10 (b, bottom), DP-40 results in
significantly lower error than both Estrada-10 and Estrada-50. These results show that our
beam search algorithm has a clear advantage over [10] in both optimality and efficiency on
large graphs.
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Figure 2.10: (a): A CT volume and its 3D skeleton from our CORN dataset. Skeleton edges
are colored by proximity on the recovered tree using our DP-40 method. (b): Number of
cycles (top), running times of various algorithms in log-scale (middle), and their solution
errors (relative to DP-1000) (bottom) for all CORN examples. Horizontal axes are graph
indices.
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Figure 2.11: Left: Trees recovered by various algorithms on one RICE graph and their costs
(both DP and DP-40 recover the same, optimal tree). Similar colors are assigned to adjacent
edges on the tree. The red dot indicates the root, and black dots are nodes whose partitions
differ from the optimal tree. Right: Close-up views of a branch that loops back onto itself.
Arrows indicate edge directions in the recovered rooted tree, and dots drawn on the same
circle are instances of the same node.
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2.7 Discussion

In this chapter, we introduced a dynamic programming algorithm for optimally solving an
NP-hard tree-recovery problem. The algorithm iteratively reduces the graph size by merging
pairs of nodes. By optimizing the merging sequence, our algorithm can efficiently process
many medium-size skeleton graphs, where optimal solutions were not known previously. We
also explored variants of our algorithm using beam search for processing large inputs, and
they were found to offer a better trade off between efficiency and optimality than an existing
heuristic [10].

In the following chapters, we propose to extend our dynamic programming algorithm to solve
more general tree-recovery problems. In particular, adding the ability to resolved merged
edges and removing edges, and adding the ability to label edges.
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Chapter 3

Edge Omission and Labeling

In chapter 2, we discussed the problem of recovering trees by duplicating nodes. While this
formulation is suitable for addressing the WIDE and Rice datasets provided by [10], it may
be insufficient for a wider range of applications. In particular, data such as the 3D switch
grass images shown in figure 1.2 (b) and the Upright Shooting Offshoot cherry trees shown
in figures 1.2 (a) and 3.1 will generate a lot of noise, yielding skeletons with many unwanted
edges, as seen in figure 3.2 (b). Furthermore, colliding branches in 3D plant root images may
yield additional, unwanted edges in the skeleton.

Figure 3.1: An example Upright Shooting Offshoot (UFO) cherry tree, color coded by its
different levels of hierarchy.

Additionally, many problems require us to label edges based on biological characteristics such
as:

• Labeling edges as arteries or veins based on oxygen flow.

• Labeling edges in accordance to a plant’s structural hierarchy, such as in 3.1
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Labeling edges requires the addition of new consistency constraints and cost functions that
support edge-label assignments, none of which are covered in chapter 2.

For this chapter, we will generalize the problem presented in chapter 2 to fit a wider range
of tree-recovery problems, and propose a DP algorithm to address them. In particular, we
propose the following:

1. The ability to omit edges and nodes.

2. The addition of user-defined edge labels.

Figure 3.2: (a) The point cloud, input to the proposed method to [31]. (b) Their resulting,
noisy initial skeletonization. (c) The desired result with the trunk illustrated as brown, the
support branches in pink, and leader branches in blue (right). These images were obtained
from [31].

3.1 Related Work

As mentioned in section 2.1, there are many works that utilize MST to retrieve a tree [2,
11, 20, 25, 32], and are not able duplicate nodes to resolve cycles. This also applies to
methods that use tree-knapsack [2, 11], k-MST [24], minimum-cost arborescence [23], or
other techniques [31] to eliminate edges and nodes that don’t belong to the underlying object.
However, these methods are able to eliminate nodes and edges, while our proposed method
in chapter 2 cannot. In this chapter, our proposed work will address the elimination of nodes
and edges, while simultaneously adding label-constraints.

Since this is an extension of the work done in chapter 2, methods that don’t address all the
problems addressed in that chapter also don’t address the problems addressed in this one.
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This includes methods that use node duplication, but lack a global objective, don’t guarantee
connectedness, or are only tailored towards a specific class of partitions [6, 7, 17, 23, 28].
Moreover, Estrada et al. [10] and our formulation in chapter 2 do address these problems,
but they cannot remove nodes and edges and cannot resolve merged edges. Furthermore,
these methods do not take edge labels into consideration. In this chapter, we will address
the problem shown in chapter 2, originally proposed by Estrada et al., while also addressing
these new changes.

3.2 Problem Formulation

We will adopt an extended version of our previous formulation from chapter 2, introduced by
Estrada et al. [10]. The extension consists of the following:

1. A valid partition may have no instances of a given edge e. If no instances are used,
we say that the capacity of the edge is zero µ(e) = 0, otherwise it is 1 µ(e) = 1.
Furthermore, if µ(e) = 0 ∀e ∈ Ev, then v is removed from the resulting partition graph.

2. The edges will each have an integer-valued label l(e). A valid partition has to abide by
a set of user-defined rules based on the edge labels. These labels are meant to represent
a tree’s hierarchy.

Consider an undirected, cyclic graph G = {V,E}. A partition of a node v ∈ V consists of one
or more node instances of v, each associated with zero or one edge instances of Ev, such that
each edge instance is associated with exactly one node instance of v. A partition also assigns
a direction to each edge instance. An edge is considered to be omitted if there are no edge
instances associated with it. Example partitions of a degree-3 node are shown in Figure 3.3.

Our goal is to recover a directed tree (i.e., an arborescence) rooted at some prescribed node
r ∈ V , that may not necessarily span all of the nodes and edges in G. A valid partition at v

can be characterized as follows:

1. If v is not the root node r and has 1 or more instances, each instance of v must be
associated with one incoming edge (directed towards that instance of v) and zero or
more outgoing edges (directed away from that node instance).
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2. If v = r, one instance of v must be associated with only outgoing edges whereas every
other node instance is associated with at most one incoming edge and zero or more
outgoing edges.

All partitions shown in Figure 3.3 are valid (assuming the node v is not the root) except for
the highlighted ones.

Figure 3.3: A degree-3 node v (left) and several possible partitions. Notice how the blue edge
can now be omitted (bottom middle). All partitions here are valid except the ones outlined
in red. The last one illustrates the fact that we can omit all edges to exclude a node.

A p-set Pv is said to be consistent if each edge (u, v) is in partitions Pu and Pv, and either
assigned the same direction by the partitions, or omitted in both partitions. Furthermore,
each edge must be assigned the same label in Pu and Pv. A consistent p-set P defines a
partition-graph (or p-graph) of G, denoted by GP , whose nodes and edges are node instances
and directed edges in P . In a p-graph, directed edges belonging to partitions of two adjacent
nodes that correspond to the same edge appear as one edge. Furthermore, nodes whose
adjacent edges are all omitted in P are not present in GP . Figure 3.4 shows an example of a
p-graph defined by a consistent p-set.
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Figure 3.4: An input graph G and a p-graph defined by a valid p-set. In GP , the purple edge
is omitted.

3.3 Extended Dynamic Programming

In chapter 2.3, we discussed a dynamic programming algorithm to optimally recover a tree
from a skeleton by duplicating nodes, given the problem formulation used in chapter 2.2. For
this chapter, we will assume the problem formulation of section 3.2, and claim that the DP
algorithm may remain unchanged. That is, no changes to the algorithm are required, aside
from assuming the new definitions of valid partition and partition consistency from section
3.2.

The main contribution in this front is instead the proof of optimality, this is not immediately
obvious, because despite using the same general DP algorithm, we have changed the problem
formulation and added more allowable valid partitions.

3.3.1 Optimality

Proof. Our proof of optimality is similar to the proof discussed in Appendix A, with two
small modifications, we can adapt this proof of optimality to the extended case.

Firstly, for lemma 1’s proof, the enriched p-graph pu,w does not include exterior nodes for any
edge e such that µ(e) = 0. Figure 3.5 shows an enriched p-graph using the new formulation.
Furthermore, the labels assigned to each edge do not affect the structure of the tree, as such,
they are irrelevant for the discussion of lemma 1.
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Secondly, for Part I of the proof of proposition 1, it remains to show that P is a consistent p-
set, since the definition of consistency has been modified to accommodate for labels. However,
it is given that, pu and pw assign both the same directions and labels as the exterior edges of
P ′
u,w, so it follows that P is consistent.

With these modifications to the proof, we have showed that optimality is still retained for
the Extended Dynamic Programming algorithm.

Figure 3.5: (a): Two nodes u,w to be merged. (b): An enriched p-graph of two consistent
and valid partitions pu, pw of u,w. Interior nodes of the p-graph are instances of u (©) and
w (�), and exterior nodes (•) are classified as either source or sink. Exterior edges Eu 	 Ew

are dashed. Note that the orange edge is removed in pw, so no source or sink is provided for
that edge.

3.4 Extended Merge Sequence

The computation of the merge sequence remains unchanged. However, the merge cost will be
different. There are many more possible valid partitions for a given degree-d node. Let Π be
the function described in equation 2.5, then the number of possible partitions for a degree d

node in our new formulation is given by:
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Π′(d) = (1− rmin) +
d∑

i=rmind

(
d

i

)
Π(i)Li (3.1)

This function is prohibitively complex, however, as we will see in section 3.5, the complexity
will be significantly lower in practical applications.

3.5 Use Cases

The function described in equation 3.1 has a prohibitive complexity with respect to an
increasing d. However, we argue that such a complexity will rarely be needed due to several
factors. We note that not all possible partition, direction, and label combinations are
considered in most practical applications. For this reason, we may decide which partitions
may be most useful as the input to the DP method.

Equation 3.1 assumes an Li number of labels at each partition. However, in practical
applications, a user should only provide partitions as input with labels that abide by practical
constraints. For example, the AV-WIDE blood-vessel dataset will only require as input
partitions where each edge group has the same label. Only at the root may edges be labelled
as both arteries or veins in the same edge group.

Furthermore, as we will shortly discuss, some datasets do not require the removal of edges,
others don’t require more than 1 edge-group per node. These restrictions at the input will
greatly reduce the complexity of equation 3.1.

In this section, we will describe different applications for the proposed method. In particular,
there are two things that will differ for each use case:

• The allowed valid partitions (I.E. The input to the EDP algorithm). Whether they
allow crossings, edge-removal, whether we will label edges, etc.

• The complexity of the Π′(d) function. That is, an upper-bound of the number of
partitions we may observe at a degree d node.
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• The cost function.

3.5.1 Artery-Vein Datasets

The artery-vein dataset is almost identical to the aforementioned WIDE dataset. However,
this time, we are interested in labelling each edge e as either being an artery (l(e) = 0) or a
vein (l(e) = v)).

Input

Figure 3.6: Different ways to label & partition a given node v of the AV-WIDE dataset. The
bottom left example is not allowed (and in turn, not provided as input to the algorithm)
because arteries and veins may not share the same node.

Since this dataset is similar to the WIDE dataset, and the skeletons are of high quality,
removing edges will not be needed. Furthermore, since arteries and veins are disjoint in
all visible blood vessels, we will only allow them to share the same edge-group at the root.
Figure 3.6 shows an example of some edge-labelings we will allow as the input.
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Complexity

We have a uniform label for each edge group. As such, the number of partitions ΠAV is the
same as Π(d), with an added coefficient to adjust for the 2 labels among k edge groups:

ΠAV(d) =
d∑

k=1

(
d

k

)(
k

2

)
kd−k (3.2)

Cost

This cost function is inspired by [9]. Firstly, we want to penalize when similarly labelled edge
groups overlap. The idea is that veins rarely overlap other veins, and arteries rarely overlap
other arteries. Let Na(p) be the number of edge groups labeled as arteries at partition p, and
Nv(p) the number of edge groups labeled as veins. The overlap cost is given by:

ho(p) = −
Na(p)Nv(p)

(Na(p) +Nv(p))2
(3.3)

Secondly, we want to promote the image intensity of arteries to be greater than the image
intensity of veins. Let v be a vertex with a degree greater than 2. For a partition pv of vertex
v, we may create a subraph Gv with v, all the degree 2 “vertex chains” adjacent to v, and
all the associated edges. Let EA be the edges in GV labelled as arteries, and EV the edges
labelled as veins. Furthermore, let ρe = {ρ1, ρ2, · · · , ρn} and ωe = {ω1, ω2, · · · , ωn} be the
sets of all pixels and weights acquired by running Xiolin Wu’s line-drawing algorithm on the
edge e ∈ Gv, respectively [26]. Given a color channel ch ∈ {R,G,B}, we may compute the
following value:

lch(p) =
∑
e∈EA

ρTe ωe −
∑
e∈EV

ρTe ωe (3.4)
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Then, the color cost is computed as follows:

hc(p) = −max( lR(p), lG(p), lBp
3

, 0) (3.5)

Finally, the cost of a given partition p for vertex v is given by:

hv(p) = λghg(p) + λoho(p) + λchc(p) (3.6)

Where hg is the cost given by Appendix E.

3.5.2 Cherry Tree Pruning

Another application of the tree-recovery problem is in the automation of dormant pruning
for fresh market fruit trees, discussed in You et al. [31]. In this setting, there is a robot,
equipped with a stereo camera, that aims to prune old, diseased, or unproductive branches
from Upright Shooting Offshoot cherry trees. An example cherry tree can be seen in 3.1. For
this to work, the robot must:

1. accurately sense the environment,

2. create a robust representation of the environment,

3. decide where to cut, and

4. plan a collision-free motion to move a cutting implement to desired cut point.

The focus of You et al. is on step (2), where there is a point-cloud as input, and a skeleton tree
must be recovered, while abiding by label-topological constraints. One of the main challenges
of this problem is that the initial skeletonization has many cycles due to false-positive edges
that don’t correctly represent the underlying tree. An example initial skeletonization can be
seen in figure 3.2 (b).
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Input

For this problem, we will allow edge removal, since the grapevine skeletons are heavily
overepresented. There are L = 4 possible labels, but not all combinations are allowed, since
they have to adhere to a specific hieararchy. Furthermore, since these are 3D skeletons,
crossings are rare or nonexistent, so we will not allow more than one edge group.

The hierarchy that the labels have to follow is described by [31]. The edges are labelled as
one of the following:

• Leader branches, which are vertical, 3 meter branches where the tree bears cherries
during growing season.

• Small, slender side branches that grow from leaders.

• Horizontal support branches (cordons), which are two strong, horizontal branches
growing from trunk.

• Trunk, or central branch that offshoots from the ground.

• None.

Furthermore, they propose the following Label-topology constraints to abide by the structure
of cherry trees:

• Label progression: the trunk must be succeeded by support branches. The support
branches must be succeeded by leader branches, and leader branches must be succeeded
by side branches.

• Label linearity: degree-3 nodes cannot have same label for all adjacent edges.

• Trunk-support split: only one or two support edges may spawn from the trunk, and
it must happen in a junction with only one trunk edge.

Since we want to label edges at a given partition with these constraints, then valid and invalid
partitions look like those in figure 3.7.
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Figure 3.7: Examples of valid and invalid partitions in accordance with You et al.’s label
constraints [31]. The edges are color coded in accordance to the legend on the left. For the
label progression constraint, the trunk must be succeeded by support branches. The support
branches must be succeeded by leader branches, and leader branches must be succeeded by
side branches. For the label linearity constraint, 3 branches of the same label may not be
connected. For the trunk-support split constraint, a trunk can only be succeeded by up to 2
support branches at the endpoint of a trunk.

Complexity

For the complexity of this use-case, we remove any terms associated with the number of
partitions over the edges, while leaving in any term that enumerates directions and labels.
For the labels, we assume that any combinations of labels can be had, so long as each label is
equal or 1 plus the label of the incoming edge.

Πcherry(d) = 1 +

max(d,4)∑
i=0

(
d

i

)
(6i2 + i) (3.7)
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Cost

In a cherry tree, trunks and leader branches are expected to go upwards from the x-axis,
while support branches are expected to go perpendicular to the x-axis. As such, we have an
haxis cost that penalizes edges that deviate from the expected direction of a given label, µl.

haxis(p) =
∑

(u,v)∈p

log pθ(arctan2(vy − uy, vx − ux))

p(µl((u,v)))
(3.8)

Furthermore, when a trunk branch ends, usually one or two support branches spawn per-
pendicularly from it. Let v be the vertex where the trunk ends, and the support spawns, t
be the incoming vertex at the trunk, and s1, s2 be the support branches sorted in clockwise
order with respect to v. Then the new cost is as follows:

hTS(p) = log(p(∠tvs1|µTS)) + log(p(−∠tvs2|µTS)) (3.9)

Where ∠abc is the concave angle created by following the vertices a, b, c. Finally, the cost of
a given partition p for vertex v is given by:

hv(p) = λl
∑
e∈P

ll(e) + haxis(p) + hTS(p) (3.10)

where λl = 2.6 is a balancing parameter and ll(e) is the edge-likelihood determined by the
Neural Network. The axis cost haxis is determined by the following:
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3.5.3 3D Cornroot Images

The Cornroot dataset consists of 3D images obtained from CT, MRI, or CAT scans of plant
roots. In this scenario, an edge collisions will create an additional edge between two branches,
causing a cycle in the skeleton.

Input

The Cornroot dataset consists of 3D images obtained from CT, MRI, or CAT scans of plant
roots. In this scenario, an edge collisions will create an additional edge between two branches,
causing a cycle in the skeleton. As a result, the removal of edges is allowed. However,
node-removal is not allowed, so we require each node to have one edge adjacent to it. This
is because, contrary to the Grapevine dataset, most nodes in the skeleton are associated to
the root system. Furthermore, this dataset will have no labeling of the edges, and only one
edge-group per node.

Complexity

The complexity of this one is simple, since we only have to concern ourselves with directions
and capacity 0 edges.

Πcornroot(d) =
d∑

i=1

(
d

i

)
i (3.11)

Cost

We take the cornroot dataset from chapter 1, and update it to allow edge removal, and
prohibit multiple edge groups. This cost is straightforward to adapt to this case, as it is the
cost described in Appendix E, but with only one edge group. Removed edges in p are merely
discarded for the computation of the cost.
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3.6 Extended Results

We evaluate the extended DP algorithm on the three aforementioned datasets: The AV-WIDE
dataset, the Cornroot dataset, and the Grapevine dataset. Contrary to the results of chapter
2, we implemented the extended DP algorithm in C++, which gives us a significant speedup
over the Python implementation. All of our experiments were performed on a PC with Intel
i9-10900 CPU and 64 GB of RAM.

3.6.1 AV-WIDE Dataset

The AV-WIDE dataset consists of skeleton graphs of 2D fundus images of retinal blood
vessels. Both the images and skeletonized graphs are provided by the dataset. We adopt
the tree-growth model proposed by Estrada et a. [9], which provides us costs with both
partitioning crossings, and labeling the edges as either arteries or veins.

We tested the full extended DP algorithm without capacity-0 edges, since the input skeletons
are of high-quality. Labeling, however, is allowed. A label of 0 represents an artery edge, and
1 represents a vein. Moreover, for the input, each set in a partition is provided with at most
1 label, and only the root may have 2 labels in the same set.

We report the size of the graphs in figure 3.8 (a), note that, due to the high variance in size,
only the graphs marked in red are able to run optimally without beam search. Furthermore,
we report the timing of the DP algorithm in figure 3.8 (b). Note that most runs are able to
run within seconds with beam search. We also report the errors in figure 3.8 (c). Note that
most graphs have a substantial improvement over the greedy solution.

We also compare how well our solutions match those of human experts, provided by the
AV-WIDE dataset. Figure 3.9 demonstrates that visually, our results label arteries and veins
very similarly to the human-graded experts.
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Figure 3.8: Quantitative results for the three datasets used on the extended DP method.
The left column illustrates the results for the Cornroot dataset, the middle column illustrates
the results for the AV-WIDE dataset, and the right column illustrates the results for the
grapevine dataset. The top row shows the number of cycles, the middle row shows the
execution time of the DP algorithm, and the bottom row shows the error for each graph in
the dataset. For the grapevine dataset, we only the cost, rather than the error.

3.6.2 Cornroot Dataset

The cornroot dataset is described in chapter 1. However, we argue that a more appropriate
way to handle the dataset is using capacity 0 edges, whilst ensuring that no node is removed.
Finally, we no longer split vertices, since we are looking at a 3D skeleton, rather than a
projection.
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Figure 3.9: (Left) The EDP optimal results. (Right) Human-labeled results.

Figure 3.8 demonstrates the complexity and runtime of the dataset. We can see that the
extended DP methods runs within the confines of the partitioning method, and the Estrada-10
and Estrada-50 methods reported in chapter 3.8. Furthermore, the error, normalized by
DP-1000, improves greatly over the greedy, Minimum Spanning Tree solution.

Finally, we can visually justify the use of removing edges, rather than splitting nodes in figure
3.10, where we can see that node-splitting provides us with unnatural looking solutions, when
compared to removing edges.

3.6.3 Grapevine Dataset

For the Grapevine dataset, we allow the removal of nodes and edges. Furthermore, since
the dataset consists of 3D graphs that look mostly planar, we do not allow node-splitting.
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Figure 3.10: (Left) The results with edge removal. (Right) The results with node duplication.
On the bottom row is a zoomed-in example that demonstrates how edge removal is more
suitable for this dataset than node duplication.

Finally, our DP algorithm is made to label each edge as trunk, support, or leader. Each
constraint described in [31] is enforced in the input.

The grapevine dataset consists of graphs generated from dense point-clouds. As such, the
graphs in this dataset contain many cycles, and an optimal solution (DP) cannot be run. We
instead run DP-1000 and DP-2000. We compare our method against [31] we denote as You
et al. and are provided with a manually-fixed dataset we denote as Ground Truth.

In figure 3.8, we can see both the complexity of the graphs and the timing of our DP-1000
and DP-2000 methods. Note that [31] did not provide us with timing information in their
paper, so we are not able to compare the results.
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Figure 3.11: Visual results for the grapevine dataset. In both cases, DP-2000 provides a
better result than You et al.

Our cost function has a coefficient which determines the importance of the edge-likelihood
term λl. We found that at 2., the graphs with low cost look close to the ground truth, while
the graphs with high cost deviate further from the ground truth. As such, we chose the
coefficient to be 2. A plot of the cost function with respect to the competing method and the
ground truth is found at figure 3.8.

Finally, figure 3.11 shows us some qualitative results against You et al. and Ground Truth.
Note that our method can generate results that are close to Ground Truth.

3.7 Interactivity

In practice, a user may want to modify the resulting tree from the DP algorithm, either from
inaccuracies of the cost function, aberrant or unusual input graphs, or the greedy nature of
beam search. In this section, we discuss a minor addendum to the DP algorithm that allows
users to re-run the DP algorithm with their own constraints. We show that, by reusing the
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Figure 3.12: Suppose we want to rerun DP on graph G while constraining node v2. Then
we’d only need to run the merge sequence for the nodes highlighted in red in the merge tree
T . That is, we’d only have to merge v2 and v1, and x and y, while other nodes in T remain
unaffected.

merge tree T , and the generators from the first run of the DP algorithm, we may re-run the
DP algorithm with new constraints while saving time.

3.7.1 Interactive Method

Once the merge sequence and DP algorithms are run, two important data structures are
generated. Firstly, the merge tree, indicating how each node will be merged with other nodes
throughout the DP algorithm. Secondly, the generators. For each node in the merge sequence,
we store a list of partitions Pu,w for that node, and for each partition Pu,w, we store the
optimal two partitions pu, pw that merge into Pu,w.

Now, suppose the user runs the DP algorithm and decides to constrain node v to use partition
Pv. Then, the naive option would be to re-run the entire algorithm, but provide Pv as the
only allowable partition at v. However, a faster method is to only rerun the DP algorithm
for the merges associated with v. That is, only run DP for v and the predecessors of v in the
merge tree T , as shown in figure 3.12 (b).
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Figure 3.13: Sequential reruns used to fix a WIDE graph.

3.7.2 Interactive Results

We test user-defined constraints on two different datasets. We test our DP algorithm from
chapter 2 on the WIDE dataset, and our extended DP algorithm from chapter 3 on the
grapevine dataset.

For these tests, the resulting trees from the DP algorithm were laid out in a 2D plane.
The user may select a node v with their own partition P ′

v, and re-run the DP algorithm
while constraining v’s partition to be P ′

v. The DP algorithm will be re-run on v and all its
predecessors in the merge tree T . A new tree will be generated with v having the partition
P ′
v.

For the WIDE graph, we selected the result, and sequentially ran 4 different constraints. The
results of this can be seen in figure 3.13. We can see that the results were fairly localized.
However, when one branch is fixed, the DP algorithm tends to fix several of the subsequent
branches next to it. The timing can be seen on the top plot of figure 3.15. The re-runs take
less than half the time of the original algorithm.

For the Grapevine graph, we sequentially tested 2 different constraints that only involved
removing nodes (or “omitting” all of its edges). The last constraint was the only one that
involved the user selecting the desired edges and labels. The visual results of this can be seen
in figure 3.14. While the results are favorable, the bottom plot of figure 3.15 shows that each
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Figure 3.14: Sequential reruns used to fix a grapevine graph. Points in red are constraints
performed on nodes to be removed. Points in blue are constraints performed on nodes that
contain edges.

re-run took over 20 seconds. Despite being significantly less than the full DP algorithm, it is
still a significant amount of time for an interactive method.
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Figure 3.15: The timing it takes to perform a rerun. The original DP algorithm is shown as
a red horizonal line. Each consequent rerun is a point in the plot.

3.8 Discussion

The work in this chapter extends chapter 2’s work to a general setting. As such, independently
of the kind of phenomena that yields cycles, the imaging modality, or use case, our method is
able to duplicate nodes and remove edges to produce an accurate tree in accordance to the
input cost function. Our method is also able to label edges, a requirement in many use cases.

We also demonstrate the validity of an interactive method based on our DP algorithm. The
inclusion of an interactive element makes this method feasible in cases where the cost function
is not enough to obtained the desired result. While in complex dataset, the interactive
element still runs at a slow speed, we argue that there are ways to alleviate this: by allowing
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the user to select as many incorrect nodes in the first go, or allowing the user to visualize the
complexity Π(d) of each node in the DP algorithm to prioritize constraints.
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Chapter 4

Conclusion

4.1 Discussion

We have constructed an algorithm, using the formulation proposed in [10], that uses Dynamic
Programming (DP) to optimally partition the nodes of a noisy skeleton and produce a tree.
This method iteratively merges graph nodes in such a way that the solution can be obtained
from the merged nodes. We provide a novel algorithm to determine an efficient merge order,
and provide a fast approximate version of the DP algorithm. Finally, we show that our
method is superior to the competition on both speed and optimality on several datasets.

For chapter 2, we extend this algorithm to more general cases that require edge and node
removal, and edge labelling. We show that this method still achieves optimality. Furthermore,
by carefully selecting the input partitions, we show that our extended method can feasibly
run on several datasets and provide great results. We finally show that our method can run
in an interactive setting.

4.2 Future Work

4.2.1 Expanding the problem formulation

In chapter 2, we addressed the challenge of addressing merged nodes. However, there may
be cases where two branches cross or collide with each other across multiple points, and
the skeletonization algorithm produces merged edges. This happens rarely in the cornroot
dataset, where branches may collide with each other throughout multiple edges (figure 4.1),
and in 2D skeletonization algorithms at crossovers that span more than one point.
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Figure 4.1: A cornroot volume and its skeleton (left), and several consecutive edges that have
been merged together due to branches colliding (right).

To address this, we may extend the definition of valid partitions and partition consistency to
allow for edges to be duplicated. Rather than the edge-removal parameter, we may have two
parameters: rmin and rmax to limit the edge capacity. That is, the number of instances of
an edge will be between rmin and rmax. A valid partition will be one whose number of edge
instances will be between rmin and rmax. A new definition of partition consistency also has to
be formulated. One that requires each adjacent partition to assign the same capacity for the
same edge.

Also, our DP algorithm may work for many cases not covered in this thesis. Many problems,
such as minimum spanning tree, the traveling salesman problem, etc. can be addressed when
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using our algorithm on different input partitions. There are innumerable possibilities that
can be addressed by the DP algorithm within and outside of biological structures, and thus
many opportunities for novel research.

4.2.2 Improving the Efficiency

For medium to large datasets, our DP algorithm is not able to run optimally. Furthermore,
depending on the use case, our beam search may struggle to find a good cost solution for
difficult datasets. This is why improving the efficiency of the algorithm is one of the most
important aspects of extending it and making sure it is generalizable.

One way to improve the efficiency is to extend the method of creating the merge sequence.
Right now, our merge-sequence computation algorithm, detailed in chapter ??, improves upon
a rooted carving decomposition by pivoting until the cost function can no longer improve.
However, a less restrictive way of improving the rooted carving decomposition would be to
add the ability for pivoting to ”swap” any given sub-tree of the merge tree, until the cost can
no longer be improved. This tree ”grafting” method will be less likely to be stuck in local
optima, when optimizing for a low merge cost.

In terms of efficiency, beam search may also be improved. Our current method only allows
for a fixed beam width. However, we may want a beam width that can change variably
depending on the cost or the complexity of each merge operation. At the end of each merge
operation, we may filter out partitions that are not consistent with the partitions of nearby
nodes before discarding solutions for beam search.
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Appendix A

Optimal recovery

A.0.1 Proof Of Optimality

Before proving our main result, Proposition 1, we make an observation on a pair of valid
partitions that merge into another valid partition.

Lemma 1. Let {pu, pw} be a consistent pair of valid partitions of nodes u,w ∈ V whose
merged partition pu ◦ pw is also a valid partition of the merged node x ∈ V ′. Then each
connected component of the p-graph pu,w is an arborescence.

Proof. For convenience of discussion, we shall enrich the structure of the p-graph pu,w by
additional nodes as follows. Let Eu and Ew be edges incident to u and w prior to merging.
We call the set Eu 	Ew exterior edges, where 	 is the disjunctive union. For each capacity-1
exterior edge in pu,w, we attach an exterior node to the end that is not an instance of u or
w. Accordingly, we call an instance of u or w in pu,w an interior node. We call an exterior
node a sink if its incident exterior edge is directed towards that node, and a source otherwise.
Figure A.1 (b) shows an enriched p-graph of a consistent pair of valid partitions of nodes
u,w in A.1 (a).

As both pu and pw are valid partitions, every (interior or exterior) node of pu,w has at most
one incoming edge, and only an instance of the root r ∈ V or a source exterior node has no
incoming edges. Let VM , EM be the nodes and edges of a connected component M of pu,w.
Since no two edges in EM are directed towards the same node, we can count the number of
nodes without incoming edges, kM , as

kM = |VM | − |EM |.
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Figure A.1: (a): Two nodes u,w to be merged. (b): An enriched p-graph of two consistent
and valid partitions pu, pw of u,w. Interior nodes of the p-graph are instances of u (©) and
w (�), and exterior nodes (•) are classified as either source or sink. Exterior edges Eu 	 Ew

are dashed.

On the other hand, the number of undirected cycles in M , denoted by gM , is related to the
number of nodes and edges by

gM = |EM | − |VM |+ 1.

Combining the two equations yields

kM = 1− gM .

Both kM and gM are non-negative integers. Hence we only have two possibilities to consider.

We first consider {gM = 0, kM = 1}. In this case, the undirected graph of M is acyclic and
there is a single node without incoming edges. This node, denoted by rM , can be a source
exterior node or an instance of r. Since every other node of M has exactly one incoming
edge, M is an arborescence rooted at rM . An example of M is the bottom component in
Figure A.1 (b), which is rooted at a source exterior node.

Next consider {gM = 1, kM = 0}. In this case, M has one undirected cycle and every node
has one incoming edge. It follows that every exterior node of M (if there are any) is a sink.
An example of M is the top component in Figure A.1 (b). We will show that this case
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cannot arise if the merged partition pu ◦ pw is valid. As M has no source exterior nodes, its
corresponding instance of x in pu ◦ pw, denoted by xM , has no incoming edges. The validity
of pu ◦ pw implies that x is the root of the contracted graph, and hence r ∈ {u,w}. Since
both pu and pw are valid, there is exactly one interior node of pu ◦ pw (an instance of r),
denoted by i, that has no incoming edges. Note that i cannot lie in M , because every node
of M has an incoming edge. Let M ′ be the component of pu ◦ pw containing i. Then M ′ falls
into the case above, and it is an arborescence. Since the arborescence is rooted at an interior
node i, M ′ has no source exterior node, and hence its corresponding instance of x in pu ◦ pw,
denoted by xM ′ , has no incoming edges. Therefore there exist two instances of x in pu ◦ pw,
xM and xM ′ , that have no incoming edges, which contradicts the validity of pu ◦ pw.

As only the first case {gM = 0, kM = 1} is possible, every component of pu ◦ pw must be an
arborescence.

We now prove Proposition 1. The proposition states that the optimal p-set of a graph
G = {V,E} and partition costs h can be recovered by Equation 2.4 from the optimal p-set
of the graph G′ = {V ′, E ′} after merging u,w ∈ V into x ∈ V ′ and its costs h′ defined by
Equations 2.2 and 2.3.

Proof of Proposition 1. The proof consists of two parts.

Part I We first prove that P constructed in Equation 2.4 is a valid p-set of G. We start
by showing that P is a consistent p-set. Since the pair of partitions {pu, pw} is a generator
and P ′

x is their merged partition, pu and pw must be consistent and they assign the same
directions as P ′

x to exterior edges Eu 	 Ew. As P ′
x is consistent with all other partitions

Pv = P ′
v for v ∈ V \ {u,w}, so are pu and pw, and hence P is consistent.

It remains to show that the p-graph of P , GP , is an arborescence. GP can be constructed
by replacing the partition P ′

x of x in the p-graph G′
P ′ by the p-graph pu,w. Note that G′

P ′

is an arborescence, since P ′ is a valid p-set of G′, and each connected component of P ′
x (a

valid partition of x) is an arborescence. By Lemma 1, each component of P ′
x corresponds to

a component of pu,w that is also an arborescence. Hence replacing P ′
x in G′

P ′ by pu,w results
in another arborescence, GP .
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Part II We next show that h(P ) ≤ h(P ) for any other valid p-set P of G. Consider the
partitions P u and Pw of u and w, and denote their merged partition P u ◦ Pw as px. We can
define a p-set of G′ from P as

P
′
= P \ {P u, Pw} ∪ px.

We will show that P
′ is a valid p-set of G′. P

′ is consistent because P is consistent and px

retains the directions of exterior edges Eu 	 Ew in P u and Pw. The p-graph G′
P

′ of P ′ can
be obtained from the p-graph GP of P by replacing the p-graph P u,w of the partition pair
{P u, Pw} with the merged partition px. As GP is an arborescence, and since each component
of px contains a single node that not only corresponds to a component of P u,w but also
maintains the component’s exterior edge directions, G′

P
′ is an arborescence too.

By the definition of partition cost h′
x in Equation 2.3, and since the partition pair {P u, Pw}

is consistent and valid, we know that h′
x(px) ≤ hu(P u) + hw(Pw) and hence h′(P

′
) ≤ h(P ).

Due to optimality of P ′, and since P
′ is a valid p-set of G, h′(P

′
) ≥ h′(P ′). On the other

hand, the pair {pu, pw} being the generator of P ′
x implies h′

x(P
′
x) = hu(pu) + hw(pw), and

hence h′(P ′) = h(P ). Combining these results yields

h(P ) = h′(P ′) ≤ h′(P
′
) ≤ h(P ),

which concludes the proof.
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Appendix B

Counting partitions

We shall prove that:

Proposition 2. The number of all possible valid partitions of a degree-d non-root node is∑d
k=1

(
d

k

)
kd−k.

Proof. The number of decompositions of d elements into k groups, with xi number of variations
for each group of i elements, is known as the Bell polynomial Bd,k(x1, . . . , xd−k+1). For a
non-root node, each instance in a valid partition has exactly one incoming edge, and hence
there are i possible assignments of the incoming edge for an instance with i incident edges.
Therefore the total number of valid partitions with k instances is Bd,k(1, . . . , d− k+ 1). This

number is also known as the idempotent number and has the form

(
d

k

)
kd−k. The total

number of valid partitions, for any number of instances, is the sum of the idempotent number
for all k = 1, . . . , d.

Note that the root node r has fewer valid partitions than a non-root node, because one of its
instances is incident to only outgoing edges and thus has fewer variations than other instances
(where any incident edge may be an incoming edge).
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Appendix C

Computing low-width carving
decompositions

We detail the first step of our algorithm for computing the m-tree (Section 2.4.3), which
computes a carving-decomposition of a graph G = {V,E} with low width using the heuristic
of [5]. The heuristic was originally designed for computing a different type of decomposition
known as the branch-decomposition, whose leaf nodes are edges E instead of nodes V . We
adapt the heuristic to carving-decompositions.

The heuristic works by iteratively splitting nodes. We define a partial carving-decomposition
of G as a tree where each leaf corresponds to a node in V and each interior node has a degree
of at least 3. Starting from an initial partial carving-decomposition where a single interior
node connects to all |V | leaf nodes, the heuristic iteratively splits an interior node whose
degree is greater than 3 into two interior nodes with lower degrees. As illustrated in Figure
C.1, splitting an interior node z of a partial carving-decomposition D involves replacing z by
two nodes {x, y} and connecting them by an edge. In addition, z’s incident edge set Z in D

is partitioned into two groups, X and Y , each connected to x or y.

To produce a carving-decomposition with low width, we wish to find a split of z so that the
new edge (x, y) has low capacity. In addition, to avoid making short-sighted decisions, both
|X| and |Y | cannot be too small. These two goals are achieved by performing a balanced cut
of the edge set Z.

Specifically, define the cut set Ce of an edge e of a partial carving-decomposition D as the
set of edges in E that connect two leaf nodes of V whose corresponding leaf nodes in D are
connected by a path containing e. Note that the cardinality of Ce, |Ce|, is the capacity of e.
Consider a weighted complete graph Z whose nodes correspond to edges in Z, and define
the weight of an edge between two nodes {a, b} to be |Ca ∩ Cb|. The capacity of the edge
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Figure C.1: Splitting an interior node z of a partial carving-decomposition into two interior
nodes {x, y}, each connected with a subset (X or Y ) of the incident edges Z of z.

(x, y) for edge groups X and Y can be interpreted as the total weights of edges of Z that
connect between node groups X and Y . We then compute the eigenvector corresponding
to the second smallest eigenvalue of the Laplacian matrix of Z, sort the elements of the
eigenvector, and compute the min-cut of Z that partitions Z into two components X,Y such
that X (resp. Y ) contains the first (resp. last) d |Z|

3
e elements of the sorted eigenvector.
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Appendix D

Pivoting

We shall prove that the space of all m-trees are connected by the pivoting move introduced
in Section 2.4.3.

Proposition 3. Given two m-trees T, T ′ of the same graph G = {V,E}, there exists a finite
sequence of pivoting moves that start from T and end with T ′.

Proof. We call the leaf nodes in the subtree of T rooted at an interior node v the leaves of v,
denoted as T (v). We label a node v “clean” if there is a node v′ in T ′ such that T (v) = T ′(v′),
and “dirty” otherwise. We call v′ the twin of v. We can label clean and dirty nodes in T ′

symmetrically. It is easy to see that T = T ′ if and only if all nodes of T (or T ′) are clean.

Our proof constructs a sequence of pivots from T that reduce its number of dirty nodes.
Consider a pair of clean nodes {x, y} ⊆ T such that their twins {x′, y′} ⊆ T ′ (also clean) are
siblings whose parent w is dirty. Such pair always exists, because all leaf nodes of T ′ are
clean by definition, and hence the dirty node in T ′ with the shallowest subtree must have
two clean children. Let lx and ly be the paths from x and y to the root of T , and u be the
first node shared by both paths. Denote all nodes on lx (resp. ly) between x (resp. y) and u

as Qx (resp. Qy) (see Figure D.1 (a)).

We now show that all nodes in Qx ∪ Qy are dirty. This is because the leaves of each such
node include either T (x) or T (y) but not both. On the other hand, all nodes of T ′ \ {x′, y′}
whose leaves include T (x′) or T (y′) must include both sets (since x′, y′ are siblings). Thus no
node in Qx ∪Qy has a twin in T ′. Note that either Qx or Qy may be empty, but Qx ∪Qy 6= ∅
(otherwise x and y would be siblings, making u the twin of w and contradicting that w is
dirty).

We will construct a sequence of pivots from T that consists of two sub-sequences:
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Figure D.1: Illustrations for the proof.

Up-pivots (Figure D.1 (b)), iteratively pivoting x with its (unique) aunt, until x is a direct
child of u, and down-pivots (Figure D.1 (c)), iteratively pivoting x with one of its two nieces
that is not an ancestor of y, until x is a sibling of y.

This sequence always ends with x and y being siblings. Their new parent is therefore the
twin of w and hence is clean. The only node whose leaves changes is either the parent of x in
an up-pivot (e.g., v in Figure D.1 (b)) or an ancestor of y in a down-pivot (e.g., v in Figure
D.1 (c)). In either case, such a node is an ancestor of one of x and y, but not both, before
the respective pivot, and hence it must be one of Qx ∪Qy. As a result, the leaves of the rest
of the nodes, T \ (Qx ∪Qy), remains unchanged after the sequence. As all of Qx ∪Qy were
originally dirty before the sequence, and at least one new clean node is created (parent of x
and y) as a result of the sequence, the sequence reduces the number of dirty nodes of T by
at least one. Hence performing a finite number of such sequences will eventually remove all
dirty nodes, producing T ′.
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Appendix E

Partition costs

We provide the definition of the partition cost function h used for the skeleton graphs in
our experiments (Section 2.6.2). The definition on 2D skeleton graphs is identical to that in
Estrada et al. [10], which we review first and then extend to 3D skeleton graphs.

Consider a 2D skeleton graph G = {V,E}, and a valid partition p of a node v ∈ V with
incident edges Ev. Suppose p consists of m ≥ 1 instances of v, each associated with an edge
group gi ⊆ Ev for i = 1, . . . ,m. Recall that, since p is valid, each group gi must contain
exactly one incoming edge and zero or more outgoing edges. We denote the set of out-going
edges in group gi as g+i and the incoming edge as g−i . The partition cost of p is defined as

hv(p) = −
m∑
i=1

(w1 log d1(|g+i |) + w2 log d2(gi)), (E.1)

where w1, w2 are balancing weights of two log-likelihood terms, d1 and d2. The first term,
d1(c), evaluates the likelihood of a tree node having c outgoing edges. It is defined by a
Poisson distribution with expected value (and variance) λ,

d1(c) =

 1
1+α

(Pois(c;λ) + α) if c = 1

1
1+α

Pois(c;λ) otherwise
(E.2)

where α >> Pois(1;λ) acts to encourage the continuation of a branch instead of splitting.
The second term, d2(g) where g is an edge group of p, is the sum of the likelihood of the
direction of each outgoing edge in g+ with respect to the incoming edge g−,

d2(g) =
∑
ei∈g+

VMF(ei; (µi(|g+|, g−) + F ), κ). (E.3)
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Here VMF is the von Mises-Fisher distribution (restricted to a unit circle), κ is the concen-
tration, F is a global force vector (e.g., gravity), and µi(c, v) is the expected direction of the
i-th outgoing edge for a tree node with c outgoing edges and incoming edge direction v. In
the implementation of [10] (as well as in our experiments), the parameters (w1, w2, λ, α, F, κ)
were learned from a training set of 2D skeleton graphs, and the expected direction µi(c, v) is
defined by sampling c vectors uniformly on a circle so that one of them is aligned with the
incoming edge direction v.

We apply the same cost definition (Equations E.1, E.2, E.3) and parameters to the 3D
skeleton graphs from our CORN dataset, after making two adjustments. First, we use the
gravity direction of each root example as the force vector F . Second, to obtain the expected
direction µi(c, g

−) for an edge group g, we compute the optimal alignment between an 1-to-c
3D branching template and g. To do so, we first align the incoming edge of the template
with g−. We then compute, for each permutation of the outgoing edges of the template, the
rotation of those edges around g− that aligns with the corresponding edges in g+ with the
least error (measured by the sum of dot products). This can be done using the technique of
Singular Value Decomposition. Finally, we take the permutation that yields the least-error
rotation.
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