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ABSTRACT OF THE DISSERTATION
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In domains like automation, particularly in advanced driver-assistance and collision avoid-

ance systems for vehicles, the need for reliable sensing and predictive capabilities is

paramount. While current sensor technologies allow for quick responses to safety-critical

events, there is a growing emphasis on predictive capabilities to anticipate and prevent

such incidents. This opens new ideas for the development of sophisticated RF-sensors

and algorithms capable of accurately predicting potential harms before they occur. More-

over, along with the benefits of enhanced sensing capabilities comes the imperative to

safeguard user-privacy. Various techniques, including encryption and differential pri-

vacy, are employed to ensure that RF-based services do not compromise user data, while

innovative approaches such as discarding irrelevant data and utilizing privacy-preserving

measurements like received signal strength and Doppler shift offer promising avenues for

balancing functionality with privacy concerns.

In this thesis, we integrate the power of radio frequency sensing and rapid progress of

the data-driven learning to bring forth ideas that can be applied to safety-critical appli-

cations for enhancing efficiency and user experience in an increasingly interconnected

world. We present three products that are built using three types of radio devices with

differing in their operating principles and thus, their capabilities to be utilized in three

xii



unique scenarios; network-based cooperative sensing, standalone sensing, and sensing

as a surveyor/monitor.

Our first novel contribution is an infrastructure-free approach to collision prediction us-

ing ultra-wideband (UWB) signals and inertial sensing. They employ a cooperative strat-

egy based on pairwise ranges and velocities to predict future collisions, utilizing an im-

proved algorithm to estimate relative kinematics despite noisy measurements. This method

is complementary to existing technologies dependent on object properties, with UWB

chosen for its precise measurements and independence from indoor object properties.

We continue our endeavor by introducing a systematic shift in the type of sensor used,

by instead using a standalone sensor, such as radar, for collision prediction in noisy, clut-

tered environments with dynamic motion. We utilize the radar-Doppler data and a con-

volutional neural network (CNN) to predict collisions, adapting features from the envi-

ronment to handle inaccuracies. Online learning and automated labeling techniques are

employed to make the CNN adaptable, with experiments resulting in a labeled dataset

for validation against other methods.

Finally, in order to provide a method to implement these safety-critical applications, we

investigate how the sensors can ‘police’ or survey an area and build applications from

extracting only the relevant data from the RF-signal measurements through a new mea-

surement called Doppler spread. Outdoor experiments in a densely populated area are

conducted, generating a labeled database and examining Doppler spread’s effectiveness

for a privacy-preserving localization system based on fingerprinting.
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Chapter 1

Introduction

The need for expanding the sensing capabilities beyond the five senses has co-existed
with humans, both as a fascination and as an ambition. Within just over a century, that
imagination have successfully realized into a technology centering the radio frequency
spectrum, which has boosted the extents of how much, how further, and how well hu-
mans can study our surroundings. From the birth of this idea of using radio waves, in
‘seeing’ distant objects using sensors like Radars since the 1880s, to its growth into be-
coming the means of ‘speaking’ and ‘hearing’ across the globe since the 1940s, and to
its present-day absolute integration into our day-today lives via location-based, gesture-
based, and internet-based services, we have witnessed the usage of radio frequency inte-
grate thoroughly into our lives, truly serving as our sixth sense.

Apart from vying for ‘superpowers’, one utility of acquiring this enhanced sensing is
to interact safely in the common spaces shared with other agents. We envision a world
where an agent equipped with radio transceivers, can sense, perceive, and more impor-
tantly, predict the imminent events that might be detrimental to itself or to others. As we
experience the RF-based services becoming commonplace and increasingly so regarding
the magnitude of their presence, the opportunity to use the abundant information about
the environment sensed through the radio sensors is more lucrative than ever. There is a
flourishing commercial market for RF-enabled products, for example, Google Soli’s radar-
based wellness tracking [49], UAVs and self-driving vehicles’ ground-up autonomy us-
ing collision warning systems, and proximity detection for manufacturing industries and
ambient assisted living [49]. Moreover, with advancements in the data-driven algorithms,
added computational resources at our disposal, efficient usage of the RF-spectrum, and
cost-effective sensors, we are collectively driven to innovate RF-based products that aid
in accurate, timely decision making for safe interactions within the environment.

1



1.1 Motivation of Dissertation

By implementing products in workplaces, homes, and transportation systems, that are
equipped with handy and convenient sensors, we can potentially reduce accidents and
improve overall safety. Automated systems can eliminate human error, and data-driven
algorithms and processing resources, this dissertation demonstrates with the help of three
different kinds of devices, implemented in completely new environments for each, and
using different signal processing and algorithmic practices, how to utilize the surplus
of sensor data without human intervention. Also, incorporating considerate measures
towards user privacy, we can better share radio spectrum and allow for users to accu-
rately place and navigate themselves. With the technologies enquired in this dissertation
successfully deployed in future, we anticipate people being safer in an ever increasingly
measured and networked world.

1.2 Survey of Research Area

Safety critical applications The field of automation experiences the most numerous,
frequent, and expensive encounters among the agents, such as unmanned aerial vehi-
cles (UAVs), robots, self-driving cars. Thus, the leading field for the development of the
safety-critical applications are the advanced driver-assistance system (ADAS) and colli-
sion avoidance system (CAS) for vehicles [38], [6], [85]. There are various flavors to these
solutions in terms of the requirements, operation, and accuracy. For example, there are
both centralized and distributed algorithms to process the collected sensor data by the
agents and make decisions regarding their safe interaction with other agents [24], [18],
[55]. Alternatively, the agents can use infrastructure-provided data for making these de-
cisions themselves [4]. In many cases, multiple tagged agents become ‘network’ of nodes,
where paired communication with other tagged nodes can provide infrastructure-free
and cooperative decisions about their kinematics relative to each other. This serves to an
advantage for building collision avoidance systems, since working with only the relative
kinematics (such as relative range, relative velocity), rather than absolute coordinate in-
formation of the objects, is sufficient for achieving event-free interactions between agents
[1].
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Prediction is better than detection The implementation of a collision avoidance sys-
tem that aid in safe interactions of agents can be multi-faceted, where the most common
element is to process the information from sensors during any these event, for example
the instance of collision between agents. However, any decision obtained from the data
to maintain safety can happen only after the safety compromising incident has occurred.
Current data from sensors do not predict impending events before such events happen.
Therefore, there is a scope for incorporating decision making capabilities with more ad-
vanced RF-sensors and algorithms to instead predict the detrimental events before they
occur, which is crucial in altering the agents to prepare themselves upon receiving an
alert according to the prediction. There are efforts for camera-based collision prediction
algorithm, camera-based helmet for avoiding rear end collisions in real-time [63], [10].

Egocentric sensing Apart from prediction, next important aspect in realizing true au-
tonomy is through sensing of the entire environment for possible harmful events with
both tagged and un-tagged objects, for which standalone sensors are required. LiDARs
(light detection and ranging) are expensive sensors that provide rich information about
scenes and targets, but can be susceptible to severe weather. Ultrasonic sensors are af-
fordable and compact and are suitable for very short-range detection. Vision-based so-
lutions do not perform well for long distances, in poor light, and in complex, real-world
conditions. Again, following the progress in ADAS and CAS systems, where radars are
extensively applied to sense all objects with electromagnetic properties different from air
that are present in the field of view, without requiring additional sensors on the surround-
ing objects. Frequency modulated continuous wave (FMCW) radars are also inexpensive,
compact sensors that can measure the relative kinematics (range and range-rate) of the
objects in the field-of-view in real-time [15] and thus are ideal for being the RF-tags on
wearables such as smart helmets. However, choosing radars as the RF-sensors opens
various challenges to explore. For example, building solutions using radars suffer in per-
formance due to unwanted scattering and reflection that are a function of the material
properties of the other objects and require advanced filtering and pre-processing tech-
niques [7]. Moreover, such clutter experiences drift in its properties and thus, applying
data-driven methods to radars in dynamic environments is challenging [3]. This article
explores and proposes an elaborate methodology employing concepts from the online
learning domain as a measure to solve these challenges in real-world systems built using
radars.
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Privacy preserving as an additional requirement to RF sensing. Lastly, this all-seeing
feature of radars makes the objects and other agents susceptible to be surveyed upon,
while they simply are present in the surrounding of the main agent. [11] Despite the
usefulness and usability of the service any product delivers, maintaining the privacy of
users can be the cornerstone in the determining the success of the product. There is large
body of research using encryption, outsourcing, differential privacy, parallelization tech-
niques to ensure that any RF-based services are not exposing any private information
of the agents through their shared RF-data. However, one straight forward approach is
to discard all the (IQ) data from the RF-signals that is irrelevant to the service in ques-
tion, and the only relevant information is to then be saved, processed, or shared by the
agent, sans any private information in that data. The challenges then exist in developing
novel concepts regarding what measurement from the data can provide users with a qual-
ity service. The RF-signals are most commonly measured through their received signal
strength (RSS) value, which is also considered privacy-preserving, that provides provide
relevant information regarding the relative interactions between two agents. However,
it is extremely susceptible to fluctuations, therefore relying on RSS will negatively im-
pact any agent’s sensing and thus, decision making capabilities [81]. The information
extracted in the form of time of arrival (ToA) and the time difference of arrival (TDoA)
of the RF-signals, also carry the advantage of being privacy-preserving, however, despite
the ns level precision ToA values attainable via UWB signals, ToA measurements from
radios require diligent time synchronization and multiple, simultaneous measurements
for effective decision making[81]. To instead achieve ego-centric sensing capability which
involves only one agent, fingerprinting methods can provide solutions, where depending
on the number of data-points, the sensor data from simply one agent to extract features of
the relevant information from RF-signals is enough towards obtaining the service in ques-
tion, while depending on the fingerprint used (RSS, ToA, or TDoA), we can maintain the
privacy feature as well. One such measurement is the shift in frequency experienced by
the RF-signals due to the movement between the agents. This change in frequency, called
the Doppler shift, is function of the speed and direction of relative motion between the
agents. It can be extracted by the agent to share with a centralized or a cooperative algo-
rithm, while discarding rest of the information, thus is considered as a privacy-preserving
measurement. However, the surroundings of the agents create a more complex measure-
ment by modifying the Doppler shift into what we call the Doppler Spread, which is a
function of the local surroundings and movements, as well as the speed and direction of
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relative motion between the agents. This richer measurement, thus has the potential to
serve as a location-dependent measurement as is the subject of academic inquiry.
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1.4 Structure of Dissertation

In Chapters 2 and 3, we explore an infrastructure-free setting, where the UWB signals
between multiple nodes, along with and inertial sensing to test a cooperative strategy
of using pairwise ranges and velocities for predicting future collisions. We utilize the
MDS algorithm to produce high quality estimates of the relative kinematics of agents
by using noisy inter-node range measurements and node’s acceleration data. Predicting
the future trajectory without requiring known-location infrastructure is carried out as be
complementary method to other adopted technologies involving other sensors that are
dependent on size, shape, reflective properties, luminescence of, and distance between
the objects involved in the collision. We employ the UWB as a sensor of choice as it
promises extreme precise measurements robust against the multi-path witnessed within
the indoor environments and being independent of physical properties of the objects that
are commonly present indoors.

In Chapter 4, FMCW radars are used for proposed as the sensor of choice for collision
prediction in noisy and cluttered environments, when motion is dynamic and changing.
The range and radial velocity (range-rate) information obtained from the radar-Doppler
maps (RDMs) are used for predicting impending collision with the help of a convolu-
tion neural network (CNN). To tackle inaccuracies when measurements happen in clut-
tered environments, the proposed deep learning framework extracts adaptable features
from the (continuously changing) environment, thereby eliminating the need for static
filtering. Moreover, we apply online learning strategies, as well as automated labelling
using accelerometer measurements, in order to make the the CNN classifier adaptable
and learn from the recent history of the dynamically changing environment. The exper-
iments leading to data collection are also published as a healthy, labelled dataset which
mimics real-world collision scenarios. We use the dataset to validate that our proposed
method performs well in comparison with other non-learning collision warning methods
and traditional machine learning methods.

In Chapter 5, we explore the additional feature of providing privacy preserving capa-
bilities to the RF-signal measurements by proposing a new form of measurement, called
the Doppler spread. A series of outdoor experiments in a densely populated city-wide
area are conducted and the details of the final elaborated, labelled database are provided,
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along with examining the characteristics of the Doppler spread as an effective, privacy-
preserving data for a fingerprinting-based localization system.
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Chapter 2

Range-based Collision Prediction for
Dynamic Motion

2.1 Introduction

Autonomous and real-time collision prediction and collision avoidance is crucial in a
world filled with multiple mobile entities operating in the close vicinity of each other.
Collisions, which do happen [22], are both life-threatening and expensive. GPS and lidar
are insufficient to reliably predict the collision of small objects moving quickly towards
each other, e.g., multiple drones, or a smart helmet and a baseball. In many cases, it
will be possible to add a radio frequency (RF) tag to robots, vehicles, or objects that need
to monitor to avoid collisions. However, RF tag localization systems are insufficient to
predict collisions because they do not predict future positions, and they require a fixed,
known-location infrastructure which may not be present or may be too inconvenient or
expensive to deploy for the application. Finally, using coordinates as an intermediate step
in the process of predicting collisions is sub-optimal [1]. We argue that, fundamentally,
collision prediction from range measurements should be distributed. In this paper, we
present a method to address this gap by enabling mobile agents of any size or speed to
predict impending collisions without relying on a centralized infrastructure.

A known-location infrastructure (or anchors) is usually utilized for obtaining the absolute
coordinate knowledge of the mobile objects as is done in [65], however, their availability
may not be always possible. In addition of deployment and maintenance costs, the in-
frastructure can be a single point of failure. In cases where GPS is used to know the
locations of the infrastructure, GPS signals will be unavailable indoors or in tunnels for
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example, thus, rendering a GPS-based collision avoidance system inaccurate and inef-
fective. Moreover, deploying a local positioning system infrastructure is inappropriate
when robots must operate globally or in emergency situations e.g. first-responder drones
or self-driving vehicles. Fortunately, collision between two objects does not require the
coordinates of each object in a global coordinate system because the collision between
two objects is a matter of their relative kinematics, such as their relative position, velocity,
and acceleration. The perspective of this paper is that collision prediction should be local,
distributed, and relative, freeing us from requiring an infrastructure or a global reference.

A popular approach to obtain relative positions is multidimensional scaling (MDS) [72].
In MDS, ‘dissimilarities’ between each pair of objects (e.g., ranges between robots in our
case) are mapped into a low dimensional (2D or 3D) relative coordinate as an output. The
distances between robots are preserved as much as possible and a relative position map-
ping of the robots is formed without the use of known-location infrastructure. However,
MDS is a centralized algorithm as it requires all the dissimilarities to be known by one
processing unit. For N robots, classical MDS has a computational complexity of O(N3).
A distributed method of estimating location is proposed in [21], is but implemented us-
ing an infrastructure. Based on the same work, another approach is presented to obtain
a relative map of objects in motion, which although does not require known-location in-
frastructure, but is centralized in its implementation [12]. However, in order to achieve
true autonomy and independence from a centralized decision maker, collision detection
and prediction decision should be made in a decentralized manner by each device.

Another challenge with using MDS to generate kinematics over a time period is that since
there is no fixed frame of reference, the generated map can undergo random translation,
rotation, and flip. Therefore, without infrastructure, successive application of MDS over
time is going to provide incorrect kinematics. A modification of classical MDS such that a
common frame of reference is maintained for position and higher order kinematics (veloc-
ity and acceleration) are obtained is implemented in [60]. Using higher order derivatives
of squared distance measurements, the relative kinematics are estimated. However, this
method is highly sensitive to noise in the range measurements. However, in order to
predict collision we need relative kinematics which are tolerant to noisy measurements.

9



We present a robust, decentralized, infrastructure-less algorithm that produces high qual-
ity estimates of the relative kinematics of robots by using noisy inter-node range measure-
ments and intra-node acceleration data. With the estimated kinematics, this distributed
scheme predicts the future trajectory without requiring known-location infrastructure
and any impending collision. In addition to the decentralized and infrastructure-free
approach, our solution can be complementary to other widely adopted technologies for
collision prediction. These technologies involving either active sensors such as lidar [79],
radar [76], or passive sensors [19] such as cameras, are dependent on size, shape, reflec-
tive properties, luminescence of, and distance between the objects involved in the colli-
sion. The algorithm presented in this paper is free of such limitations involving physical
properties of the objects.

2.2 Problem Statement

We take a network of N unknown-location nodes in a D-dimensional space. Over a period
of time, node i collects pairwise range measurements between itself and its neighborsNi,
and we use δt

i,j for j ∈ Ni at time t. A real-world scenario is considered in which nodes
move with arbitrary motion. The problems we explore include:

1. estimation of the coordinates xt
i for i = 1, . . . , N and t = 1, . . . , T, where xi ∈ RD

given pairwise range measurements {δt
i,j} and individual acceleration measurements,

αt
i , both taken over the time window t = 1, . . . , T;

2. predicting an impending collision between i and any neighbor node in Ni at a time
soon after t = T.

We assume that the primary goal of the system is to predict collisions, but in the case of
an impending collision, the recent positions may be useful for the system reaction, for
example, to know which direction to swerve.
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2.3 Proposed Algorithm

To achieve the goals we articulate in the Introduction, in this section we formulate a new
cost function based on errors between measured and calculated ranges and acceleration
over time for all nodes. Our insight is that our formulation allows for a distributed, low
computational complexity algorithm in which each device estimates its recent positions
locally. It minimizes its local cost function and broadcasts its position estimates to its
neighbors. Each node successively refines its recent position estimates based on its range
and acceleration measurements in addition to the most recent received position estimates
from its neighbors. This distributed nature ensures a decrease in the local cost functions,
which contribute additively. Thus each sensor contributes to the minimization of the
global cost function. Further, the local optimization step is low complexity because it
is based on finding the minimum of a quadratic expression. Finally, the distributed op-
timization is guaranteed to converge, because it is using majorization approach which
guarantees each round’s global cost is non-increasing. Our approach follows the scal-
ing by majorizing a complicated function (SMACOF) [27] approach, but expands it to enable
simultaneous estimation of multiple recent positions, and for use of acceleration measure-
ments in the cost function. After we present our algorithm for recent position estimation,
we then present in Section 3.3.2 how these estimates are used to extrapolate and predict
collisions.

2.3.1 Proposed Cost Function

Consider N mobile nodes with their position at time t represented as Xt = [xt
1, .., xt

N]
T.

Our global cost function is:

S =
N

∑
i=1

∑
j∈Ni

T

∑
t=1

wt
i,j

[
δt

i,j − di,j(Xt)
]2

+
T

∑
t=1

ri
[
αt

i − ai(xt
i)
]2 ,

(2.1)
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where the first term represents the error between measured distances δt
i,j and the actual

distances based on location coordinates di,j(Xt), which are calculated as,

di,j(Xt) = ∥xt
i − xt

j∥ =
√
(xt

i − xt
j)

T(xt
i − xt

j). (2.2)

Whenever a node’s velocity changes, its non-zero acceleration is measured by its ac-
celerometer. We incorporate this extra information in the latter part of the sum, repre-
senting the error between the measured acceleration αt

i and acceleration at
i calculated

from the coordinate path as follows:

ai(xt
i ) =

(
xt+1

i − xt
i

)
− (xt

i − xt−1
i )

= xt+1
i + xt−1

i − 2xt
i .

(2.3)

Our goal is to minimize this cost function in a distributed manner to provide optimal
location estimates {xt

i} for node.

Following is an equivalent expression for S:

S = ∑
i

Si. (2.4)

Therefore, at each node i, we have a local cost function as:

Si =
T

∑
t=1

∑
j∈Ni

wt
i,j

[
δt

i,j − di,j(Xt)
]2

+
T

∑
t=1

ri
[
αt

i − ai(xt
i )
]2 .

(2.5)

We note that Si is local to i since it only depends on the measurements available at i and
positions of neighbour nodes. Minimizing this local cost function will result in position
estimates of this node. The majorization approach guarantees non-increasing local cost.
Implementing our approach at each robot constructs the backbone of this distributed
method. Each local cost distributes additively over the network, thus each sensor con-
tributes to the minimization of the global cost function (2.1) by minimizing its own local
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cost function (2.5). This way, our algorithm produces a sequence of position estimates
with non-increasing global cost.

2.3.2 Majorization

To minimize of our local cost function, we use a majorization approach inspired by SMA-
COF [27], but adding acceleration, and with multiple measurements over time. SMACOF
is a gradient-decent algorithm which majorizes the cost function of the MDS problem.
Iteratively minimizing the majorizing function guarantees a monotonously decreasing
sequence of cost values. Our algorithm starts the minimization of its cost function as
per equation (2.5) from an initial estimate of position and updates the estimates until the
update in position is smaller than a certain value after a certain number of iterations.
The final position estimates are the coordinates which minimize the summed weighted
squared error. The majorizing function Ti(xi, yi) of Si(xi) satisfies: (i) Ti(xi, yi) ≥ Si(xi)

for all yi, and (ii) Ti(xi, xi) = Si(xi). The majorizing function Ti(xi, yi) is thus defined as:

Ti(xi, yi) =
T

∑
t=1

∑
j∈Ni

wt
i,j[(δ

t
i,j)

2 + (di,j(Xt))2

−
2δt

i,j

dt
i,j(Y)

(xt
i − xt

j)
T(yt

i − yt
j)]

+
T

∑
t=1

ri
[
(αt

i − at
i(xt

i)
]2 .

(2.6)

Here, the majorization function Ti is quadratic in nature, so we can find its minimum
analytically. The analytical solution comes from differentiating it with respect to {xt

i} and
equating it zero. This minimization is done iteratively until convergence is reached to
provide the values of {xt

i} for which the majorized cost function Si is low.

2.3.3 Proposed Algorithm

The proposed method is described in Algorithm 1. It should be noted that,
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1. The algorithm requires initialized positions X(0). Generally, each round is initialized
using the projected coordinates of positions from the previous round’s estimates.
The first time a neighbor j appears to node i, it must somehow provide the algorithm
with {xt

j}t. We leave a distributed initialization for this infrequent case to future
work. Here, we use classical MDS to generate {xt

j}t when there is no estimate from
a prior round.

2. The Euclidean distances (used here as the ‘dissimilarities’) do not have a frame of
reference. They are measured locally – node i computes its range to each neighbor,
and node i also measures its own acceleration vector α

(t)
i .

3. The weights applied to measured acceleration ri should be chosen to account for
accuracy of acceleration measurement for each node i. Lower values of ri indicate
more noisy measurements.

4. For all the measured δi,j, the weights wi,j are simplistically set as equation 2.7, in
essence making all the other j nodes as i’s neighbors i.e. j ∈ Ni.

wi,j =

1, if δi,j is measured.

0, otherwise.
(2.7)

However they can be adaptively set as a function of measurements δi,j such as to
reflect its accuracy, such that less accurate measurements are down-weighted in the
overall cost function and only the nodes with less noisy measurements are counted
as neighbors.

The two helper variables used in the algorithm are q and b given by:

q−1
i = ∑

j∈Ni

wi,j + ri (2.8)

and b(k)
i = [b1, b2, .., bN]

T is a vector given by

bj = wi,j[1− δt
i,j/di,j(X(k))]

bi = ∑
j∈Ni

wi,jδ
t
i,j/di,j(X(k)) (2.9)
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Algorithm 1: Location estimation with ranges and acceleration data

Inputs :
{

δt
i,j

}
, {wt

i,j}, ϵ, {ri}, X(0), {αt
i} Initialize : k = 0, S(0), ai compute qi from

Equation (2.8)
repeat

k = k+1;
for i = 1 to N do

for t = 1 to T do
compute bk−1

i ;

xt
i ← qiri(2xt+1

i + 2xt−1
i − xt+2

i − xt−2
i + αt+1 + αt−1 − αt) + qiX(k−1)b(k−1)

i ;

S(k) ← S(k) − S(k−1)
i + S(k)

i ;

send
{

xt
i
}

t to friend nodes;
send S(k) to node (i + 1) mod N;

until S(k−1) − S(k) < ϵ;

2.3.4 Regression Based Collision Prediction Algorithm

Mobile agents in a network run a risk of colliding with each other and thus, need to have
autonomous decisions making capabilities whether to pursue or move away from a tra-
jectory. Predicting any future collisions between two agents involves predicting whether
individual motions of those two moving agents will intersect, which depends on the
knowledge of relative kinematics of those two. Using the relative locations estimated
from previous stage, we can predict locations into the nearby future. Regression analy-
sis is widely used for prediction and forecasting, as they reveal the causal relationships
between a dependent variable and one or a collection of independent variables in a fixed
dataset, which can later be used to estimate causal relationships using new observational
data.

We choose polynomial regression since it works very well for non-linear interpolation
problems. In our case, we seek to predict the future locations of the agent or robot which
has a non-linear relationship with time due to the dynamic nature of the motion. The
output of the polynomial regression in such a scenario can also be interpreted as higher
order kinematics. Given T data points (ti, xi), where, dependent variable ti is a time
instance and xi is the corresponding location of a robot i, for i = (1, 2, ...T), we fit a 2nd

degree polynomial to approximate the robot’s locations,
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xi = p2 + p1ti + p0t2
i (2.10)

Here, p0, p1, and p2 make the coefficient of this polynomial that predicts the location
xi with estimation errors. We use least squares approximation, in which the polynomial
coefficients can be obtained by minimizing the sum of the error squares. These coeffi-
cients are used to extrapolate values for the polynomial, giving us future relative loca-
tions, thereby, giving us future inter-object distances of two robots. We define future as
a time-frame that is equal to or less than the reaction time of the robot. If the minimum
inter-robot distance threshold between two robots is crossed within this time into future,
a collision is predicted. We define collisions based on various distance thresholds and can
detect collisions by comparing the extrapolated distances with these user-defined dis-
tance thresholds. In Section 2.4, we evaluate the performance of this regression-based
collision prediction method for different distance thresholds, while also analyzing the
location estimated from our algorithm.

2.4 Results

In this section we test our proposed algorithm in terms of location estimation and colli-
sion prediction using simulated data. We demonstrate the performance of the proposed
algorithm on a network of 4 robots with unknown location arranged on a uniform grid
of 4x4 area units. Three robots are stationary and one robot is made to travel in a circular
motion which contributes to it having acceleration. No known-location infrastructure is
present and only inter-robot ranges and each robot’s acceleration are calculated and used
by our proposed algorithm. We trust that this simulation can be realized with an experi-
ment conducted with any autonomous robots having UWB tags for ranging and inertial
measurement units for acceleration measurements. In that case, the ranges obtained will
be prone to error and noise. For this preliminary study, we introduce noise to ranging
measurement, with standard deviation of 0.02 meters as per the findings in [1]. Using
this range data, we present the results in the following section.
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2.4.1 Location Estimation

We first demonstrate the quality of location estimates generated from our algorithm. For
the N = 4 robots, 1 robot moving in a near-circular motion for multiple laps and 3 being
stationary (thus, all having relative motion), we are able to track the curved trajectory that
was followed by the mobile robot over time. We take a window of 20 instances at once
(T = 20), and for all i in N, we estimate 20 locations {xt

i}, one for each time instance of
the window. In a sliding window manner, next window’s 20 estimates are calculated. We
keep the middle point (T/2) as an ‘average’ solution from that window with respect to
the center point of that window’s ground truth. Plotting T/2′s estimates versus ground
truth, in Figure 3.2 we see location estimates for only robot-2 (n2). The ground truth of
each robot and its estimated positions are marked ‘o’ and ‘▷’ respectively, where the lines
represent the offset between the estimates and ground truth. In Figure 2.2, each window’s
such middle location estimates (in red) for robot-2 are plotted against its ground truth
(black) for its circular trajectory. Also, the stationary robots (n 0, 1, 3) are plotted for their
estimated locations and ground truth, alongside robot-2’s circular motion so as to provide
a complete picture of the experiments. We see that our algorithm is able to estimate the
locations of all the robots, more importantly of robot-2, and commendably able to follow
the trajectory of robot-2’s motion over time.

Next, we compare the performance of our algorithm with another MDS-based localiza-
tion algorithm [60]. For one time window, this method provides joint higher order relative
kinematics estimates (position, velocity, and acceleration), however, they are extremely
sensitive to ranging noise. Figure 3.3 shows the root mean square error (RMSE) of loca-
tion estimated for each robot by the two methods when compared to ground truth. We
can see that our algorithm outperforms the other MDS-based implementation, which is
credited to our algorithm’s capability of providing better position estimates by incorpo-
rating the robots’ acceleration information in cost function minimization. This makes the
algorithm to trace the motion well and provide a lower RMSE by one order of magnitude
when compared to the other MDS-based method.

We emphasizes that none of the robots’ locations are known before the start of our al-
gorithm, i.e. there is no known-location infrastructure (anchors) present in the system.
Every node independently runs our proposed algorithm to estimate an optimal solution
for its position. That is, after receiving it’s neighbours optimal solution and using its own
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acceleration, each node conducts a successful minimization of its local cost function as
explained in Section 2.3.2. However, we translate one device to become the origin (n0)
to constitute a consistent frame of reference, although it should be noted that this does
not change the relative positions among the robots, and yet is helpful when we need to
compare against a ground truth with similar translation. Additionally, the received es-
timates from one device’s neighbours can be noisy and hence can impact the optimal
solution for that node. We explore the performance of estimated locations when different
amount of noise is present in measured inter-robot ranges. In Figure 2.3b, we see that as
the noise in the range measurements is increased, the error in the position estimated with
our algorithm also increases for all the nodes n1,n2, and n3.

In order to avoid collision, a device or robot needs to make a prediction whether it is
going to collide or not, before it happens. For collision prediction, only relative posi-
tion between two robots is enough to predict any future distance threshold violation that
counts as collision. Using relative location estimates from our algorithm, we extrapo-
late distances from the model explained in 3.3.2. Let us say that the future separation
i.e. distance d̂t

i,j between two robots i and j goes lower than a threshold at some time
into the nearby future. We define future as a time window equal to reaction time of a
robot. If the predicted distances between two robots go under a set threshold within this
window, robots can not swerve to avoid collision and collision in the future is predicted.
The reaction time τ for each robot is taken as 0.09 seconds for all simulations. Within this
reaction time into the future, if the predicted distances distance d̂t

i,j is smaller than any
pre-decided minimum-distance threshold dthd, it is counted as a collision. Note that sepa-
ration between the center of two robots is at least 2 times its radius r, which is equal to the
diameter of one robot (0.34 meter is the diameter of one common irobot). Adding extra
distance value ϵd to 2r, we get minimum-distance threshold, given as

dthd = ϵd + 2r (2.11)

If future inter-robot distances into the future are under this value it is counted as a colli-
sion. Figure 3.4 shows the receiver operating characteristic (ROC) where the probability of
detection (PD) of collision is given as the function the probability of false alarm (PFA). We
report that our extrapolation based collision prediction model is able to provide higher
probability of detection for the same probability of false alarms when compared with the
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other kinematics method FACT [1]. Our algorithm gives 100% detection with a 2% false
alarm, where as FACT gives a detection of 80% at the same false alarm rate. Another
collision detection approach based on pairwise regression performs even worse. This is
because our algorithm’s localization provides accurate position estimates for any degree
of complex motion, which lets us extrapolate complex trajectories very well, giving ex-
tremely accurate future inter-robot distances and kinematics to predict collisions. The 2nd

degree regression’s coefficients are able to extrapolate the future locations while taking
each robot’s acceleration into account, a trait not achievable by FACT or pairwise regres-
sion.

Lastly, as explained in Section 3.5, robots equipped with UWB tags for ranging have inter-
robot ranges prone to noise. Prediction of future locations, and thereafter collisions, by
using these noisy range measurements can be studied as a function of noise. In order
to investigate the effect of noise, we test our collision prediction methodology for noisy
range measurements with varying standard deviation. The results corroborates the intu-
ition that the detection accuracy deteriorates with increase in noise as is shown in Figure
2.4b.

2.5 Conclusions

This paper presented a new approach to estimate locations and predict collisions for sys-
tems involving mobile devices that are capable of communicating their range measure-
ments to each other. Our method uses each device’s acceleration into estimating location
coordinates for every device, achieving a commendable location estimation performance.
The algorithm extends further by predicting collisions into future and it does not require
a known-location infrastructure or a central decision maker to achieve a good collision
prediction performance. We test its performance in simulation settings and provide a
detailed analysis of results.
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Figure 2.1: Location estimates only for the moving robot: Blue triangles represents our
algorithm’s location estimates plotted on top of black circles representing the ground
truth of the robot in motion. The measured distances have added noise with st. devi-
ation of 0.02 and algorithm runs only when a user-defined proximity distance threshold
is crossed.
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(a) RMSE comparison location estimates from
MDS and our algorithm, with distances having
added noise of standard deviation 0.02

(b) RMSE of the position estimates for each node
versus various levels of noise in the range mea-
surement

Figure 2.3: Receiver Operating Characteristic
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Chapter 3

Experiments for Range-based Collision
Prediction for Dynamic Motion

3.1 Introduction

Autonomous and real-time collision prediction and collision avoidance is crucial in a
world filled with multiple mobile entities operating in the close vicinity of each other.
Collisions, which do happen [22], are both life-threatening and expensive. GPS and lidar
are insufficient to reliably predict the collision of small objects moving quickly towards
each other, e.g., multiple drones, or a smart helmet and a baseball. In many cases, it
will be possible to add a radio frequency (RF) tag to nodes, vehicles, or objects that need
to monitor to avoid collisions. However, RF tag localization systems are insufficient to
predict collisions because they do not predict future positions, and they require a fixed,
known-location infrastructure to calculate global map of nodes’ locations, which may not
be present, inconvenient, or expensive to deploy for the application. We argue that, fun-
damentally, collision prediction from range measurements should be distributed, local,
and relative. Fortunately, collision between two objects does not require the coordinates
of each object in a global coordinate system because the collision between two objects is a
matter of their relative kinematics, such as their relative position, velocity, and accelera-
tion. In this paper, we present a method to address this gap by enabling mobile agents of
any size or speed to predict impending collisions without relying on a centralized infras-
tructure or a global reference.

A popular approach to obtain relative positions is multidimensional scaling (MDS). In
MDS, ‘dissimilarities’ between each pair of objects are mapped into a low dimensional
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relative coordinates such that the distances between nodes are preserved as much as pos-
sible. MDS has been utilized in the localization research extensively [65], however, MDS
is a centralized algorithm as it requires all dissimilarities to be known by one process-
ing unit. For N nodes, classical MDS has a computational complexity of O(N3). A dis-
tributed method of estimating location is proposed in [21], is implemented with known-
location infrastructure nodes. Based on the same work, another approach is presented
to obtain a relative map of objects in motion, which although does not require known-
location infrastructure, but is centralized in its implementation [12]. Another challenge
with using MDS to generate relative kinematics over a time period is that, since there
is no fixed frame of reference, the generated map can undergo random translation, ro-
tation, and flip. Therefore, without infrastructure, successive applications of MDS over
time provides incorrect kinematics. A modification of classical MDS such that a common
frame of reference is maintained for position and higher order kinematics (velocity and
acceleration) is implemented in [60]. The relative kinematics are estimated using higher
order derivatives of squared distance measurements. However, this method is highly
sensitive to noise in range measurements. In order to predict collision from RF range
measurements we need relative kinematics estimators which are tolerant to noisy mea-
surements. One extension of this work is implemented to produce a kinematics based
collision prediction model, but it is limited to only linear motion [1]. We present a ro-
bust, decentralized, infrastructure-less algorithm ‘Autonomous Collision Estimation for
Dynamic Motion’ (ACED), that produces quality relative kinematics of moving objects
by using noisy inter-node range measurements and intra-node acceleration data. With
the estimated kinematics, this distributed scheme predicts the future trajectory and any
impending collision without requiring known-location devices. In addition, our solu-
tion can be complementary to other widely adopted technologies for collision prediction.
These technologies involving either active sensors such as lidar [79] or radar [76], or pas-
sive sensors [19] such as cameras, are dependent on size, shape, reflective properties,
luminescence of, and distance between the objects involved in the collision. The algo-
rithm presented in this paper is free of such limitations involving physical properties of
the objects.
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3.2 Problem Statement

We take a network of N unknown-location nodes in a D-dimensional space. Over a period
of time, node i collects pairwise range measurements between itself and its neighborsNi.
We denote the range measurement between node i and j ∈ Ni at time t as δt

i,j. A real-
world scenario is considered in which nodes move with arbitrary motion. The problems
we explore include:

1. estimation of the coordinates xt
i for i = 1, . . . , N and t = 1, . . . , T, where xi ∈ RD

given pairwise range measurements {δt
i,j} and individual acceleration measurements,

αt
i , both taken over the time window t = 1, . . . , T;

2. predicting an impending collision between i and any neighbor node in Ni at a time
soon after t = T.

We assume that the primary goal of the system is to predict collisions, but in the case of
an impending collision, the recent positions may be useful for the system reaction, for
example, to know which direction to swerve.

3.3 Proposed Algorithm

To achieve the goals we articulate in the Introduction, in this section, we formulate a new
cost function based on errors between measured and calculated ranges and acceleration
over time for all nodes. Our insight is that distributed tracking can be formulated in a
distributed, low computational complexity manner by using a majorization framework.
In this framework, each device estimates its recent positions locally by minimizing its
local cost function and broadcasting its newest position estimates to its neighbors. Each
node successively refines its recent position estimates based on its range and acceleration
measurements in addition to the most recent received position estimates from its neigh-
bors. The majorization approach ensures non-increasing local cost functions. Since these
local costs contribute additively to the global cost, thus, the global cost function will be
non-increasing. Further, the local optimization step is low complexity because it is based
on finding the minimum of a quadratic (majorizing) expression. Finally, the distributed
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optimization is guaranteed to converge, because the majorization approach guarantees
each round’s global cost is non-increasing. Our algorithm follows similarly to the scaling
by majorizing a complicated function (SMACOF) [16] approach, but expands SMACOF to
enable simultaneous estimation of multiple recent positions, and to enable use of acceler-
ation measurements in the cost function.

3.3.1 Proposed Cost Function

As described in Section 3.2, our problem is to estimate node positions X = {xt
i}i,t to match

measured ranges {δt
i,j} and node acceleration measurements {αi}. Our cost function S

penalizes any coordinates that increase the squared error. We divide S into components
for each node, S(X) = ∑i Si(X), where the local cost function Si(X) is:

Si(X) =
T

∑
t=1

[
∑

j∈Ni

wt
i,j

[
δt

i,j − di,j(X)
]2

+ ri
[
αt

i − ai(X)
]2
]

,

where the first term represents the error between measured distances δt
i,j and the actual

distances based on location coordinates di,j(Xt), which are calculated as,

di,j(X) = ∥xt
i − xt

j∥ =
√
(xt

i − xt
j)

T(xt
i − xt

j). (3.1)

Whenever a node’s velocity changes, its non-zero acceleration is measured by its ac-
celerometer. We incorporate this extra information in the latter part of the sum, represent-
ing the error between the measured acceleration αt

i and acceleration at
i which calculated

from the coordinate path travelled as:

ai(X) =
(

xt+1
i − xt

i

)
− (xt

i − xt−1
i ). (3.2)

Our approach finds X̂ = argminXS(X), in a distributed manner, to provide location esti-
mates {x̂t

i}.

Note that Si(X) is local to ith node since it only depends on the measurements available
at ith node and positions of its neighbour nodes. Minimizing Si(X) with respect to {xt

i}t

results in new position estimates for node i. Implementing our approach at each node
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constructs the backbone of this distributed method. We use majorization at node i to
guarantee non-increasing local cost.

Our method is described in Algorithm 1 in [67]. The algorithm is iterative and must
be given initial position estimates. Generally, each time the algorithm is run, it is ini-
tialized using the coordinates of positions from the previous round’s estimates, xt

i for
i = 0, . . . , N − 1. The first time a neighbor j appears to node i, it must provide its own
locations, {xt

j}t=0,...,N. Here, we use classical MDS to generate any coordinates {xt
j} for

which there are no prior round estimates.

3.3.2 Regression Based Collision Prediction Algorithm

Using the relative locations estimated from previous stage, we predict locations into the
near future. Regression analysis is widely used for prediction and forecasting, as it re-
veals the causal relationships between a dependent variable and one or a collection of
independent variables. We choose quadratic regression since trajectories are quadratic
in constant acceleration, and polynomial regression generally works well for non-linear
interpolation problems. In our case, we predict the future trajectory of the node, which
has a non-linear relationship with time due to the dynamic nature of the motion. The
output of the polynomial regression in such a scenario can also be interpreted as higher
order kinematics. Given T data points (t, xt

i), where the independent variable t is a time
instance and xt

i is the corresponding location of node i at times t ∈ {1, . . . , T}, we fit
a 2nd degree polynomial, such that the polynomial can capture the non-linear motion of
the node, and include the current position, the velocity, and the acceleration in calculating
position as a function of time t. Thus, we approximate node i’s location for real-valued t,

x̂i(t) = p2 + p1t + p0t2, (3.3)

where, p0, p1, and p2 are the polynomial coefficients,which we estimate using the least
squares approximation giving the estimated coordinates X̂. Using the coefficients, the
algorithm extrapolates future relative locations of each node, thereby, giving future inter-
object distances of each pair of nodes. We are interested in the near future, i.e., the time-
frame that is equal to or less than the reaction time of the node, which is application
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dependent. If the minimum inter-node distance threshold between two nodes is crossed
within this near future, a collision is predicted.

3.4 Experiments

3.4.1 Hardware

We conduct a series of experiments with mobile nodes to predict collisions between any
pair of nodes. Each node follows the architecture as described in [52]. Each such node is
attached to a iRobot Create that moves the node as programmed. Lastly, a Raspberry Pi3
processor is attached on top of each node, which both lets us program the node move-
ment, and measures the acceleration of each node via a BN0055 IMU sensor [70].

3.4.2 Multi-node Ranging Protocol

Each node measures ranges between itself and all other nodes, and no anchors are present
in the system. An efficient way to measure all (N

2 ) ranges between the N nodes is to use
the efficient multi-node ranging protocol in [1], which requires only N message exchanges
per cycle to get all the ranges.

3.4.3 Setup

We set N = 4 floor nodes to move as depicted in Figure 3.1 in a 6m × 6m area. Each
mobile node (top right in Figure 3.1) undergoes acceleration as detailed in Table 3.1, con-
stantly between its starting position and its stopping position in Test I and II. Test III has
node 3 in motion at constant speed, and due to its motion in a circle, the magnitude of its
acceleration is 0.125 m/s2. We collect UWB ranges between every pair of nodes at a rate
of 18 ranges per second. The acceleration of each node is measured via the IMU sensors
and collected by their attached Raspberry Pi at a rate of 100 samples per second. We route
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the ranges and acceleration data collected by each node to a central processing unit for of-
fline algorithm testing and result generation. Note that this offline implementation is just
for convenience during tests; our distributed algorithm can be implemented in firmware
at each node, and will be our future work. Each Raspberry Pi is NTP time synchronized,
such that the timestamps for ranges and acceleration can be matched to produce 18 range-
acceleration pairs per second. Lastly, to record the ground truth coordinates of each node
during each experiment, we use a 16-camera OptiTrack motion capture system, which
enables millimeter accuracy [57]. The results are explained in Section 3.5.

Figure 3.1: Overview of the motions conducted by each node in three tests, and (Top
Right) photo of hardware setup.

Test I Test II Test III

Stationary Nodes 1 2 3
Mobile Nodes 3 2 1

Acceleration (m/s2) 0.125, 0.09, 0.06 0.125, .06 0.125

Table 3.1: Node Setup in Three Tests
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3.5 Results

3.5.1 Location Estimation

We first demonstrate the quality of location estimates generated from the ACED algo-
rithm. For any of the 4 nodes, ACED estimates the trajectory that was followed over
time. We use a window of T = 20 samples, thus each time the algorithm is run, we esti-
mate {xt

i} for t = 1, . . . 20 and i = 1, 2, 3, 4. In a sliding window manner, ACED repeats
by dropping the oldest time and adding one new time, and re-running the estimation
for the next window of time. As a typical example, we plot the current T location esti-
mates for node 2 as ‘boldface ×’ and the current ground truth locations as ‘boldface ◦’
in Figure 3.2. We also plot the location estimates from another state-of-the-art method,
friend-based autonomous collision prediction and tracking (FACT) [1]. FACT assumes a
constant velocity, and hence is unable to track the curved trajectory of node 2 from Test
III. Furthermore, ACED is capable of predicting future positions ‘lightface ×’ based on
(3.3), which are plotted for node 2 in the Figure 3.2 against the ground truth ‘lightface ◦’,
where we define ’near future’ as within 0.02 sec into the future.

We use the following as our metric of error for the output of one window of any estimator:

RMSE =

[
1
N

N

∑
i=1

∥∥∥xT/2
i − x̂T/2

i

∥∥∥2
]1/2

, (3.4)

and we report the average RMSE across all sliding windows across the entire test. Fig-
ure 3.3 plots this average RMSE of location estimated for all the nodes during each test
by three methods, ACED, FACT[1] and modified MDS[60]. From [60], we used its cen-
tralized algorithm to find a globally optimum solution for relative position and velocity;
however, it is known to perform sub-optimally in noise [60, 1].

Our results show that the FACT method of [1] diverges over time when motion is not
linear. As described, each new run of the algorithm uses as initialization the trajectory
estimates from the prior window. In Test III with a circular track for node 2, as FACT
estimates a linear trajectory, its initialization from the prior window is poor. Over the
course of Test III, its estimates at some point are unable to converge to the global optimum,
after which it loses track of the coordinates and is unable to recover, leading to a very high
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against ground truth.
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Figure 3.3: Comparison of ACED vs. the modified MDS [60] and FACT [1] for each test,
showing RMSE averaged across all nodes.
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average RMSE across Test III. ACED provides better tracking in dynamic motion, and
doesn’t have this convergence problem in our experiments. ACED also compares well to
the centralized modified MDS method of [60], demonstrating a lower RMSE by 5-10x.

3.5.2 Interpolated Distance-based Collision Prediction

In order to avoid collision, a node must predict a collision before it happens. In ACED,
if the distance d̂t

i,j between nodes i and j in the near future t will fall below a threshold,
dthd, this counts as a future collision. Using the relative location estimates from ACED,
we extrapolate pairwise distances into the near future. In this experiment, we define the
near future as within τ = 0.02 s.

We set the distance threshold dthd to allow a trade-off between false alarms and missed de-
tection(s). Letting r be the radius of one autonomous object, we would set dthd = 2r + ϵd

for some ϵd ≥ 0. By increasing ϵd, we would increase the probability of detection of a
collision PD while also increasing the probability of false alarm PFA. A user could set the
threshold based on the desired trade-off between the two. Figure 3.4 shows the receiver
operating characteristic (ROC) curve, i.e., the relationship between PD and PFA, compiled
with data from across all three tests. ACED is able to provide higher PD for the same PFA

when compared with FACT [1]. Note that even when FACT location estimates diverge,
it manages to keep an accurate relative position and velocity for two nodes that are very
close, and thus collision predictions are good. However, ACED cuts PFA approximately
by a factor of 2 for a constant PD compared to FACT. Since ACED provides more accurate
kinematics whenever nodes are accelerating, it can extrapolate complicated trajectories
better, thus providing accurate future inter-node distances and kinematics to predict col-
lisions. The 2nd degree regression coefficients are able to extrapolate the future locations
while taking each node’s acceleration into account, a trait not achievable by FACT. We
also test against the pairwise method of [2], which does not perform nearly as well as
FACT or ACED.
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Figure 3.4: ROC plot comparing ACED, FACT [1], and pairwise [2].

3.6 Conclusion

This paper presents ACED, a new approach to estimate trajectories and predict collisions
for systems involving mobile devices that are capable of measuring node acceleration
and pairwise range measurements.The algorithm does not require a known-location in-
frastructure or a centralized computation. We test its performance in a network of four
prototype mobile nodes mounted on ground robots in three tests. ACED predicts a node’s
trajectory with an order of magnitude lower RMSE, and collisions with a > 2x lower false
alarm probability, than three state-of-the-art infrastructure-free trajectory estimation and
collision prediction methods.
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Chapter 4

Online learning for dynamic impending
collision prediction using FMCW radar

4.1 Introduction

Collision warning systems (CWS) aid in providing safety measures in a variety of ap-
plications. In the field of contact sports, physical collisions between players cause 1.6 to
3.8 million concussions or traumatic brain injuries (TBI) annually in the United States,
and American football is a most prominent contributor of these TBIs [22]. Such concus-
sions are life-altering and adversely affect players throughout their lives [30]. Traditional
protective gear such as helmets can reduce the severity of such concussions, however,
they are limited in their utility, as even with the helmets concussions occur. Preventative
measures are an important part of protection, therefore, predicting the collisions that are
about to occur before they happen could dramatically improve outcomes. One solution
is to equip the player with smart wearable device that predicts the impending collisions.
A smart helmet could automatically and actively adapt its damping to reduce harm upon
impact [9]. Alternatively, it could supply a loud auditory warning to the player that al-
lows them to react. New research suggests that warnings prior to impact allow people
to ‘prepare themselves, effectively mitigating the consequence of the impact’ [53]. Our
radar-based collision prediction system has the goal of enabling such active responses
from players and their helmets.

Collision prediction systems also find utilization in the field of automation, where fre-
quent collisions encountered by the mobile nodes such as unmanned aerial vehicles (UAVs)
and robots cause nuisance and damage. Collision warning systems for vehicles [38], [6],
[85] have developed solutions that can be applied to combat the collision problem faced
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Figure 4.1: Proposed collision prediction system overview: The hardware block present
on a mobile node is capable of sensing the environment with the help of a FMCW radar-
based sensing and notes its inertial measurements. The learning framework uses mea-
surements to generate radar-Doppler matrices (RDMs) that are fed to a trained model for
inferring impending collisions. Simultaneously, the model is periodically re-trained with
the latest labelled RDMs to improve results in a changing environment.

in automation. For example, centralized algorithms such as [24], [18] can provide loca-
tion information to mobile nodes in a network to locate surrounding nodes and predict
impending collisions. As an alternative, distributed and cooperative solutions to obtain
locations are also well studied [55]. Similarly, mobile nodes can rely on network-provided
information to locate themselves and predict any collisions with other nodes [4]. These
localization methods are suitable for nodes that are part of a network. However, every
object encountered by the mobile node may not be associated with the same network as
the mobile node.

Therefore, in order for a mobile node to predict impending collisions with any kind of
objects in the environment, it should be able to perform standalone sensing of all objects
in its environment without requiring a network of sensors.

It should be noted that collision prediction is fundamentally different than localization.
Collision prediction must take into account not only the present positions of objects in
the environment, or positions at any single future time, but all of the positions between
now and a future time in order to know whether a collision will occur at any point in
that time period. As a benefit compared to localization, however, collision prediction uses
only the relative kinematics (such as relative range, relative velocity), rather than absolute
coordinate information of the objects. We address the complexity of estimating positions
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across a time period; and take advantage of the relative nature of collision prediction in
the methods developed in this paper.

We consider a mobile node that is envisioned to be equipped with sensing and process-
ing capabilities that allow it to make standalone measurements from the environment
and self-sufficient decisions about impending collisions. The sensors are required to be
low cost, compact, lightweight, and capable of processing information to predict colli-
sions with a low false positive rate. There are several sensor options available for CWS,
each with their advantages and limitations [74]. In the case of sensing within a network
of nodes, paired communication with other tagged devices is achieved using ultra-wide
band (UWB) [66] or radio frequency identification (RFID) sensors. However, for sensing
of the entire environment for possible collision with both tagged and un-tagged objects,
standalone sensing is required. LiDARs (light detection and ranging) are expensive sen-
sors that provide rich information about scenes and targets, but can be susceptible to
severe weather. Ultrasonic sensors are affordable and compact and are suitable for very
short-range detection. Vision-based solutions do not perform well for long distances, in
poor light, and in complex, real-world conditions. Radars have been extensively stud-
ied in literature, especially for automotive applications [31] and unlike radio frequency
tags, in which each device must receive reflections from other tagged devices for pairwise
ranging, radars are capable of sensing all objects with electromagnetic properties differ-
ent from air that are present in the field of view, without requiring additional sensors
on the surrounding objects. Moreover, FMCW radars are inexpensive, compact sensors
that can measure the relative kinematics (range and range-rate) of the objects in the field-
of-view in real-time. Building on this standalone sensing capability of FMCW radars, a
performance study of FMCW radars is presented in [15] where the authors analyse the
use of an ‘impact parameter’ in predicting collisions. It must be emphasized that in prac-
tice, the accuracy of range and velocity measurements from radars suffers due to system
noise and unwanted scattering and reflection, typically referred to as ‘clutter’, which is
a function of the material properties of the other objects in the environment that we are
not concerned about the robot colliding with, for example, itself, or anything that would
not cause problems if hit. Traditional collision prediction methods require static filtering
and pre-processing techniques which may not be effective in the environment in which
it is deployed. Traditional methods cannot adapt to the type and style of play of an indi-
vidual sports player. Learning-based solutions, on the other hand, can offer flexible and
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data-dependent prediction capabilities in order to efficiently utilize FMCW radars for dy-
namically changing environments. In the smart helmet application, they could also learn
player-specific mobility patterns that do and do not lead to collisions.

Furthermore, the learning-based solutions need to be robust against degrading perfor-
mance when there is shift in the input data characteristics, therefore it is necessary that
a learning-based model’s parameters be continuously adjusted for new or dynamic en-
vironments. The machine learning paradigm of online learning is a continuous learning
process to learn more efficiently with the data arriving incrementally, to perform the same
learning task over time, by the model that is already deployed. When a new labeled data
sample arrives, online learning allows the existing model to quickly update its parameters
to produce the best model so far. However, incrementally updating with the newest data
leads to catastrophic forgetting [56], where learning only a small amount of new informa-
tion can overwrite established knowledge and cause complete loss of ability to operate on
previously learned tasks. Incremental batch learning solves the problem of online catas-
trophic forgetting by utilizing a series of batches of new labeled samples. After a batch
has been received, the model loops over the batch until it is adequately learned, and then
the model can be tested on information in that batch and previous batches. However,
due to limited resources and requirement for fast on-device learning, only the relevant
samples that carry new information must be used for learning incrementally. The field of
active learning [64] provides methods for selecting those most relevant labelled samples
thereby reducing the size of information that is necessary for decision making. Taking
advantage of the on-going research in the field of online incremental learning, we present
a functional and practical real-time algorithm that adapt its parameters with the dynam-
ically changing environments.

In this paper, we extend the nascent idea of utilizing FMCW radars for collision predic-
tion in noisy, cluttered, and dynamic environments. Typical CWS methods [14] imple-
ment parametric algorithms where collision risk is measured by calculating node specific
parameters, such as its range and velocity. However, these parameters are prone to inac-
curacies when measured via a radar in cluttered environments. In order to tackle this, we
utilize the research done in the field of computer vision and machine learning. As pre-
sented in Fig. 4.1, we propose a learning-based solution to demonstrate the effectiveness
of using only the range and radial velocity (range-rate) information obtained from RDMs
for predicting impending collision with the help of a convolution neural network (CNN).
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The proposed deep learning framework extracts adaptable features from the (continu-
ously changing) environment, thereby eliminating the need for static filtering. Moreover,
we apply online learning strategies, as well as automated labelling using accelerometer
measurements, in order to make the the CNN classifier adaptable and learn from the
recent history of the dynamically changing environment.

Challenges

In order to solve the collision prediction problem using FMCW radar and deep learning
in a cluttered and dynamic environment, we face the following challenges:

• The presence of clutter in the radar measurements requires extensive filtering to get
accurate measurement of the relative range and relative speed for collision predic-
tion.

• Working with static features for machine learning solutions deteriorates the perfor-
mance of the such solutions operating in new types of environments or dynamically
changing environments.

• The dataset obtained for building a collision prediction system suffers from class
imbalance due to the fact that real collisions happen only rarely compared to non-
collisions.

Contributions

Overall, we make the following contributions.

• We develop a novel learning-based collision prediction method that uses only radar
and inertial data to detect an impending collision.

• We remove the need of static filtering by using the unfiltered, raw radar data for
collision prediction, relying on deep learning to extract useful features to predicting
collisions.
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• We alleviate the class imbalance problem by assigning weights to each class as per
their respective frequency in the dataset to achieve high classification accuracy for
all the classes.

• We provide a retraining framework by using automated labelling and uncertainty
sampling for improving prediction performance in dynamically changing environ-
ments.

• We collect, experimentally, a large dataset of experiments to mimic real-world col-
lision scenarios, which will be made public. We use the dataset to validate that our
proposed method performs well in comparison with other non-learning collision
warning methods and traditional machine learning methods.

4.2 Methodology

In this section we formally define the problem statement, the notation for the measure-
ments, the loss function utilized in the learning framework, the learning model used to
minimize the loss function, and the retraining procedure in detail.

4.2.1 Problem Statement

We consider a mobile node which has an attached FMCW radar, an inertial sensor to
measure node’s acceleration, and a processor for computing. .

The mobile node is moving in an environment with several obstacles. Let us consider the
scenario where the radar-enabled node is moving towards an obstacle. Let d(t) be the
range and v(t) is the relative velocity between the mobile node and the obstacle at time t.
During one measurement time period between t1 and t2 > t1, duration T = t2 − t1, the
node collects samples from the radar and inertial sensor. At time t2 it converts them to a
range-Doppler matrix, Xt2 .

The goal of our system is to raise an alarm at t2 if at any time t ∈ [t2, t2 + δt], that d(t) < ϵ,
where δt > 0 is the time duration into the immediate future for which we must detect a
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future collision. Also, ϵ > 0 is a collision proximity range threshold. In other words, if the
measurement indicates that the node will collide with the object within the next δt period
of time, the alarm should be raised. In order to achieve this, we create system that can
learn a function f that maps from the range-Doppler matrix to a binary decision about
whether there will be an impending collision.

4.2.2 Learning Framework

For the collision prediction problem, the inputs we use are RDM matrices, named X, that
get mapped via the function f to ŷ ∈ {0, 1}, where class 0 is encoded as 0 for representing
‘no impending collision’ and class 1 is encoded as 1 representing ‘impending collision’.
This makes collision prediction a binary classification problem. Supervised learning-
based approaches require a training set of ‘measurement-label’ pairs [(X1, y1), ...(Xn, yn)]

where n is the total number of pairs in one training set, Xj is matrix j and yj is its collision
label, such that j ∈ {1, ..., n}.

Loss Function

In order to learn the optimal mapping f between RDM and ŷ, a classifier for two classes
needs to minimize a loss function L for the entire training set of size n, given by

L = − 1
n

n

∑
j=1

[yj log(pj) + (1− yj) log(1− pj)], (4.1)

where pj is the probability of the jth data point belonging to a class as predicted by the
mapping. Taking an average over the entire dataset of size n, we get cross entropy loss L,
a standard loss function for classification problems.

CNN-based Classifiers

CNNs have become widely popular for image-based machine learning tasks. Compared
to the standard MLP architectures, a CNN architecture uses far fewer parameters and can
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have much deeper architectures which can equip us to solve more complex problems.
There are several CNN architectures available with varying degrees of computational
complexity and performance.

For our learning-based solution, we test two CNN architectures: (a) ResNet architecture,
since it has shown the top-5 error rate on ImageNet dataset [35] and (b) MobileNet-V3
architecture, since it has been optimized for low-resource devices and low latency appli-
cations [36].

4.2.3 Radar Signal Processing

The FMCW radar transmits sequences of a linear frequency modulated (LFM) signal,
also called a ‘chirp’ signal having N samples per chirp, which increases its frequency
linearly with time with a slope s within a bandwidth of B Hz. Once the radar receives the
reflected signals that bounce back from the target, they are mixed with the transmitted
signals to obtain a beat signal. The beat signal is characterized by the beat frequency,
fb, which is equal to 2ds/c, where d is the range of the object from the radar and c is
the speed of light. This frequency is used to infer the range of the target from the radar
sensor. A fast Fourier transform (FFT), called the ‘range-FFT’, is performed on the beat
signal to convert it into the frequency domain, thereby obtaining the beat frequencies
representing one or multiple objects at various ranges, with a range resolution of c/2B
and up to the maximum range of Nc/2B. A second FFT, called the ‘velocity-FFT’, is
then performed across a certain M number of chirps that make one RDM, to estimate the
relative radial velocity. It is left to the discretion of the designer to define how many of
the chirps are going to be processed together into an RDM (due to processor limitations
and/or resolution requirements) [28]. Our proposed method implements this 2-D FFT
stage and generate a N ×M matrix, which we call the radar-Doppler matrix (RDM), that
indicates the amplitude of scattering from each possible relative range and velocity across
the possible range of measured range and velocities.

It should be noted that reflection and scattering of the radar signals by objects are a func-
tion of the intrinsic properties of the material of the objects, such as dielectric permittiv-
ity, magnetic permeability, and electrical conductivity [69]. These properties have been
shown to be effective in object distinction and detection [82]. Additionally, the extrinsic

42



characteristic such as the absolute size of the objects and the size of the objects relative
to the wavelength of the radar signals play a crucial role in the amplitude of scattering
received in the radar reflections. Therefore, different type of objects produce different
amplitude of scattering within RDMs.

4.2.4 Label Creation

Our proposed system automatically generates (with a sub-second delay) labels for the
collected radar data using inertial sensing. This labelled training data can be used to
automatically retrain the model in order to improve results for the particular environment
and user characteristics that are observed during operations.

As a collision between the moving node and an obstacle occurs, the moving node expe-
riences a sudden change in velocity. This change in velocity can be clearly observed as
a change in the measured acceleration, for example, as a sharp drop or negative peak in
mobile node’s IMU measurements, as seen in Fig. 4.2a. During normal operation we ob-
tain these ‘moments of collision’ by the finding peaks in a node’s measured acceleration
data.

A collision prediction system should alert the nodes about impending collisions before
they happen such the colliding nodes have time to act preemptively to avoid the colli-
sion. Considering an alert can be raised instantaneously by a collision prediction system
without any mechanical or processing delay, a node receiving this alert, however, will
take time equal to its reaction time for any responsive action. To have at least one alert
sent by the system to the node before any impending collision, the immediate future δt
to check for impending collisions must be at least equal to the reaction time of the node.
Thus, if a collision occurs at δt into the future, it can be avoided or ameliorated by issuing
one alert at a time that is δt ms before the collision. Depending on the reaction time of the
node and the number as well as the frequency of alerts needed for the node (robots or hu-
man) in any specific application (vehicular or sports-related), the threshold for δt ms can
be adjusted. Based on this approach, for labelling purposes, all the measurements (the
RDMs in our case), that happened within δt ms from each moment of collision as mea-
sured by IMU are labelled as ‘Impending Collision’ (shown as magenta colored square
markers on trajectory as shown in Fig. 4.2b). The rest of the RDMs are labelled as ‘No

43



Impending Collision’ (shown as blue colored circle markers as shown in Fig. 4.2b). The
labelled images are then used to train our CNN based model at the subsequent training
time to build the next model that provides inference about impending collisions when
encountering new, unseen test RDM samples.

4.2.5 Class Imbalance Problem

During system operation, the radar is continuously sensing the environment. Even in
the environments that are densely populated with obstacles, the events during which a
collision is imminent is considerably lower in frequency than the frequency of events in
which the node is not in danger of an imminent collision. With the labelling scheme for
the generated RDMs described above, the number of RDMs labelled as ‘impending colli-
sion’ are order of magnitudes lower than the number of RDMs labelled as ‘no impending
collision’, which leads to an imbalanced dataset.

To deal with the problem of imbalanced classes during training, methods such as over-
sampling of the less frequent class, under-sampling of the more frequent class, or the use
of tree-based algorithms with boosting are suggested [39]. However, increasing the size
of the training set without gaining any additional information, discarding of relevant in-
formation, and over-fitting are their drawbacks, respectively. Instead, we use the method
proposed in [44], in which each class is assigned class weights that is inversely propor-
tional to their respective frequencies, such that

wj =
|C1|+ |C0|

2|Cj|
, (4.2)

where |Cj| is the number of samples in class j ∈ {0, 1} . Assigning a small weight to the
cost function for the more frequent class during training results in a smaller error value,
and thus, small update to the model coefficients for the more frequent class. A large
weight applied to the cost function for the less frequent class will result in a larger error
calculation, and in turn, large update to the model coefficients for the less frequent class.
This way, we can shift the imbalance of the model so that it could reduce the errors of the
less frequent class.
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An additional problem encountered for imbalanced datasets is that using the accuracy of
the model to assess its performance becomes a less reliable metric because an acceptable
accuracy is possible to obtain even if the model has excellent classification performance
for more frequent class and poor performance on the other, less frequent class [46]. Thus,
instead of using accuracy to pick the best model, we use the F1 score as a metric that
describes the performance of the classifier on both the classes. F1 score is the harmonic
mean of the positive predictive value (P, also called precision) and true positive rate (R,
also called recall or probability of detection(PD)) given by

F1 =
2PR

P + R
, (4.3)

where P is the fraction of correctly classified positive instances (‘impending collision’
in our case) among the overall instances that are classified as positive, while R is the
fraction of correctly classified positive instances among the overall instances that are truly
positive. A high F1 score indicates low misclassifications in both of the classes. Therefore,
during training epochs, we select the model which has the highest F1 score.

4.2.6 Online Learning Framework

Real-world implementation of any collision system experiences a continuous influx of
new sequential data in real-time. A static learning-based solution leads to decreased pre-
diction performance if the new data is from different distributions, as a result of, for ex-
ample, changing user behaviour or environmental condition, than the previous data on
which the model was trained. This phenomena is called data drift. It is important to pe-
riodically retrain the model to avoid data drift in real time applications. Model retraining
is defined as re-running the process that generated the previously selected model, how-
ever, on a new training dataset that has experienced data drift. In order to incorporate
continuous model retraining, we explore the branch of online learning and suggest the
following retraining strategy:

• Continuously collect system’s IMU-labelled RDMs from recent history to form a
retraining dataset.
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• Based on the system requirement for the retraining latency, select a fraction of the
collected dataset using the uncertainty-sampling technique [48].

• Retrain the default or current model using this newly sampled subset of data.

• Repeat the above steps for the newest recent history.

4.3 Experiments

4.3.1 Objects and Environment

In order to obtain a large quantity of data in which our collision prediction and warning
device experiences actual collisions with obstructions, without having to subject a person
to carry the device and experience the same collisions, in this paper we implement the fol-
lowing setup. We use a robotic motion platform as our moving node for our experiments
that is comprised of an iRobot Roomba, which is controlled by attached Raspberry Pi-3
module as shown in Fig. 4.3b. The node moves in a laboratory environment as shown
in Fig. 4.3a which has other stationary obstacles. The OptiTrack motion capture system
[58] tracks and records the ground truth position co-ordinates of all the objects that are
tagged with reflective markers. An 3 m ×3 m area is barricaded with PVC pipes in order
to confine the moving node and maximize its number of collisions with obstacles within
the observed area. Within this obstacle-rich area, randomly placed obstacles are present
that are filled with a variety of materials. In order to collect a dataset with a variety of
radar reflections for our collision prediction method, we choose three different kinds of
materials (gravel, soil, and water), as shown in Fig. 4.3c, 4.3d, 4.3e, and 4.3f, to simulate
the items that are commonly encountered by a moving objects (vehicles or humans) in the
real-world. Cylindrical shaped objects are 0.5m in height and 0.3m in diameter, where as
rectangular shaped objects are 0.5× 0.2× 0.3m in width.
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4.3.2 Sensing hardware

We use AncorTek’s SDR-KIT 2400AD2 [73], a low-power and compact software-defined
radar for FMCW-based sensing, sitting at the top deck of the prototype. The center fre-
quency of transmitted signal is adjustable within the 24-26 GHz frequency band. An-
corTek provides drivers only for Windows, and thus, we use a Windows laptop to receive
and store the complex in-phase and quadrature (I/Q) components of the received FMCW
radar signal. For the radar’s settings, we choose a bandwidth of 2 GHz at a center fre-
quency 25 GHz during all our experiments. Each chirp is of 1 ms duration with N = 128
samples per chirp. With these settings, the range resolution and the maximum range that
can be measured are 0.075 m and 4.8 m, respectively. Also, the maximum radial velocity
that can be measured is 3 m/s. The radial velocity resolution is dependent on the number
of chirps processed together at once for one RDM [28]. Lastly, the moving node also has a
BNO055 IMU sensor [70] that collects the acceleration data during our experiments at the
rate of 60 Hz. It should be noted that the size of the radar sensor used for our experiments
is 79× 56× 13 mm, which is comparable to the size of a commercially available collision
warning radar systems. However, in applications such as smart wearables and smart
devices, the size of sensing hardware is encouraged to be miniaturized, for example, as
accomplished through Google Soli’s 12× 12 mm radar chip [49].

4.3.3 Motion and Collisions

We conduct a series of experiments with one mobile node moving in a cluttered environ-
ment with eight obstacles that are stationary. The maximum velocity that can be reached
by the moving node is 0.5 m/s. The moving node is made to travel in two kinds of trajec-
tories, straight and curved. For the straight trajectory, both the wheels of the moving node
are programmed to maintain one constant speed (0.5 m/s), and thus, the node moves in
a straight line motion. For the curved trajectory, one wheel of the moving node rotates
slower than the other, creating a curvature in the trajectory, and mimicking a curved line
motion. Several collisions happen between the mobile node and the obstacles during both
styles of these trajectories as given in Table 4.1. When a collision happens, the moving
node comes to a complete stop, takes a turn by a random angle, and then starts moving
again at the same speed and in the same style of programmed trajectory as before the
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collision. Lastly, we do not consider the PVC pipes as ‘obstacles’ since they are used only
to keep the robots inside the experimental area, and thus, all the collisions and the cor-
responding RDMs between the moving node and the PVC pipes are not included in the
final dataset.

Exp.# Motion type Number of Collisions Number of Valid RDMs
1 Straight (S1) 35 5781
2 Straight (S2) 41 6693
3 Straight (S3) 36 5810
4 Straight (S4) 30 4050
5 Straight (S5) 31 4103
6 Curved (C1) 36 6536
7 Curved (C2) 45 7213
8 Curved (C3) 53 6723
9 Curved (C4) 40 6692

10 Curved (C5) 31 6790
Table 4.1: Details of the experiments conducted

4.3.4 Data Characteristics

We run 10 experiments, each one either with curved and straight trajectories and each
experiment is of 10 minutes duration. We process M = 200 chirps together to make one
RDM, thus for our experiments, one RDM comprises of 200 ms duration of complex-
valued radar samples. Using a sliding window of 50 ms, one 10-minute experiment gen-
erates 1.2× 104 RDMs. We drop all the collisions with PVC pipes and their corresponding
RDMs, as described above, thus obtaining 6× 103 RDMs per experiment on average. On
average, 32 collisions are encountered during one experiment. With the labeling scheme
described in Section 4.2.4 and taking δt = 400 ms, we obtain on average 340 RDMs per ex-
periment that can be labelled as ‘impending collision’, while rest of the RDMs are labelled
as ‘no impending collision’. Since only 3% of the RDMs can be labelled as ‘impending col-
lision’, this dataset is highly imbalanced. As explained in Section 4.3.4, we deal with this
issue with the help of Equation 4.2 by assigning weights to each class, as given in Table
4.2.
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class j Number of samples (nCj) class weight wj

collision 340 8.5015
non-Collision 5441 0.5312
Table 4.2: Weights for Imbalanced classes in Experiment S1

4.3.5 Radar sensing for traditional CWS

Environments where collisions are likely to happen are characterized by compact spaces
with numerous and a variety of objects. Radar systems operating in such environments
suffer from additional reflection and scattering from objects which do not cause collisions.
For example, scattering from the ground contributes to reflections received at the radar,
but in many applications, the node is not going to collide with the ground. Another source
of unwanted reflections is the physical object to which the radar is attached, which, for
example, in the smart helmet case includes the person themselves.

Overall, we refer ‘clutter’ as the received radar reflection that are due to any objects within
the environment with which the moving node can not possibly collide. Typically these re-
flections make the largest contribution to the reflections received by the radar and hence,
the visibility of the relevant targets in the radar images with which collisions risk must be
addressed, get suppressed. Therefore, traditional radar-based CWS systems need to filter
out unwanted reflections due to clutter before obtaining range and velocity information.

Classical principal component analysis (PCA) has been extensively used in image and
video processing applications as a statistical tool to seek the best low-dimensional ap-
proximation of the high-dimensional data. We apply an advanced version of PCA as a
model-based filtering method in order to remove reflections that are due to the clutter
and extract the reflections that are due to the object from the RDMs.

The data can be constituted as a superimposition of two components: 1) L, which is the
low-rank matrix and 2) S, which is a matrix that can be sparse or not. This decomposi-
tion can be obtained by robust principal component analysis (RPCA) solved via principal
component pursuit (PCP). Due to the correlation between RDMs, the background and
clutter are modeled by a low-rank subspace that can gradually change over time, while
the objects that are in relative motion with respect to the radar constitute the correlated
sparse outliers represented in the sparse matrix.
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We demonstrate with the help of Fig. 4.4, the effect of applying RPCA-PCP to RDM im-
ages for the three RDMs for various scenarios: (a) radar facing no object in its field of
view, (b) radar facing one stationary object in its field of view, and (c) radar facing two
moving objects in its field of view. In the left column of Fig. 4.4, the bright vertical reflec-
tion at zero velocity is due to clutter. This clutter reflection is removed with the help of
RPCA-PCP reconstruction of the signal, thereafter showing only the target in the RDM,
as shown in the right column of Fig. 4.4. The post-PCA, filtered RDMs are then processed
by the range-FFT and velocity-FFT as explained in Section 4.2.3 to obtain range and ra-
dial velocity of the target. It should be mentioned that the amplitude that represent the
target gets reduced after the PCA-based clutter removal step. It should also be noted that
this clutter removal step is a requirement only for the baseline method. Our proposed
CNN-based solution does not require this additional step of clutter removal since it uses
the unfiltered RDMs as input for the training as well as for the testing stages.

Baseline Collision Prediction Method

In parametric models for CWS, the time-to-collision (TTC) method is one of the most com-
mon methods [34]. For our experiments, we implement the TTC-based baseline method
which predicts an impending collision if the measured TTC obtained for every RDM is
less than a threshold. We use Equation 4.4 to calculate one TTC value every RDM, which
is given by

TTC =
dr

rr
, (4.4)

where dr is the range and vr is the relative range rate between the moving node and the
nearby obstacle with which a collision is about to happen and hence, for which an alert
has to be raised. An impending collision is predicted every RDM for which the respective
TTC is less than a threshold. Using this method for our experiments, we can generate
a receiver operating curve (ROC) by computing the probability of false alarm (PFA) and
the probability of detection (PD) for various different threshold values. Note that, if case
of two objects, the collision with the closer objects is considered more imminent, there-
fore, the range for the closer object is selected for the TTC calculations. It should also be
noted that the objects are in relative motion with radar, therefore, the calculated range
and velocities are relative.
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4.4 Analysis

4.4.1 Training Performance of Proposed Method

Our goal is to train a classifier which takes RDMs along with their corresponding labels
as input for training and predict the label for unseen RDMs. The cross entropy function
specified in Section 4.2.2 is optimized in this process of training the CNN. For training
the ResNet-18 CNN as the classifier, Adam [43] is used as the optimizer to update the
model’s parameters. We also train the MobileNetV3-Small model on the same training
dataset and use the RMSProp optimizer [71]. We use D as our training dataset that has
all the RDMs from 4 experiments in total: Exp. S1, Exp. S2, Exp. C1, and Exp. C2. The
learning rate for the both the models is set to be 5× 10−4 and both of the models converge
in 30 epochs.

We can demonstrate successful training of the ResNet-18 with the help of t-distributed
stochastic neighbor embedding (t-SNE) plots of the feature space of the RDM dataset.
Fig. 4.5 presents a 2-dimensional projection of the 512-dimensional features space of each
RDM from dataset D. In Fig. 4.5a the feature space is from an untrained ResNet-18 model.
After successful training the ResNet-18 model as presented in Fig. 4.5b, we can see that
the model is able to linearly separate and cluster the collision and non-collision RDMs in
the entire combined dataset.

4.4.2 Inference Performance of Proposed Method

For the inference performance of the trained model on any unseen data, we first provide
a visual intuition into the collision prediction system with the help of Fig. 4.6.

In the two sub-figures, the surroundings of two different obstacles named ‘Object-2’ in
Fig. 4.6a and ‘Object-3’ in Fig. 4.6b are shown, along with the straight and curved trajec-
tories traversed by the moving node in the unseen data from Exp. S3 and Exp. C3, respec-
tively. The blue arrow shows the direction of motion which leads to collision incidents
between the stationary obstacles and the moving node. The location of the moving node
at the time one RDM gets measured is shown by one dot (·). During the inference stage,
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an RDM is fed to the trained model and a prediction about the ‘impending collision’ is
made. The steps for which ‘no impending collision’ is predicted are as represented by
blue (·) dots, and the steps for which ‘impending collision’ is predicted are represented
by orange (×) cross. The goal of Fig. 4.6b is to provide a visual representation of the
inference performance made by our trained model, which includes correct and incorrect
classifications for both of the classes.

We combine the datasets from Exp. S3 to S5 and Exp. C3 to C5 to use as the test dataset
T, that has the RDMs that are not seen by the trained models. For this test dataset T,
predictions made by the two trained models (ResNet-18 and MobileNetV3) are collected
and compared with the ground truth for collisions according to the IMU’s deceleration-
based labels. We also investigate the performance of the traditional supervised learning
methods such logistic regression (LR), k-nearest neighbors (k-NN), and support vector
machine (SVM) using the same datasets D and T for training and testing, respectively.
Fig. 4.7 shows the receiver operating characteristic (ROC) plot for the all the five inves-
tigated learning-based classification models as well as the baseline model. The y-axis is
probability of detection PD ( or recall R as described in Section 4.3.4) which measures the
fraction of RDMs that are inferred as ‘collision’ over all the RDMs that were truly labelled
as ‘collision’ during the δt window from moments of collisions, as was done in the la-
belling scheme of Section 4.2.4. The x-axis represents the probability of false alarm, PFA,
which measures the fraction of RDMs inferred as ‘collision’ over all the RDMs that were
truly labelled as ‘non-collision’. The ROC plot shows that ResNet-18 has the highest area
under the curve (AUC) with 0.98, outperforming all the other classification methods and
thereby, being our investigation’s suggested classifier for the collision prediction prob-
lem. The reported F1-Score is 0.91. The MobileNetV3 gives the second best AUC (0.88).
The traditional supervised learning methods have AUC of 0.78 for SVM, 0.78 for kNN,
and 0.74 for LR, while the baseline method of combining PCA-based filtering with the
TTC model has an AUC of 0.6.

We further investigate the nature of predictions made by ResNet-18 on the test dataset
T, by exploring the prediction accuracy as a function of the time to collision. As seen in
Fig. 4.8, all the false alarms raised by the ResNet-18 classifier are more frequent near the
time of the actual collision. This indicates that most of the false alarms (false positives) are
close to the time of the threshold of δt. That is to say that the false alarms are less likely to
occur when the moving node is further away from objects on the trajectory. Additionally,
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it is reported that the probability of detection is the nearly consistent when the time of
collision is less than the threshold of δt, indicating that the classifier is able to detect the
impending collisions at the specific threshold of δt as designed for our experiments.

Lastly, we also report the effect of the materials of the obstacles on ResNet-18 model’s pre-
diction capabilities. The radar reflections vary with the material of the obstacle but our
collision prediction model performed with a PD of 0.95 or higher, regardless of the ma-
terial composition of the obstacle as shown in Fig. 4.9. For the test datset T, we conduct
an one-way ANOVA test. With the null hypothesis being that the materials of the object
do not affect the probability of detection of our model and the significance level or Type-I
error of 0.01, we report a p-value of 0.0254. Thereby, we accept the null hypothesis, indi-
cating that our model’s performance does not vary with the material of the encountered
obstacles.

4.4.3 Online learning Performance

Following the retraining strategy in Section 4.2.6, the ResNet-18 classifier is investigated
in its retraining performance on the previously unseen data. First, a default model is ob-
tained by training a ResNet-18 classifier on one of the straight-trajectory datasets Exp. S1.
In order to emulate data drift, a new, unseen dataset from one of the, curved-trajectory ex-
periments Exp. C1 is used to obtain the performance of the default model. As presented
in Fig. 4.10, the default model’s classification performance on the new, unseen dataset
gives an AUC value of 0.69. Next, this curved trajectory dataset is considered as the re-
cent history and 80 : 20 train-test split of this recent history is then used as our training
set to retrain the default model. The retrained model generates an AUC of 0.95 on the
test set if the full train set is used. It should be noted that the bigger the size of a dataset
used in learning, the longer a machine learning model takes to iterate over the samples
in the dataset. We apply the uncertainty-sampling technique for selecting samples from
the training set for retraining. We present results for various sample sizes selected for
retraining, for example, using top 10% of samples from the full training set that showed
highest uncertainty to form as a subset of training set for retraining generates an AUC
of 0.83. Similarly, using top 20% and 40% of samples with highest uncertainty generates
AUC of 0.884 and 0.885, respectively. We report that the AUCs obtained by retraining on
the data subsets of various sizes of the recent history are higher than the AUC from the
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default model that was not retrained. Furthermore, using uncertainty-sampling enables
low latency and data requirements for retraining and provides a better performance than
a static, default model.

Online learning with traditional machine learning models

We also compare the performance of our method with the traditional machine learning
methods that incrementally update their parameters as new data is collected. Working in
mini-batches of the new data, the model’s trained parameters from the previous learning
are not cleared, but are updated with respect to the new data provided, which is con-
ceptually equivalent to training a model from scratch on a combined dataset. For our
binary classification problem statement, we use two incremental learning estimators, a
linear support vector machine and logistic regression. Additionally, in order to build a
similar architecture to our method for results comparison, we apply the uncertainty sam-
pling principle on these estimators as well. Each of these estimators are given a varying
percentage of most uncertain samples of the new data and their model parameters are up-
dated. The performance of our method in comparison with incrementally trained SVM
and LR are also presented in Fig. 4.10. We report that the performance converges at 0.5
of the most uncertain samples from recent history data for incrementally retraining the
models. It which shows AUC scores are converge to their optimal after that using only up
to half the size of new dataset as training, which will help in reducing the computational
load and training time for the models.

4.4.4 Practical Architecture for retraining

We compare the two CNN architectures’ inference latencies for one RDM on Intel-Xeon
E52666 (CPU) in Table 4.3. It can be seen that MobileNetV3 achieves a 16 times reduction
in the model latency compared to the widely popular ResNet-50 and 6 times reduction
compared to our work’s proposed model of ResNet-18. The CNN architectures also dif-
fer in their number of trainable parameters. MobileNet architecture has 10 times lower
number of parameters to train in comparison to the ResNet architecture. Therefore, we
suggest MobileNetV3 for solutions where swifter predictions are required to be made
while having better performance than any traditional supervised learning methods.
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Model Inference time (sec) # Parameters (×106)
MobileNetV3-Small 0.0165 2.54
MobileNetV2 0.0608 3.50
ResNet50 0.2545 25.56
ResNet18 0.1032 11.69

Table 4.3: A comparison of inference latencies of the various CNN architectures in pro-
cessing one RDM for real-time applications.

4.5 Prior Work

4.5.1 Smart Helmets and Collision Prediction

Two of the most relevant fields that deploy preventative measures similar to our problem
statement of predicting and avoiding collisions are of smart helmets and vehicular CWS.
Smart helmets have gained substantial interest from the research community in the past
decade. The goal of smart helmets can be diverse, most commonly used for collision pre-
vention, by either deactivating the paired vehicle if helmets are not in the vicinity [61] or
by deciding that a collision has occurred and call for help after the collision event [54].
They do not actively predict impending collisions before they happen. Therefore, there
is scope for incorporating the smart helmets with advanced sensors and algorithms to
instead predict the collisions before they happen, which is crucial in altering the wearer
of these helmets to prepare themselves upon receiving an alert according to the predic-
tion. Efforts for a camera-based collision prediction algorithm is presented in [10], where
future positions are ‘extruded’ and the decision about a future collision is made. Another
camera-based helmet for avoiding rear end collisions in real-time is presented in [63].
Most of the work in smart helmets utilize cameras or a combination of vibration sensors.
To best of our knowledge, radar-based smart helmets for predicting collisions before they
happen is novel.

4.5.2 Vehicular CWS and Radars

Vehicular CWS, on the other hand, are well researched and are adapted as a necessity for
the automotive industry. The choice of sensor in the vehicular CWS is most commonly
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a combination of camera and radar sensors. Radars as sensors although have been ex-
tensively studied in literature, they are not used in CWS as the sole sensors because of
their degraded performance due to clutter and noise. In order to minimize the clutter
reflections received and noise captured in these radar sensor, filtering techniques such as
[8], are actively being researched. However, these filtering methods are not dynamic and
need to be updated frequently whenever the environment in which the radars operate
change. Instead, deep learning can be utilized to work with measurements from radars
that operating in cluttered and dynamic environments. Numerous works using deep
learning on radar measurements have resulted in successful learning-based solutions in
the field of motion and object detection, classification [42], localization and tracking [84],
[50], [5], [51], and human health and activity monitoring [20], [59].

4.5.3 Vehicular CWS and Deep Learning

Although the progress in deep learning have found much application in radar-based sens-
ing, the learning-based algorithms for CWS are still being developed. In [68] and [26], au-
thors present a non-learning method in the former and a CNN-based classifier in the lat-
ter to use a combination of camera and millimeter-wave radar and predict collisions. In-
stead of using sensors, another option is to provide input information is vehicle-to-vehicle
(V2V) or vehicle-to-infrastructure (V2I) communication streams for obtaining range and
velocity information for collision predictions. Based on V2I communication, in [47] a
collision warning algorithm using multi-layer perceptron (MLP) neural network called
MCWA is presented and reported to have higher performance compared to non-learning
methods. A more advanced architecture using VGG-CNN, called RCPM, for a real-time
collision detection using trajectory information from videos is presented in [77]. These
attempts pave way for exploring faster machine learning architectures for making swifter
predictions for safety critical applications such as collision warning. In our work there-
fore, we propose a ResNet-18 based collision prediction method that only uses purely
independent and ego-centric measurements obtained from inexpensive and lightweight
FMCW radar sensors. Thus, our method is an infrastructure-free, self-sufficient solution
that operates in cluttered environment and is faster and more accurate than traditional
parametric and other learning-based methods.
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4.5.4 Online Learning and Radars

Finally, the learning-based collision prediction models should additionally use self la-
belled measurements from recent history and continue to learn. Therefore, a related
field to explore is online learning which has seen significant research in building algo-
rithms that continuously and efficiently learn new information, while retaining previ-
ously learned information. Most recently, rehearsal-based approaches for incremental
learning have been implemented where a model maintains a subset of previous examples
that are mixed with new samples to update the model [41], [62], [32]. More specifically
for radars, in order to operate in changing environmental conditions, cognitive or fully
adaptive radars (FAR) can provide a feedback and optimization mechanism for improved
system performance through the subsequent measurements [13], [33]. Another approach
is of drift detection with incremental learning, where modification to the learning model
occurs only when a change is detected in the environment distribution from which data
are drawn, as presented in [3]. In [83], a method is presented that provides extension to
its underlying model by adjusting its hidden layer and retraining on selected incorrect
samples while retaining previously learned information. We deploy batch learning as the
framework for our model to learn continuously with the changing environment.

4.6 Conclusions

In this paper, we present a deep learning-based methodology for predicting impending
collisions using radar and inertial sensing. Approaching the problem as a binary classi-
fication problem, we study the CNN architectures of ResNet and MobileNet to optimize
the cross-entropy loss function using labelled range-Doppler matrices as input and col-
lision prediction labels for impending collisions as the outcome. We report ResNet-18
provided an F1 score of 0.91 and outperformed traditional supervised learning methods.
We also presented a retraining framework for incorporating online learning capabilities
to the ResNet-18 architecture in order to make it adaptable to the changes in the input
data distribution due to the dynamic environmental conditions such as changes in the
style of motion and object materials. Lastly, the system is designed to automate the la-
belling process by using the commercially available inertial sensor to provide real-time
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acceleration measurements which are used in labeling of the present radar measurements
for the continuous, online learning scheme.
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Figure 4.2: Demonstration of the label creation scheme using moving node’s deceleration
measurement from its IMU

59



(a) The lab setup with obstacles,
moving node, and PVC pipes as
boundary.

(b) The moving node with a
FMCW radar and a Windows lap-
top to run the radar GUI, at-
tached with Raspberry-Pi to con-
trol the trajectories and collect
measurements from the IMU sen-
sor.

(c) The obstacle
filled with pebbles

(d) The obstacle
filled with soil

(e) The obstacle
filled with water,
type-I

(f) The obstacle
filled with water,
type-II

Figure 4.3: Experiment setup: (a) images from the laboratory environment showing (c),
(d), (e), (f) the various types of obstacles of different shapes and material, and (b) the
moving node having the sensing hardware.
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(a) RDM showing no object in view
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(b) RDM showing one stationary object
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(c) RDM showing two moving objects

Figure 4.4: Visual demonstration of the effect of PCA-based clutter removal step for the
baseline method: Left column shows the RDMs with clutter reflections present and right
column shows the RDMs with clutter reflections removed via the PCA for three different
scenarios: (a) RDM with no object in the view; (b) RDM with one stationary object in the
view; (c) RDM with two moving objects in the view
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(a) Feature space of the RDMs from an un-
trained ResNet-18 model.
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(b) Feature space of the RDMs after training
the ResNet-18 model.

Figure 4.5: Demonstration of successful training of the ResNet-18 model.
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(a) Inference results for straight line motion experiment S3
for the moving node near Object-2.
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(b) Inference results for curved line motion experiment C3
for the moving node near Object-3.

Figure 4.6: Visual representation of our collision prediction model on straight and curved
style of trajectories.
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Figure 4.7: Performance comparison in the form of probability of detection versus proba-
bility of false alarm for various models for the combined dataset D
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Figure 4.8: Probability of detection and false alarm as a function of time to next collision.
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Chapter 5

FIELDS: FIngerprint Enabled
Localization via Doppler Spread

5.1 INTRODUCTION

Locating stationary and mobile transceivers is one of the most important aspects of wire-
less systems. Methods that provide robust localization of transceivers in the wireless
domain not only enhance the throughput of the communication systems, provide secu-
rity, and maintain consistent coverage, but can also lead to additional applications, such
as navigation and location-based services. However, a wireless channel is a hostile en-
vironment, that is, radio waves in the wireless propagation channel undergo a variety
of effects such as reflection, diffraction, diffusion, and absorption [29]. These effects are
dependent on the channel parameters, the frequency of the radio waves, and the instanta-
neous location(s) of the transceivers. There are multitudes of wireless channel models that
are employed and are being researched in order to realistically characterize these effects
through measurements. Thereafter, the correspondingly inferred underlying parameters
are then used in designing the localization methods.

The three most commonly utilized measurements in localization methods are the angle
of arrival of the signal components, the time of arrival of the signal components, and the
signal strength (the received power). They are referred in this text as the location depen-
dent measurements (LDMs). Each of these category of measurements has seen large body
of research for its application in several localization methods [81]. The Doppler frequen-
cies of the received multipath components have also been explored to serve as a valid,
although a relatively less common form of measurement, where the difference between
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the frequency of the received and the transmitted signals, that is, the Doppler effect, has
been shown to provide accurate localization [75], [40], [45].

After one or a combination of such measurements is collected, methods classified as ei-
ther the geometric methods or the fingerprint methods are used in order to provide an es-
timate of the location of the target transmitter. The geometric methods can be seen as
the ‘traditional’ form of localization, the GPS being the most common example, where
the location of the transceivers is estimated by exploiting the geometry-based relations
of the aforementioned measurement(s). However, the geometric methods suffer heavily
from assuming line-of-sight (LOS) conditions and requiring information from more than
one transceiver pair, which limit their performance, as is usually experienced in the case
of GPS. Furthermore, when the transmission occurs in densely cluttered environments,
multipath conditions introduce fluctuations in the collected measurements, which leads
to erroneous location estimates.

On the other hand, instead of removing these effects, fingerprint-based localization meth-
ods use them to their advantage. The aforementioned measurement(s) are seen as a ‘fin-
gerprint’ of any particular location and a database of such fingerprints for all the locations
is created. Each fingerprint is seen as a measurement that captures all the impacts that are
induced by the channel on the propagation between the transceivers for a particular lo-
cation. These impacts not only reflect the desired location-specific information such as
the distance and direction of the transceivers, but also capture the location-specific condi-
tions that are otherwise considered as ‘non-ideal’, such as the amount of non-line-of-sight’
(NLOS) and the multipath conditions at one location. For all the locations in any kind of
surveyed area, a database of measurements is maintained and the location(s) can be esti-
mated after performing a ‘pattern-matching’ of the new fingerprint with the ones stored
in the database.

In addition to providing accurate location estimates irrespective of the LOS and multi-
path conditions, an important aspect in the localization methods is of privacy. In Fig. 5.1
we present the two types of scenarios where localization of a node is desired. In cases
where the location of a node is provided as a service to an end user, the measurements
sent by the end user to the central processor, shall not be able to give any unintended
information about the end-user. To ensure this, security features using the encryption
techniques can be used such that these techniques, albeit an additional step, secure both
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the end-user’s reported measurements as well as the proprietary database maintained by
location-service provider [37] [80]. Prior to that, however, we can extract only the most
relevant information which can provide an accurate location estimate when it is shared
with a service provider, while discarding the rest of the signal which might otherwise re-
veal any private information. In the other scenario, location is provided as a monitoring
service, for example, by a central monitor to locate any spurious or unauthorized trans-
mission by an unknown adversary transmitter within an area. In such cases, privacy-
preserving method entail estimating the location of the adversary node only through the
captured measurements, as the central monitor does not have any other form of record
about and from the adversary node. All the aforementioned categories of measurements
meet this criteria, that is, once the values are extracted by an end-user as a measurement,
discarding the rest of the waveform and extracting the necessary measurements, thus
allow a privacy-preserving scheme.

Figure 5.1: Location provided as a service to complying end-users versus location used
as a measure to track malicious users.

In this paper, to capture the location-specific characteristic through the received signals
and implement the privacy-preserving feature to localization, we use the frequency of
signals as the measurement of choice and implement a fingerprint-based method for
multipath-rich and mobile wireless systems. We argue in favor of a novel fingerprint,
the Doppler spread, which captures the location and velocity specific characteristics due
to both multipath and motion in a finer detail than just a single, difference in frequency
(the Doppler frequency) measurements. The features of this fingerprint are learned using
a deep learning architecture. We use this trained model to test the effectiveness of our
fingerprint’s learned features for implementing a localization pipeline on a real-world,
outdoor radio test-bed.
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5.1.1 Contributions

We summarize the major findings that we contribute via this paper as follows:

1. We collect an extensive set of Doppler spread measurements that emulate the kinds
of Doppler measurements that could be made of signals from a mobile transmitter
by an outdoor, multi-cell wireless infrastructure. These are collected over a large, 2
km by 2 km area in a dense University campus environment. These measurements,
described in this chapter and made publicly available, are by far the largest such Doppler
measurements we are aware of in our research field.

2. We present a database collected over multiple days and under a variety of real-
world conditions, to show that the fingerprints contain location and velocity infor-
mation, and is repeatable for a given location and velocity. We quantify the ability
of using these Doppler spread measurements for localization using a deep learning
model trained on the database. The results show a median RMSE of 124 meters over
the multiple datasets collected. These preliminary results for Doppler spread-based
localization show promise for future localization system development.

While other researchers have built Doppler shift-based localization systems, they have
not attempted to deploy them on real-world multipath channel measurements. One re-
searcher told us in personal conversation that the method did not work when they tested
it outdoors in a multipath environment. Doppler shift corresponds to the frequency dif-
ference in one multipath component, presumably the LOS component. Methods that as-
sume only one Doppler shift (and one multipath component) do not do well in real-world
situations with many multipath components. Our work relies on Doppler spread, i.e., the
cumulative impact of all multipath components spread across a Doppler frequency axis.
Our work provides a proof-of-concept that Doppler spread can be useful in localization.

5.2 BACKGROUND

In a wireless channel, the instantaneous location of the transceivers determine the affect
on the propagation conditions that are faced by radio wave propagating at a particular
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frequency within the channel. In a more general sense, localization can be seen as a “pa-
rameter estimation” problem, where the channel acts as a data-generating process, which
can be represented with the help of an underlying model, and this model has the the in-
stantaneous location as the parameter of interest. More directly, the localization process
entails the usage of any method that associates the location to a physically-measurable
entity (that is, the generated data) which gets collected at the transceiver(s). These en-
tities or the measurements, in fact, a function of the location, and are further processed
by any of the localization method to estimate the location of transceiver(s). Using the
geometric methods, the collected LDMs first provide intermediate measurements such
as distance or direction using an underlying propagation model, that are then used in
geometry-based algorithms, such as tri-lateration and tri-angulation, respectively, to ob-
tain the final location estimates. In contrast, fingerprint-based localization methods, the
relation between the location and the measurements is explored through pattern recogni-
tion. Instead of working with an underlying model to map the location and its respective
measurements, the measurements are assumed to have a pattern or a distribution, such
that two measurements with similar characteristics are concluded to have occurred due to
the same location. The main proponent of the fingerprint method is that, instead of mini-
mizing or eliminating the effects on the measurements due to the non-ideal propagation
conditions such as NLOS or small-scale fading, the effects are themselves considered as
worth exploiting so as to distinguish one location from another. That is to say, each loca-
tion is assumed to have a unique effect on the measurements, which theoretically makes
two dissimilar measurements, and thereby two locations, distinguishable. Fingerprinting
methods entail the learning from, or the modeling of, these effects in order to dissociate
two measurements according to their respective location(s).

In terms of parameter estimation, every single one of the locations y is the considered as
the parameter of the data-generating process (that is, the channel). Here on, statistical
inference techniques can be applied to infer, that is, to provide an estimate of the parame-
ters (the locations) from the associated data. For example, by using techniques such as the
maximum likelihood estimation (MLE) or the maximum a-posteriori probability estima-
tion (MAPE), a relation between the parameter y for the collected fingerprint data d can
be obtained such that the likelihood function of the parameter, L(y; d) or the posterior
distribution of the parameter, p(y|d), is maximized, respectively.

The steps for fingerprint methods can be summarized as:
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• Measurement: Each base-station or the transceiver is responsible for locally obtaining
the measurements that is, the ‘fingerprint’ or FP for all the locations that are visited
within a fixed area. The measurement can in the form of any of the individual
LDMs, a combination of multiple LDMs, or some function of the LDMs.

• Database creation: During the offline phase, a central unit receives the measure-
ment(s) from all the participating base-station(s) and a ‘map’ or a database is cre-
ated. Using this database, the relation between a location yl and its correspond-
ing fingerprint data is learnt, for example, in the form of the posterior distribution
f (yl|dl) where f represents the probability density function of yl given dl as the
measurements, or in the form of machine learning models, such as the discrimi-
native methods (support vector machines) or the generative methods (neural net-
works).

• Decision making: During the online phase, the central processor can match an ‘on-
line’ fingerprint with the stored fingerprints from the database and make a decision
about its location based on a chosen metric. Location estimates are obtained through
maximizing the match, for example, maximizing the correlation or maximizing the
likelihood of the ‘online’ fingerprints with respect to the fingerprint entries stored
in the database.

5.3 METHODOLOGY

5.3.1 Notations and Problem Statement

Consider an area in 2-D having multiple locations, where an instantaneous location y is
defined as a vector of four variables, that is, y = [p, q, u, v] ∈ R4, where p and q represent
the location coordinates, while u and v represent the velocity components in 2-D. With
total of K base-station(s), a data-point is represented as d, which is a vector of size 1× K.
Next, we introduce the fingerprint extraction process.
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Figure 5.2: Propagation channel

5.3.2 Propagation Channel

A typical propagation channel employed in the transmission of information from a trans-
mitter radio device, such as software defined radios (SDR), to a receiver radio device is
presented in the Fig. 5.2. At the transmitter side, a base-band (complex) signal a(τ) =

Aej∠Aδ(τ) undergoes pulse shaping through the filter pT(τ), to produce x(τ). This base-
band signal modulates the carrier signal c(τ) = exp(2π fcτ) with fc as its the center fre-
quency produced by the local oscillator (LO) of the device. The desired, up-converted
pass-band signal s(τ) = x(τ) exp(j2π fcτ), is finally transmitted as R{s(τ)}. Consid-
ering the multipath propagation conditions, the received signal r(τ, t) is the result of
convolution between the impulse response of the channel with the transmitted signal,
R{s(τ)⊛ h(τ, t)}. Down-converting it through the receiver radio’s c′(τ) = exp(2π f ′cτ)

and low-pass filtering, we obtain b(τ, t) as:

b(τ, t) =
M(t)

∑
m=1

A
2

ej∠Aejϕm e−j2π fcτm(0)ej2π f D
m (t)τej2π fo f f τ, (5.1)

where, fo f f = fc − f ′c, is the offset between the oscillators of the transmitter and receiver
radios, and f D

m is the Doppler shift on the mth multipath.
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5.3.3 The Proposed Fingerprint

Finally, at the kth receiver, Fourier transform of the down-converted signal is performed
to obtained the spectrum which is the desired fingerprint, that represents that spread in
the Doppler frequency as,

B( f , t) =
M(t)

∑
m=1

A
2

ej∠Aejϕm e−j2π fcτm(0)δ( f − fo f f − f D
m (t)) (5.2)

5.4 DATA

We perform as series of outdoor experiments in a densely populated city-wide area and
obtain multiple datasets of fingerprints of all the locations traversed within the area. The
final database created is representative of the locations in the surveyed area and thus, can
be used in the fingerprinting methods to obtain the location estimates.

5.4.1 Measurement Platform

We perform a series of large-scale, over-the-air experiments on the platform for open
wireless data-driven experimental research (POWDER) [17]. During one experiment, a
single mobile node, acts as the transmitter while it traverse on a specific route in the
University of Utah campus, facing real-world multipath environments caused due to the
day-to-day traffic and crowd conditions. The base-stations buildings act as receivers for
our experiments and they simultaneously record the IQ values of the received signal dur-
ing the entire duration of every experiment. The simultaneous reception is conducted
with the help of an online tool called SHOUT, where a central system collects all the IQ
values reported throughout the experiment from all the base-stations into one file for each
experiment [78]. The SHOUT system also stores the reported GPS coordinates from the
mobile node throughout the duration of the experiment into one separate file. Note that
in this text, the ‘mobile node’ and ‘bus’ are used interchangeably.
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5.4.2 Hardware

On the transmitter side, the SDR on a bus is USRP B210. The AD9361 RFIC transceiver
used in the B210 provides an adjustable and programmable output power ranging from
−4 dBm to 6 dBm. However, the final power level of transmission is not constant or is
fixed for our experiments, and is instead determined by the RF front-end and the antenna
used with the SDR. For our experiments, the power level of the transmission is amplified
by a gain of 79 dB. On the receiver side, each base-station has a SDR as the USRP X310.
The RF front-end amplifier is set to amplify the received signal by a gain of 30 dB. All the
receiver SDRs have an external clock such that their time and the frequency of operation
are synchronized with the help of the White Rabbit Synchronization system to achieve
an frequency accuracy of up to ±25 ppb [23]. It is noted that due to the mobility of the
bus, the transmitter SDR is not synchronized externally through the White Rabbit. Thus,
with a limited accuracy as ±2.5 ppm of the internal frequency reference in B210, the op-
erational frequency of fc = 3.515 GHz has an offset, known as the carrier frequency offset
(CFO), of up to 8.78 kHz [25]. Thus, there exists a mismatch, or the offset, of fo f f <= 8.78
kHz between the frequency of operation for the bus SDR and the frequency of operation
for the synchronized base-station SDRs.

5.4.3 Transmission Parameters

From the bus SDR, we continuously transmit an unmodulated, complex sinusoidal wave
at a frequency fc = 3.515 GHz. The maximum speed of the bus is expected to be ν⃗ = 21
mps. Thus, the maximum Doppler shift at the central frequency of fc = 3.515 GHz is
expected to be f D

max = f c⃗ν cos βm(t)/c = ±246.22 Hz. In order to capture the effect of this
speed in a time-varying multipath environment such that M Doppler shifts are resolved
through our fingerprint, the sampling rate of all the SDRs involved is maintained to its
lowest possible value of fs = 0.22 MHz, which safely meets the Nyquist criteria of fs >=

2( f D
max + fo f f ). Furthermore, in order to resolve the fingerprint to its finest resolution,

we set the number of IQ values collected at each receiver during one observation to be
Ns = 217 = 131072, which is the maximum possible Ns using SHOUT. Thus, the finest
possible frequency resolution for our fingerprint is fs/Ns = 1.6784 Hz, which can capture
the Doppler shift on a multipath due to velocities as low as 0.0508 mps. Finally, each
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tth observation at time instance t is processed to produce one Doppler spectrum as its
fingerprint, according to Eq. 5.2.

(a) Orange route (b) Green route

Figure 5.3: Two types of trajectories

5.4.4 Experiments

We work with a total number of K = 5, synchronized base-station buildings (named Be-
havioral, Honors, Hospital, SMT, UStar) as the receivers for all of our experiments. Dur-
ing one experiment, the mobile bus node is serving as the transmitter, while it traverses
any one of the pre-specified routes. As shown in Fig. 5.3, two different routes (orange and
green) are covered in our experiments. There are six experiments for the orange route and
18 experiments for the green route. In total, 23 experiments are conducted over a span of
six days. A total number of T = 10, 400 data-points are thus collected as one database D.
It should be noted that the size of the database is T × K, instead of L× K, where T > L
since for the lth location yl, more than one observation can be recorded in the database D.
Also, depending on the hour and date of the experiment, the available bus, and thereby
the hardware configuration of the SDR used in an experiment, can vary between experi-
ments, according to the schedule of buses during that hour and day of experiment. Thus,
the frequency offset between the frequency of operation for the bus’s transmitter SDR and
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Date Bus Route Dataset # of FPs
30 Jan‘23 B1 green D1 500

D2 500
D3 200

B2 green D4 200
D5 200

2 Feb‘23 B3 orange D6 500
D7 1500

6 Feb‘23 B4 green D8 500
9 Feb‘23 B5 green D9 500

D10 500
D11 500

14 Feb‘23 B6 green D12 500
D13 500
D14 500
D15 500
D16 500
D17 100

16 Feb‘23 B7 orange D18 500
D19 500

B8 green D20 500
D21 500
D22 100
D23 100

Table 5.1: Summary of the data collected. In total, 23 data-sets are collected.

the synchronized frequency of operation for the base-station SDRs can differ between two
experiments. An elaborate description of the entire collected data is provided in Table 5.1.

The number of base-stations are constant K = 5 for both kinds of trajectories, however, the
green route covered a trajectory of approximately 2.736 kilometers, where as the orange
route covered 5.632 kilometers. Effectively, the two types of routes follow a different kind
and size of an area. Moreover, for the shorter, green route, there are a total of 19 datasets
that collect an overall N = 7400 data-points, while for the longer, orange route, there are
a total of 4 datasets, collecting N = 3000 data-points. Thus, the density of the locations
covered in one route differs from the other.
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5.5 ANALYSIS AND RESULTS

This section presents the characteristics of the Doppler spread as a location dependent
measurement and its performance as a proposed fingerprint for localization.

5.5.1 Data Pre-processing

The carrier frequency offset (CFO) between the oscillators of transmitter and receiver, fo f f ,
causes the desired fingerprint to shift in the frequency domain. This offset is undesirable
because it is a measurement effect unrelated to node location or velocity. Thus, as a pre-
processing step of removing this effect, we approximate the offset between the mobile
node and each base station with the help of the measured fingerprints themselves. At the
instances when there is no motion between the transceivers, fD should be 0 Hz, thus, the
fingerprint from (5.2) will show the instantaneous offset. That is, the CFO fo f f is the value
of the frequency bin of the peak detected in the fingerprint.

We collect all such measurements when the mobile node was stationary and the received
signal is above a noise threshold for each base station. As an example of this pre-processing
step, we show in Fig. 5.4 all the detected peaks from the fingerprints captured during two
different datasets D6 and D13. It is emphasized that that the CFOs are not consistent over
time, and that they are related to the conditions of the dataset collection, such as temper-
atures of the day, trajectory followed, and signal to noise ratio in the signal. We approxi-
mate fo f f by performing a 3rd degree polynomial fit on the collected CFOs, such that the
spectrum of the fingerprint can be shifted by the interpolated fo f f , for both type of mea-
surements, non-stationary and stationary, according to the time of the fingerprint during
the experiment, and producing the frequency-corrected fingerprint in the database.
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(a) Route Orange CFO

(b) Route Green CFO

Figure 5.4: Frequency offset trend
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5.5.2 Fingerprint Characteristics

Fingerprint as a Function of Location

For a particular instantaneous location yl at any particular time t and with M as the in-
stantaneous number of multipath components experienced by the narrow-band signal,
the fingerprint is calculated using (5.2) at a base station k. Examples of the fingerprint are
shown in Fig. 5.5 for the base station ustar for a number of varying conditions, such as
different locations, routes, and the instances of time. During the experiment for dataset
D20 on the green route, it can be seen in Fig. 5.5a that the two fingerprints captured for a
nearly same location, however, at different instances, that is, n = 273 and n = 391, have
similar characteristics or shape of their Doppler spread fingerprint.

For different location, a different number of location-specific multipath components are
experienced by the signal, thus producing a different Doppler spread shape. This is
shown in Fig. 5.5b, having examples of the fingerprints captured during dataset D6. It
shows similar shape of this location’s fingerprint at two different instances, that is, at
n = 49 and n = 136.

It is noted that for our fingerprint, the range of frequencies is maintained to be within
±246.22 Hz, which is according the maximum speed of the mobile node that is assumed
to be 21 mps.

Fingerprint as a Function of Speed

As presented in (5.2), the obtained fingerprint is a function of velocity of the mobile node,
where the shift in frequency due to the relative motion between mobile node and base sta-
tion, or the Doppler shift, gets spread over a range of M frequency bins, as the mth multi-
path component induces a copy of the Doppler frequency scaled by a factor of cos(βm(t)),
where βm(t) is the angle between multipath m and the direction of motion of the node.
The full Doppler spread is the sum of the Doppler shifts from all multipath components,
weighted by their amplitudes.
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(a) Experiment 02-16-2023 14-55-52

(b) Experiment on 02-03-2023 10-39-20

Figure 5.5: Fingerprint captured at ustar for the same location during two routes, at
different times. 80



The width of the Doppler spread is often quantified by the root mean square (RMS)
Doppler spread. Its value (in Hz) is obtained from the Doppler spectrum as,

σfD =

√∫
( fD − µ fD)

2ΦB( fD) d fD∫
ΦB( fD) d fD

(5.3)

where, µ fD is the mean of the Doppler power spectrum, and is calculated using distribu-
tion of the power spectrum ΦB( fD) of the received signal as,

µ fD =

∫
fDΦB( fD) d fD∫
ΦB( fD) d fD

(5.4)

Using Eq. 5.3, we demonstrate that the maximum σfD that we can observe in practice
is proportional to the instantaneous speed ν⃗ of the relative motion of the nodes. From
our collected datasets, consider D13, as is shown in Fig. 5.6. For the same location, the
number of multipath components stays consistent over time and an increase in the speed
for the same location produces a wider shift in the frequency spectrum, thus leading to a
higher RMS Doppler spread value.

However, it is noted in (5.3) that the RMS spread is also dependent on the distribution of
the Doppler spectrum ΦB( fD). This Doppler spectrum may or may not contain multipath
components with Doppler shift close to the maximum positive and negative Doppler
frequency. In particular, even for a mobile node, if only one multipath component arrives,
regardless of what its Doppler shift is, its Doppler spread will be observed to be close to
zero.

Doppler spread which can also be affected by environmental conditions unrelated to the
node’s motion, that may or may not be known to our measurement system. Movement by
entities other than the mobile node, for example, other vehicles driving nearby can impact
one or more multipath components. A driving vehicle other than our node can induce a
Doppler frequency shift in a multipath component that is up to double its speed relative
to the node. It can lead to varying numbers of multipath components even at a single
location, such as intersections or areas of dense traffic, and the Doppler spread value
within a fingerprint is a function of both speed and location. This can be demonstrated
with the help of Fig. 5.7a and Fig. 5.7b.
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Figure 5.6: RMS Doppler spread as a function of speed, values at ustar from dataset D13.
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(a) RMS Doppler spread as a function of location.

(b) RMS Doppler spread as a function of both speed and location.

Figure 5.7: RMS Doppler spread values at ustar from dataset D13.
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5.5.3 Parameters for Deep Learning Model

We employ a machine learning framework which utilizes the collected datasets to learn
any intricate and any flexible number of features of the fingerprint by tuning the param-
eters of a CNN-based, deep learning model (ResNet-18). During the training phase, the
training dataset is split into smaller batches which are inputted to the model. The model
obtains the output and we use the sum of squared errors (SSE) as the cost function for
each batch. Next, an optimizer adjusts the model’s parameters for every batch during the
training phase, and this batch wise propagation of each dataset is repeated for a certain
number of epochs such that, in the end, we obtain a trained model with minimal overall
loss. We choose the Adam optimizer for our model, and it is trained for a total 100 epochs.
The learning rate for the optimizer is set to be 0.001, and it furthermore follows a cosine
annealing, such that the learning rate gradually decreases over epochs.

For any dataset, randomly selected 90% of data-points are used in training the model,
and in the testing phase, the trained model uses the rest of the 10% data-points and in-
fers their corresponding output (the location coordinates). The number of data-points
used in training is an important factor in determining the performance of the model on
that dataset. A higher number of training data-points provides more examples of the un-
derlying patterns to learn from and thus, a better generalization performance on unseen,
testing data-points. Thus, we split any dataset into a 90 : 10 ratio between the train-
ing and testing data-points, using a significantly larger number of data-points in training
than in testing. This ratio is also maintained constant for every dataset used for train-
ing the model, irrespective to the total number of data-points in the dataset. To measure
improvements on the estimated locations while training, a random 10% data-points are
used as the validation data-points. We also maintain an L2 regularization penalty of 0.001
to avoid over-fitting.

Once the training phase is concluded, the trained model is used as the location estimator
for the testing data-points.
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5.5.4 Localization Performance

The fingerprint based localization methods rely on pattern matching of the fingerprint for
one location over time. However, the time varying nature of environment and the non-
ideal conditions, such as the remaining CFO error and the varying signal to noise ratio
(SNR), can lead to significant variations in the structure of the fingerprint used.

Moreover, since the performance of the deep learning model depends on the number and
type of of data-points used in training, we present the estimated locations as a function of
the type of dataset, number of data-points used in training, and the approximated CFO.

Location Estimates within a Dataset

In the testing phase, the trained ML model takes any single data-point d from the 10%
of the samples from the dataset and provides an estimate for the location, as ŷ = [ p̂, q̂].
We present in Fig. 5.8 the location estimation results for the two datasets that differ in
the type of trajectories during the experiments, while keeping their number of recorded
measurements nearly similar. For this, we use the dataset D19 as an example for the
orange route, and the dataset D20 as an example for the green route, having a total of
N = 500 measurements collected, as shown in Table 5.1.

The (magenta color) location estimates made by the trained model are shown along with
to their (green or red color) ground truth location coordinates provided by GPS during
experiments. For a single data-point, the performance of the model is measured with
the help of the error metric e, taken as the Euclidean distance between the estimated
locations ŷ and the ground truth locations y = [p, q], which are provided by GPS during
experiments. The error metric, e, is calculated as

e(ŷ, y) =
√
( p̂− p)2 + (q̂− q)2, (5.5)

and is displayed in Fig. 5.8 as a red or green color solid line for a green or red color
ground truth location coordinate. The color assigned to a ground truth coordinate and to
its respective error is to represent that the bus node is stationary, that is at a zero speed
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at this location if it is colored red, and on the other hand, if the location and the error is
colored green, the bus node is moving, that is, it has a non-zero speed at this location.

Figure 5.8: Location estimates for the two type of routes taken from dataset D20 and
D19. The errors are displayed using the solid straight lines to represent the Euclidean
distance between the (green or red color) ground truth coordinates and the (magenta
color) estimated coordinates.

It is also noted that the during the trajectories of the two routes, displayed in blue color
in the Fig. 5.8, the same number of measurements cover a wider area (1.5 km by 1.2 km)
and a longer trajectory (5.623 km) during the orange route, than the area (1.2 km by 1
km) covered and trajectory (2.736 km) in the green route. Thus, in the dataset for the
shorter green route, a location can have multiple instances of measurements, thereby, the
model trained on multiple data-points for a location, can provide better performance on
that location during the online, testing phase. To show this, we present the cumulative
distribution of all the errors e(ŷ, y) calculated during the two datasets in Fig. 5.9. Orange
route has larger distance errors pertaining to a sparsely surveyed area, where as, the green
route provides smaller distance errors due to more instances of measurements for each
locations collected during this shorter route. The median of the Euclidean distance error
is reported to be 57.95m for the green route dataset D19, a lower value compared to the
median error of 165.14m for the orange route dataset D20.
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Figure 5.9: Cumulative distribution of the errors of location estimates for the two type of
routes taken from dataset D19 and D20.

Location Estimates with Multiple Datasets

In this section, we study the effect of the variations in the multiple datasets on the per-
formance of the deep-learning models. Multiple datasets can be combined together on
the basis of certain metrics, such as the similarity of experiments’ conditions, to form a
database that represents the characteristics of the fingerprints for a certain set of condi-
tions. If however, between two datasets, factors such as the size, time, conditions of the
dataset vary a lot, combining the data-points of such datasets into one database and train-
ing the model on randomly selected training data-points from this database, can lead to
poor performance on the testing data-points. To quantify the performance of the model
for a particular dataset, we provide a summary statistics in the form of the root mean
square of the error (RMSE) value, in meters (m), as

RMSE =

√√√√ 1
Nt

Nt

∑
l=1

(( p̂n − pn)2 + (q̂n − qn)2), (5.6)

where, Nt is the number of data-points involved in the testing phase of the dataset, which
is, a total of the 10% of N. We present in Fig. 5.10, the RMSE values for all the datasets in

87



the two types of routes, where the size of each dataset available for training and testing
the model is provided as the second entity of the legend of a bar.

For any one route, the datasets vary in the time and day of an experiment, the overall
duration of an experiment, the bus node involved in an experiment, the number of sta-
tionary measurements for approximating and removing the CFO in an experiment, the
variance of CFO over the duration of the experiment. On the basis of locations being sim-
ilar for one route, all the datasets in a route are used in the training of model. We retain the
learned parameters from one dataset, and use the next dataset in the incremental learn-
ing of the trained model within one route. The deep learning model is thus incrementally
trained and tested on each dataset, with an intermediary testing phase RMSE value to
reflect the performance of the model for the data trained. We use the same values for
the learning parameters from Section 5.5.3 for the two routes. The RMSE value decreases
as the datasets of a particular route are incrementally trained on. This is to say that, as
more data-points of similar type of locations are added to the training, the performance
is improved, as is shown for the green routes, where the last dataset D23 is providing
the lowest RMSE for the green routes. However, it is noted that the lowest RMSE value
for the orange route is provided by the dataset D7, pertaining to the fact that it has half
of the entire orange route data-points. Also, recall that N = 7400 for the green route
and N = 3000 for the orange route. Thus, between the two routes, the median RMSE is
124.4m for the green route is lower than the reported RMSE of 221.39m for the orange
route. Thus, the performance of the model is directly proportional to the size of dataset.

Performance over different bus crystal oscillators: The trend in the RMSE over the
datasets is representative of the various changes between the datasets. We first consider
a change in the available bus during two datasets. This change is reflected by the type
of the fills in the bar plot of each dataset in Fig. 5.10 and the nomenclature B1 to B8 in
the legend reflects the eight different types of buses that are used in our experiments, as
shown in Table 5.1. A change in the bus, that is the transmitter radio’s local oscillator
crystal, might lead to a different CFO value between the bus transceiver and the base-
stations, thereby, the re-shifting of the Doppler spectrum by the approximated CFO can
differ between two datasets. However, if a sufficient number of stationary measurements
are present, that are used for calculating the CFO according to the pre-processing step
presented in the Section 5.5.1, we can capture the CFO trend and its variance during
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(a) RMSE of location estimates for the orange route datasets.

(b) RMSE of location estimates for the green route datasets.

Figure 5.10: RMSE of location estimates for all the dataset

an entire duration of experiment, as shown through the example CFO trend in Fig. 5.4,
and remove the CFO to obtain correctly shifted Doppler spectrum. Thus, between the
datasets, if a change in crystal occurs, it can be correctly compensated if the captured
CFO values are from the instances that are spread over the entire experiment. It is also
noted that since CFO drifts over time and due to the environmental conditions such as
temperature, a larger variance in the captured CFO values is directly proportional to the
duration of the experiments, thus, to the size of the dataset. Thereby, a dataset with
higher variance in the captured CFO values, provides a better approximated CFO via the
3rd-degree fit of our pre-processing step. For each dataset, we present a violin plot for the
distribution of the captured CFOs at the one base-station that has the highest variance in
its CFO values. Thus, with datasets having the most number of and a variety of CFOs
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captured and removed, we obtain lower RMSE error values, as is shown for the change in
bus between in dataset D3 and D4, between D17 and D20, and we obtain higher RMSE
value between a change of bus between D7 and D18 pertaining to the lower range of
CFOs captured in the latter dataset.

Performance over days: Lastly, in Fig. 5.10, the color of the bar plots reflect the day of
the collected dataset, showing a total of 5 days of data collection for the green route and
2 days for the orange route. Within a route, the RMSE value reduces over the course of
the day as more datasets are added, when the other confounding factors are not varied.
For example, for green route, the six datasets collected on Feb. 14th, the first five datasets
are having a nearly consistent size, same bus, and similar CFO distributions, thereby
witnessing a downward trend to the reported RMSE values, as well an impressive lowest
RMSE for the day through the last reported dataset, despite its small size. That is to say,
that model is suitable to incrementally train for the day in consistent conditions. Similar
trend is observed during the days of Feb. 3th and Feb. 16th It is noted that for a change
of day, the bus crystal is also changed, thus, the effect of a multiple days is studied as the
condition of the change in the bus itself.

5.5.5 Future Work

Despite its promising results of the proposed Doppler spread to function as a localization
fingerprint, the range of the frequencies within the fingerprint is narrow and the finger-
print is highly sensitive to noise. Due to the time varying and sensitive nature of the
proposed fingerprint, it is desired to utilize higher frequencies to obtain wider Doppler
spread, depending on the available parameters in the radio device used, the speed of
motion to track, and the environment of operation such as indoor vs outdoor conditions.
Moreover, working in an environment that has a higher number of multipaths could pro-
vide additional location-specific features to the model, thereby, conducting experiments
in indoor scenarios through different form of devices, such as UWB radios, is a future con-
sideration. Lastly, for building real world applications, fingerprint databases need to be
updated regularly along with the model utilized to learn the features from the database,
since the various unexplored factors can adversely affect the performance of the models.

90



Chapter 6

Conclusions

6.1 Contributions of Dissertation

This thesis explores radio devices and radar sensors in building real-time collision pre-
diction and localization. Collision prediction is presented as a relative localization task,
where obtaining a node’s position with respect to other actors are sufficient in building
infrastructure-free solutions, thus, not requiring costly calibration, anchor placement, and
providing ad-hoc solutions to collision prediction problem. We demonstrate that either
sensing the ranges in a network of radio or using standalone sensor, independent and ef-
fective collision prediction solutions can be implemented that do not require a central pro-
cessing hub. As shown in our experiments, sensing is performed via UWB transceivers
as an example for the former case, and via a FMCW radar in the latter case. In addition to
providing physical safety, we also present new method to provide safety to user’s iden-
tity while sharing only the location-specific information with a monitor which can further
assist us in our local placement or our placement in a network. The main contributions of
this dissertation can be divided into two topics, data and algorithms.

6.2 Data

We have provided a total of four, real-world, one of its kind datasets through this disser-
tation. All the experiments are conducted in a controlled laboratory setting, with repro-
ducible and multiple levels processing and thorough analysis conducted of the measure-
ments. The datasets mimic real-world scenarios, validating the efficacy of the proposed
method against traditional collision warning and machine learning approaches and are
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compiled into a labeled repository for public use. We also conducted 2 outdoor data cam-
paigns in densely populated urban areas over a live test-bed, and we developed a labeled
database which explored the characteristics of proposed Doppler spread for a fingerprint-
based localization system. This additional feature enhances privacy while maintaining
effective location fingerprinting.

6.3 Algorithms

In Chapters 2 and 3, we delve into infrastructure-free collision prediction system using
the Ultra-Wideband (UWB) signals combined with inertial sensing and offer a cooper-
ative strategy for predicting collisions by utilizing the Multidimensional Scaling (MDS)
algorithm. We generate accurate estimates of relative kinematics by using only the noisy,
pairwise, inter-node range measurements and node acceleration data. This method, in-
dependent of known-location infrastructure, supplements existing technologies by pro-
viding precise trajectory prediction robust against indoor multipath effects due to the
high-time precision of the UWB radios.

In the second project presented in Chapter 4, Frequency Modulated Continuous Wave
(FMCW) radars are proposed for collision prediction in dynamic, cluttered environments.
Leveraging range and radial velocity information from radar-Doppler maps (RDMs), a
Convolutional Neural Network (CNN) predicts impending collisions. The deep learning
framework adapts to dynamic environments, eliminating the need for static filtering, and
employs online learning and automated labeling for adaptability and real-time learning.

We further apply these deep learning algorithms in Chapter 5, to introduce a privacy pre-
serving fingerprint-based localization method. The novel proposed fingerprint, which is
defined in this thesis as the ‘Doppler spread’, fills the gap in literature between the usage
of the Doppler frequencies and their real-world properties in the multipath environments.
These solutions are building on the infrastructure, resources, and progress made via the
current trend of learning through data, a direction which is promising for many more in-
novative products to be built using the concepts and visions pursued in this dissertation.
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6.4 Future Work

Despite the real-world implementations and prototypes we have delivered in this thesis,
more experiments are needed to fulfill the stringent criteria of real-world applications
and attain the level of robustness and reliability expected by industries to facilitate their
broader and user-friendly adoptions.

In this respect, for collision prediction, computation performed in the decentralized paradigm
of ‘edge computing’, that brings processing and data storage closer to the location where
it is needed, rather than relying on a centralized data center is desired. This further aims
to reduce latency, optimize bandwidth usage, and enhance efficiency by processing data
locally, at or near the ‘edge‘ of the network, where it is generated. This enables faster
decision-making, improved security, and increased scalability for our targeted safety-
critical applications working in real-time experiences.

Furthermore, the data-driven approaches would benefit from larger datasets. Expanding
the scale of real-world datasets can significantly amplify the effectiveness and accuracy
of data-driven approaches. Larger datasets provide a richer and more varying pool of
information, which allows algorithms to learn more nuanced patterns and relationships
within the data. With increased data volume, machine learning models, presented as the
working algorithm for our second and third products, can better generalize to new sce-
narios and make more reliable predictions or decisions. Moreover, larger datasets can
help mitigate overfitting, a common issue where models perform well on training data
but poorly on new, unseen data. Additionally, larger datasets enable researchers and
practitioners to explore more complex models and techniques, pushing the boundaries of
what is possible in various domains. Overall, the availability of larger datasets can cat-
alyze advancements in data-driven approaches, unlocking their full potential for solving
real-world problems.

Lastly, for our localization solution presented as the third product, applying a filter, such
as Extended Kalman Filter (EKF), cab be applied for handling non-linearities and uncer-
tainties present in the dynamic scenarios, and to track the offenders from the obtained
location estimates from our delivered dataset. By continuously updating our estimates
based on both model’s current output and a dynamic model of the system, the EKF can
effectively correct for discrepancies and maintain accurate location estimates even in the
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presence of sporadic anomalies. Overall, there are avenues to explore in our learning
based approaches, specifically, if not generally as well, to the datasets delivered in this
thesis.
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