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Abstract of the Thesis

Statistical Models to Predict Popularity of News Articles on Social Networks

by

Ziyi Liu

Master of Arts in Statistics

Washington University in St. Louis, 2017

Professor Todd Kuffner, Chair

Social networks have changed the way that we obtain information. Content creators and, specifically news article authors, have in interest in predicting the popularity of content, in terms of the number of shares, likes, and comments across various social media platforms. In this thesis, I employ several statistical learning methods for prediction. Both regression-based and classification-based methods are compared according to their predictive ability, using a database from the UCI Machine Learning Repository.
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1 Introduction

As we know, Most people get information and knowledge from news and articles. In this era, people are also used to using through the internet to do everything. So its no doubt that online news and articles are playing a very important role in our daily life. We can get any news we want through internet quickly. Also, its much easier to figure out which online news or articles we like through many internet outlets, such as shares, likes and comments.

As we can imagine, popular news can make the authors become famous, also it can help the social media company attract more people. So they can make more profits. So if an author can know what can make news or articles become popular, or one company can predict whether news or articles will be popular before them are published, they will definitely try their best to get the information.

So this project aims to find a method to predict the popularity of an online article before it is published by using several statistic characteristics summarized from it. We use a dataset from UCI Machine Learning Repository. In this dataset, it uses the number of shares for an online article to measure how popular it is. It contains 39644 observations with 60 variables, including 2 variables that are not used in other studies involving this dataset. We use one of these additional variables to build our predictive model.

The input of the algorithm is several features of Mashable articles: Words (e.g. number of words in the title), Links (e.g. number of Mashable article links), Digital Media (e.g. number of images), Time (e.g. day of the week), Keywords (e.g. number of keywords) and Natural Language Processing (e.g. closeness to top 5 LDA topics). [4]

We will predict the popularity in two perspectives. Firstly, we can use regression models(e.g. regression, GAM, Lasso) to predict the number of shares. Secondly, we categorize articles into 3 levels (unpopular, normal, popular) and then use a classification algorithm(e.g. SVM, Random Forest, KNN) to predict the article’s popularity level.
2 Method

2.1 K-fold cross-validation

Before we talk about any statistical models, we first introduce some methods for model selecting. K-fold cross-validation is a method for estimating prediction error.

If we had enough data, we could set a dataset and use it to evaluate our prediction model. But we always can’t get as many data as we want. To deal this problem, K-fold cross-validation uses part of the data we have to build the model, and another part to test it. We split the data randomly into K parts which are almost the same size. For example, we let K = 10. For the kth part, we train the model by the rest K-1 parts of data, and let $\hat{f}^{-k}(x)$ be the fitted function, where $x_{-k}$ is the dataset excluding the kth part. Then we use this model to predict the kth part of data and get the mean squared prediction error (MSPE) for kth part:

$$MSPE_k = \frac{1}{n_k} \sum_{i=1}^{n_k} (y_j - \hat{f}^{-k}(x_j))^2,$$

where $n_k$ is the number of observations in the kth part of data, $y_j$ is the response of jth observation in the kth part of data, $x_j$ is the predictors of jth observation in the kth part of data. Then we get K MSPEs, so we can get the K-fold cross-validation estimate:

$$CV_K = \frac{1}{K} \sum_{k=1}^{K} MSPE_k.$$

Given a set of models $f(x, \alpha)$ indexed by a tuning parameter $\alpha$, we can use this method to find the best value for $\alpha$. [5, p.241-245]
2.2 Confusion matrix

Confusion matrix is a matrix which shows predicted and actual classifications. The size of a confusion matrix is $N \times N$, where $N$ is the number of different classes. [1, 7] We can see how many observations are correctly or incorrectly classified. The elements in the diagonal of the confusion matrix indicate correct predictions, while the off-diagonal elements are incorrect predictions. So we can get the accuracy which is the percentage of correct predictions from all predictions. One way to getting the better model is choosing the one which has higher accuracy. [6]

2.3 Linear models

Linear models are still used in statistical learning as a first approximation, before trying more complicated method. So firstly, we try to use ordinary least squares (OLS) estimates the result. If we have an input vector $X^T = (X_1, X_2, ..., X_p)$, and want to predict a output $Y$. The linear regression model has the form

$$Y = \beta_0 + \sum_{j=1}^{p} X_j \beta_j + \epsilon$$

The linear model has several assumptions. The regression function $E(Y|X)$ is linear or it’s reasonable to approximate it into linear model. In this formula, $\beta_j$s are unknown parameters, and variables $X_j$ can be in different sources. Also, we always assume that $E(Y|X)=f(X)$ is a linear function of $X$ and the error follows $\epsilon \sim \mathcal{N}(0, \sigma^2 I)$ and $\epsilon$ uncorrelated with $X$ and $X$ is full rank which implies that $X^T X$ is nonsingular and positive definite. [5, p.44-49]

2.4 Least Absolute Selection and Shrinkage Operator (lasso)

Lasso is another way for least squares estimation in linear models. As we know, OLS estimation can have low bias, but it also give a large variance. If we shrink several variable coefficients to 0, we can trade a little bit bias in order to get a smaller variance, so we may
get a better prediction accuracy. Also, when we set several variable coefficients to 0, we can use a smaller subset to interpret results to show the strongest effects. For this method, we assume that $x_{ij}$ are standardized and $\bar{y} = 0$

It solves the problem

$$\min_{\beta} \sum_{i=1}^{n} (y_i - \sum_{j=1}^{p} x_{ij} \beta_j)^2, \text{ subject to } \sum_{j=1}^{p} |\beta_j| \leq t.$$  

Where $t \geq 0$ is a parameter given by users. It controls the amount of shrinkage that is applied to the estimates. For the full least squares estimates $\hat{\beta}_0$, we can get $t_0 = \sum_{j=1}^{p} |\hat{\beta}_0^0|$. 

\forall t \leq t_0, if we think about orthonormal design case, which we let $X$ be the matrix with $n \times p$ and $X^TX = I$, the solution for the previous equation is

$$\hat{\beta}_j = \text{sign}(\hat{\beta}_j^0)(|\hat{\beta}_j^0| - \gamma)^{+}$$

where $\gamma$ is determined by the condition $\sum_{j=1}^{p} |\hat{\beta}_j| = t$. We can easily see that some $\hat{\beta}_j$ will go to 0.

In order to get the lasso solution, we let $g(\beta) = \sum_{i=1}^{n} (y_i - \sum_{j} \beta_j x_{ij})^2$, and let $\delta_i, i=1,2,...,2^p$ be the $p$-tuples of the form $(\pm1, \pm1, ..., \pm1)$. Then we know that $\sum_{j} |\beta_j| \leq t$ is equivalent to $\delta_i^T \beta \leq t$ for all $i$. For a given $\beta$, let $E = \{i : \delta_i^T \beta = t\}$ and $S = \{i : \delta_i^T \beta < t\}$. The set $E$, called equality set, which exactly meets the constraints, while $S$ is the slack set, which does not hold the equality. Denote by $G_E$ the matrix whose rows are $\delta_i$ for $i \in E$. Let $\vec{1}$ be a vector of 1s of length equal to the number of rows of $G_E$.

Then the algorithm starts with $E = \{i_0\}$ where $\delta_{i_0} = \text{sign}(\hat{\beta}^0)$. Then we find $\hat{\beta}$ to minimize $g(\beta)$ subject to $G_E \beta \leq t \vec{1}$. If $\sum |\beta_j| \leq t$, we finished; if not, add $i$ to the set $E$ where $\delta_i = \text{sign}(\hat{\beta})$. Then the previous step again, until $\sum |\beta_j| \leq t$. [8]
2.5 Generalized Additive Models (GAM)

Linear models are good, but as the effects are often not linear in the real world, linear models often fail. We can use some more flexible statistical methods that can show nonlinear effects. We call these methods ”generalized additive models”. In general, if we have an input vector \( X^T = (X_1, X_2, ..., X_p) \) and want to predict a output \( Y \), we can use a link function \( g \) to relate the condition mean \( \mu(X) \) of \( Y \) to an additive function:

\[
g[\mu(X)] = \alpha + f_1(X_1) + ... + f_p(X_p).
\]

In this thesis, we use \( g(\mu) = \mu \), the identity link, for the response data. So the additive model has the form

\[
Y = \alpha + \sum_{j=1}^{p} f_j(X_j) + \epsilon,
\]

where the mean of error term \( \epsilon \) is 0. As each \( f_j \) is an unspecified smooth nonparametric function. The approach is using an algorithm for simultaneously estimating all functions instead of expanding each function then fitted by simple least squares. Given observation \( x_i, y_i \), the criterion is :

\[
PRSS(\alpha, f_1, ..., f_p) = \sum_{i=1}^{N} (y_i - \alpha - \sum_{j=1}^{p} f_j(x_{ij}))^2 + \sum_{j=1}^{p} \lambda_j f_j(x_{ij}),
\]

where the \( \lambda_j \leq 0 \) are tuning parameters. It can be shown that the minimizer of the previous equation is an additive cubic spline model. [5, p.295-299]

2.6 Support Vector Machines (SVM)

Besides the regression models, we also utilized classification algorithms for prediction. Support Vector Machines are a technique for constructing an optimal separating hyperplane between two classes. For two classes data, for example if this data can be perfectly separated, we can find infinitely many possible linear boundaries to separate the data. These linear boundaries
are separating hyperplanes. [5, p.129-130] And we can find an optimal separating hyperplane, which can make the margin which is defined as $1/\|\beta\|$ maximize, where $\beta$ is the vector for each variable coefficients.

So we can define SVM model with the Lagrange dual objective function:

$$\max L(\alpha) = \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{i'=1}^{n} \alpha_i \alpha_i' y_i y_{i'} K(x_i, x_{i'}).$$

Where we use $\alpha_i$ to represent $\beta$. s.t.

$$\beta = \sum_{i=1}^{n} \alpha_i y_i x_i$$
$$0 = \sum_{i=1}^{n} \alpha_i y_i$$
$$0 \leq \alpha_i \leq C$$

And the $K(x_i, x_{i'})$ is the kernel function. For this dataset, I try to use linear kernel and radial kernel. As linear is the simplest one and radial kernel is the most popular choice for Gaussian.

<table>
<thead>
<tr>
<th>Kernel Type</th>
<th>Kernel Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear kernel</td>
<td>$K(x_i, x_{i'}) = &lt;x_i, x_{i'}&gt;$</td>
</tr>
<tr>
<td>Radial kernel</td>
<td>$K(x_i, x_{i'}) = \exp(-\gamma |x_i - x_{i'}|^2)$</td>
</tr>
</tbody>
</table>

For a multiclass classification, if we have $K$ classes total, we can put each two class together to train a decision boundary. So we can build $K(K-1)/2$ decision boundaries to decide one point should be put in which class. This method is called one vs one SVM model. [5, p.417-431]
2.7 Random Forest

Before we talk about Random Forest, we need to describe tree-based methods first. Generally speaking, tree-based methods for predicting \( y \) from a feature vector \( x \in \mathbb{R}^p \) split the feature space into a set of rectangles, and then fit a simple model in each one. [5, p.305-310]

Then we introduce the bagging method. The essential idea for bagging is that if we have \( B \) separate uncorrelated training sets, we could form \( B \) separate models, and use the average or mode as the final model. So in tree-base model, we take \( B \) datasets whose observations are all getting from the training set randomly and with replacement and the size is same as the original training dataset. So we can use \( B \) different datasets to build \( B \) different trees. Then we use the most frequent result to give the predictions. [5, p282-283]

Random Forest is improved from bagging. For growing the tree from the datasets we generated, we select \( m \) variables at random from the \( p \) variables, instead of using all \( p \) variables to pick the best variables/split-point. As all datasets are just identically distributed, but not independent, they will have a positive pairwise correlation \( \rho \), the variance of the average is

\[
\rho \sigma^2 + \frac{1 - \rho}{B} \sigma^2.
\]

As \( B \) increases, the variance goes to first term. The idea in random forest is to reduce the variance compared with bagging, by reducing the correlation between the trees, without increasing the variance too much. [5, p.606-607]

2.8 K-Nearest Neighbors (KNN)

This idea can be used both in regression and classification. The main idea is we try to estimate the result of \( x_0 \) using the \( k \) training points \( x_r, r = 1, ..., k \) which are nearest to the \( x_0 \). For this dataset, we use Euclidean distance

\[
d_{(i)} = \| x_{(i)} - x_0 \|,\]
and only use the most frequent class from \( k \) point to estimate the class of \( x \). [5, p463-468]

\[
f(x) = \text{mode}(\{y_i \mid x_i \in N_k(x)\})
\]
3 Data Analysis

3.1 Diagnostics

For this part, we check several assumptions that we made from the methods we have talked about. [3, p58-82]

For checking the assumptions of the constant variance in linear models, we first plot $\hat{\epsilon}$ against $\hat{y}$. If all well, we could see constant variance in the vertical direction and all points should be roughly symmetric vertically about 0.

![Linear Regression Plot: Fitted vs Residuals](image)

Figure 1: Linear Regression Plot: Fitted vs Residuals

First, the residual vs. fitted plot in Figure 1 and the Scale-location plot in Figure 2. The latter plot is designed to check for nonconstant variance only. It uses the square root of standardized residuals by variance vs fitted values to show if residuals are spread equally
along the ranges of predictors. If we can see a red horizontal line with equally randomly spread points in this plot, we can say that the assumptions is correct. From Figure 1 we can see that most of points are in the left part, only few of them in the right part. Roughly speaking, the points seems symmetric when the fitted values are small, but perform somehow badly when fitted values are large. So we can think there is no non-linear relationships. In Figure 2, we can see the red line is continually going up, which suggests that the assumptions of equal variance of the residuals may not be true.

The tests and confidence intervals we use are base on the assumption of normal errors. We can check the residual normality using a Q-Q plot. This compares the residuals to some ”ideal” observations from normal distribuion. So we plot all sorted residuals against $\Phi^{-1}(\frac{i}{n+1})$ for $i = 1,2,\ldots,n$. See the Q-Q plot of Figure 3, we can see a line, normal residuals should follow this line approximately. It shows that the residuals are not normally distributed.
so well. So we should have a concern about the residuals distribution.

We can use a quantity called the variance inflation factor (VIF) to get the collinearity for each variable. Let $R_j^2$ be the square of the multiple correlation coefficient that results when the predictor variable $X_j$ is regressed against all the other predictor variables. Then

$$VIF(X_j) = \frac{1}{1 - R_j^2}, \quad j = 1, \ldots, p.$$  

So if $X_j$ has a strong linear relationship with the other predictor variables, $R_j^2 \to 1$ and $VIF(X_j) \to \infty$. Values of VIF greater than 10 is often taken as a signal that the data have collinearity problems. [2] So for all variables, I calculate the VIF for each of the variable, and some of their VIF value are larger than 10, which shows the collinearity is significant in these variables. And we maybe can think about remove them.
3.2 Result

3.2.1 Regression

Before doing any analysis on data, we use boxplot to look around all variables. And we find something observations need to be removed like the Figure 4. As the variable n_non_stop_words is the rate of non-stop words in the content, its really wired that all the words in one articles are all stop words like the or a. So after removing some observations, we think the data should be good to analysis.

![Boxplot](image.png)

(a) Before

![Boxplot](image.png)

(b) After

Figure 4: Boxplot of the rate of non-stop words in the content

To compare each method result, we decide to separate the whole dataset into training and testing part. We use 70% of the data to train each model, and then use the rest one to test the error. For regression model, we compare the MSPE among linear regression, lasso and GAM. Before training the model, we look at the distribution of the number of shares, it seems like the log of number of shares follows normal distribution. So we normalize the log of number of shares and other variables by their mean and variance.
For the linear regression model, we use all variables including the variable timedelta which is describing the days between the article publication and the dataset acquisition. We get MSPE of 1.255954.

The lasso gives the MSPE of 1.25917. We use cross-validation method first to decide the lambda, after the cross-validation, we use the lambda that gives the minimum MSE to train the model, then get the MSPE. As we can see from Figure 6, the left vertical dash line is the lambda that gives minimum MSE, and the right one is the largest value of lambda such that error is within one standard error of minimum. The number above Figure 6 is the number of features chosen by lasso.

For GAM, we try to apply smoothing splines to numeric variables. Firstly, we tried the smoothing splines with degree of freedom from 1 to 8. Using cross-validation method, we
get the best model is when the degree of freedom is 6 (See from Figure 7). After choose the degree of freedom, we get the MSPE 1.211481.

Table 1: MSPE for Regression

<table>
<thead>
<tr>
<th>Regression model</th>
<th>Testing MSPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear regression</td>
<td>1.255954</td>
</tr>
<tr>
<td>lasso</td>
<td>1.25917</td>
</tr>
<tr>
<td>GAM</td>
<td>1.211481</td>
</tr>
</tbody>
</table>

From the regression models, we can find that the MSPEs are not so different from each other. We can’t tell which is the best by only looking at the testing MSPE. As we think that the exact share number is not a big deal when the number of share is extreme large or extreme small, we can split the response into three categorical level, and give a classification
Figure 7: GAM with smoothing spline with different degree of freedom

3.2.2 Classification

From the Figure 5, we can see that the response of this dataset is normal distributed. So most of the articles have a very normal number of shares, only a few articles have very large or small number of shares. According to the training dataset, we decide to label the number of shares into three levels (unpopular, normal and popular) shown in Table 2.

For the one vs one SVM model, we try two different kernel, linear or radial. For the linear kernel, we try $C = 0.1, 1, 10, 100, 1000$, and use the 10-fold cross-validation method in the training dataset to get the best value for parameter $C$ is 0.1. And we also use the radical method and try $C = 0.1, 1, 10, 100, 1000$ together with $\gamma = 0.25, 0.5, 1, 2, 4$. Then
Table 2: Popularity categories

<table>
<thead>
<tr>
<th>The interval of log(shares)</th>
<th>Popularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 6.6746)</td>
<td>Unpopular</td>
</tr>
<tr>
<td>[6.6746, 8.3894)</td>
<td>Normal</td>
</tr>
<tr>
<td>[8.3894, ∞)</td>
<td>Popular</td>
</tr>
</tbody>
</table>

Figure 8: Popularity categories

we still use the 10-fold cross-validation method to get the best $C = 0.1$ and $\gamma = 0.25$. So we can find the testing accuracy is 0.7028 from radical.

Table 3: Confusion Matrix for SVM (radical kernel, $C = 0.1$, $\gamma = 0.25$)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Unpopular</th>
<th>Normal</th>
<th>Popular</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predition</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unpopular</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>NaN</td>
</tr>
<tr>
<td>Normal</td>
<td>1754</td>
<td>8108</td>
<td>1675</td>
<td>0.7028</td>
</tr>
<tr>
<td>Popular</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>NaN</td>
</tr>
</tbody>
</table>

The random forest gives the accuracy 0.7021 with $m = 5$. We can try the number of variables from 1 to 56, and build 2000 trees. We use cross-validation method to figure out the number of variables that we should selected at random from the 56 variables. We can
find that when $m = 5$ will give the best accuracy in the training dataset.

![Figure 9: Cross-validation error for random forest with different m](image)

### Table 4: Confusion Matrix for random forest ($m = 5$)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Unpopular</th>
<th>Normal</th>
<th>Popular</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpopular</td>
<td>21</td>
<td>19</td>
<td>0</td>
<td>0.525000</td>
</tr>
<tr>
<td>Normal</td>
<td>1732</td>
<td>8062</td>
<td>1658</td>
<td>0.70398</td>
</tr>
<tr>
<td>Popular</td>
<td>1</td>
<td>27</td>
<td>17</td>
<td>0.377778</td>
</tr>
</tbody>
</table>

The confusion matrix in Table 4 shows that we can predict Unpopular fairly well, and Normal and Popular can still be predicted correct for the majority.

For KNN, we try $k$ from 1 to 100, which means we wish to find the best number of points in dataset to represent the point we want to predict. We use the cross-validation method to get the accuracy for every $k$ value, and find out that best number of points is 17. We get the testing accuracy for KNN is 0.6965.

The confusion matrix in Table 5 shows that this method is not as good as random forest
Figure 10: Cross-validation error for KNN with different k

Table 5: Confusion Matrix for KNN (k = 17)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Unpopular</th>
<th>Normal</th>
<th>Popular</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpopular</td>
<td>94</td>
<td>155</td>
<td>21</td>
<td>0.348148</td>
</tr>
<tr>
<td>Normal</td>
<td>1657</td>
<td>7925</td>
<td>1638</td>
<td>0.70633</td>
</tr>
<tr>
<td>Popular</td>
<td>3</td>
<td>28</td>
<td>16</td>
<td>0.340426</td>
</tr>
</tbody>
</table>

In Unpopular and Popular parts, but Normal can still be predicted correctly for the majority.

Table 6: Accuracy for classification

<table>
<thead>
<tr>
<th>Classification model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.7028</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.7021</td>
</tr>
<tr>
<td>KNN</td>
<td>0.6965</td>
</tr>
</tbody>
</table>
4 Conclusion

In this thesis, we train several regression and classification models to predict the popularity of some online articles before they are published. We use number of shares to judge the popularity of the articles. The data we use is from Mashable news service, providing from UCI Machine Learning Repository.

Over the regression models, the best result was achieved by Generalized Additive Model (GAM) with a testing mean squared error 1.225438 after the normalization for the log of number of shares. As we know, linear regression and lasso are not flexible compared with GAM, which means they are supposed to get a bigger MSE but less variance. As diagnostics we have done, it shows that the variables are more possible having a non-linear relationship with response. So I think the non-linear model such as GAM could be a good fit for the regression model.

As the classification models, the best result goes to random forest with the accuracy 0.4458085. Looking through the confusion matrix, we can find out that only random forest can give a prediction for those articles labeled by Unpopular or Popular.

Overall, the work for this thesis gives a new perspective about the reason for influencing the popularity of online articles from a statistics view instead of content or article style.

In the future work, we want to use the method that the original thesis gives to get more data from other online articles resources to train a better model, and also try to use more method to give a better prediction.
## 5 Appendix

Table 7: List of variables

<table>
<thead>
<tr>
<th>Variable names</th>
<th>Type(#)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Words</strong></td>
<td></td>
</tr>
<tr>
<td>Number of words in the title</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Number of words in the content</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Average length of the words in the content</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Rate of unique words in the content</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Rate of non-stop words in the content</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Rate of unique non-stop words in the content</td>
<td>numeric(1)</td>
</tr>
<tr>
<td><strong>Links</strong></td>
<td></td>
</tr>
<tr>
<td>Number of links</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Number of links to other articles published by Mashable</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Shares of referenced article links in Mashable (min, avg, max)</td>
<td>numeric(3)</td>
</tr>
<tr>
<td><strong>Digital Media</strong></td>
<td></td>
</tr>
<tr>
<td>Number of images</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Number of videos</td>
<td>numeric(1)</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
</tr>
<tr>
<td>Days between the article publication and the dataset acquisition</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Day of the week (from Monday to Sunday)</td>
<td>binary(7)</td>
</tr>
<tr>
<td>The article published on the weekend</td>
<td>binary(1)</td>
</tr>
<tr>
<td><strong>Keywords</strong></td>
<td></td>
</tr>
<tr>
<td>Number of keywords in the metadata</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Data channel (Lifestyle, Entertainment, Business, Social Media, Tech or World)</td>
<td>binary(6)</td>
</tr>
<tr>
<td>Worst keyword shares (min, avg, max)</td>
<td>numeric(3)</td>
</tr>
<tr>
<td>Best keyword shares (min, avg, max)</td>
<td>numeric(3)</td>
</tr>
<tr>
<td>Average keyword shares (min, avg, max)</td>
<td>numeric(3)</td>
</tr>
<tr>
<td><strong>Natural Language Processing</strong></td>
<td></td>
</tr>
<tr>
<td>Closeness to top LDA topics from 1 to 5</td>
<td>numeric(5)</td>
</tr>
<tr>
<td>Text subjectivity</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Text sentiment polarity</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Rate of positive words in the content</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Rate of negative words in the content</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Rate of positive words among non-neutral tokens</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Rate of negative words among non-neutral tokens</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Polarity of positive words (min, avg, max)</td>
<td>numeric(3)</td>
</tr>
<tr>
<td>Polarity of negative words (min, avg, max)</td>
<td>numeric(3)</td>
</tr>
<tr>
<td>Title subjectivity</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Title polarity</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Absolute subjectivity level</td>
<td>numeric(1)</td>
</tr>
<tr>
<td>Absolute polarity level</td>
<td>numeric(1)</td>
</tr>
</tbody>
</table>
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