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Figure 1. Genetic screen for sleep defects induced by RNAi of DIMM targets derived from 

integrated interactome / transcriptome analysis (A) DIMM RNAi in PDF-expressing LNv cells 

increased daytime sleep compared to w1118 controls. Pdf-GAL4 was used to knock down DIMM 

expression with two different dimm RNAi constructs from the Vienna Drosophila RNAi Center 

(VDRC). (B and C) DIMM targets were knocked down by RNAi expressed in DIMM+ cells. UAS-

dcr2; c929-GAL4; females were crossed to UAS-RNAi males from the VDRC attP-based KK 

Library or the UAS-attP empty vector controls. (B) Knockdown of many of the integrated DIMM 

targets in DIMM-expressing cells shows a tendency towards increased daytime sleep, which 

partially phenocopies DIMM loss-of-function sleep phenotype. Daytime sleep values are 

displayed for 62 tested KK VDRC RNAi lines (blue) and the attP control progeny (shown in black 
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color). Histograms represents means and SEMs of at least two and in most cases three or four 

independent biological replicate assays (C) Sleep per hour depicted over a circadian day for 

selected genotypes from the same analysis as in (A). Control shown in black.  
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THESIS SUMMARY 

This thesis presents two approaches to understanding the mechanism that DIMM 

uses to instruct cells to produce LDCVs, scale up RSP components and develop most or 

all competencies required of a NE cell except for selection of neuropeptide cargo. In 

Chapter 2, I contributed molecular and bioinformatic efforts to a larger, multidisciplinary 

study. This study aimed to understand how DIMM functions by trying to identify a few 

crucial DIMM targets and to confirm the fidelity of these targets by multiple assays. The 

contribution of these individual gene targets to DIMM-dependent physiology was 

assessed by cellular, molecular and proteomic assays. This study provided the first 

specific clues about how DIMM functions in a molecular context. In Chapter 3, I took a 

genome-wide approach to understanding the mechanism of DIMM function. I first 

attempted to identify all direct genomic targets of DIMM by ChIP-chip. In order to 

correlate genome binding to gene activation, I profiled gene expression in LEAP cells by 

RNA-Seq. I then merged these two data sets by identifying ChIP-chip targets that were 

enriched in LEAP cells. The integration of these two data sets allowed me to obtain the 

most direct measure of DIMM direct gene targets. In Chapter 4, I carried a pilot genetic 

screen for sleep behavioral defects caused by RNAi-based knockdown of DIMM target 

gene expression. These results show preliminary effects on sleep that need to be further 

investigated. In sum I produced a body of information detailing precisely how DIMM 

operates in LEAP cells by identifying the genes that it regulates, their expression levels 

and preliminarily, some functional consequences of their knockdown. Here I discuss the 

overall scope of the work, including what I see as limitations and caveats, as well as a 

summary of the major conclusions and my opinions on potentially useful future 

directions. 
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Section on Limitations. 

Limitations of tagged DIMM::MYC ChIP-chip. 

 In Chapter 3, I carried out tagged ChIP-chip to identify direct DIMM binding 

targets. This approach is a modification of traditional ChIP-chip, which is carried out with 

native antibodies against the transcription factor of interest to immunoprecipitate DNA-

protein adducts after crosslinking. I resorted to tagged ChIP-chip after originally 

attempting ChIP with an anti-DIMM antibody that was developed in the laboratory, and 

which has shown specificity in tissue staining and Western blots. Unfortunately, this 

“native” antibody did not perform well in ChIP-chip in my hands. According to my reading 

of the literature, this is not an uncommon occurrence, as ChIP antibodies must be able 

to capture fixed epitopes in solution. I therefore adapted my approach by using the 

GAL4-UAS system to express a single copy of a DIMM transgene tagged at the C-

terminal with 6 copies of the human hexapeptide MYC tag. I used c929-GAL4 in 

combination with the TARGET system in order to achieve precise, spatiotemporally 

controlled induction of DIMM::MYC only in DIMM+ adult neurons (McGuire et al. 2003).  

Application of affinity-tagged transgenes is a frequently-used strategy for carrying 

out ChIP-chip in vivo (Kolodziej et al. 2009; Mazzoni et al. 2011). Tagged ChIP-chip is 

used when a ChIP-grade antibody is not available or when a native antibody recognizes 

several isoforms of a transcription factor, or also when it recognizes heterologous 

molecules (Harada and Nepveu 2012). Nevertheless, as with any approach, including 

native antibody ChIP-chip, there are drawbacks to tagged ChIP-chip. One major 

potential source of error (false positives) is genome-binding artifacts arising from 

overexpression of the transcription factor being studied. The hypothesis here is that 

increasing expression levels of the transcription factor under study, beyond those found 

in normal cells, leads to increased competition with other transcription factors for similar 
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binding sites in the genome. This, in turn, could cause promiscuous binding to occur at 

those loci not normally bound by the transcription factor in question. While this is a valid 

point, several experiment-specific conditions need to be examined. The main issues are 

those of space and time where the ChIP-chip transgene is induced. Is transgene 

induction global, e.g., in the whole brain, or is it more limited, as I performed my study in 

Chapter 3? Second, is the transgene induced from the birth of the animal, when 

chromatin structure is being established, or is the transgene induced in fully 

differentiated, adult cells, as in Chapter 3? In the latter example, the animal develops 

chromatin boundaries normally, and its cells express normal levels of transcription 

factors, until the transcription factor transgene is turned on in adult, post-mitotic cells. 

Overexpression artifacts are more likely to happen with broad overexpression that 

begins at birth and is maintained for the life of the animal. In order to avoid such artifacts, 

I selectively induced DIMM::MYC in adult cells that normally express DIMM.  

Another issue is the potential for off-target binding by a transcription factor that is 

expressed at supra-physiological levels. For example, it may compete with other similar 

transcription factors (in this case, other members of the Atonal superfamily of bHLHs) for 

related target sites. In theory, extraneous binding would be weaker than endogenous 

binding because affinity for sites normally bound by other bHLHs is presumably lower 

than the affinity for the sites that the particular bHLH under study binds on its own. False 

positives could also occur by binding to sites that match the native binding site but are 

normally not bound by any transcription factors. Since bHLHs are known to bind six-base 

pair long E-boxes (Powell and Jarman 2008), such sequences occur throughout the 

genome in all parts of a gene, as well as intergenically at a rate of approximately once 

every 2 kB. It is possible that some of these sites are found in open chromatin due to 

stochasticity or unrelated transcription. Hence, an overexpressed transcription factor 
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could bind to such sites more frequently than the same transcription factor at physiologic 

levels. Finally, it is possible that the affinity tag that is placed at the N or C-terminal of a 

transcription factor could interfere with the native function of the transcription factor in 

question, or it could cause some neomorphic interactions. The UAS-DIMM::MYC 

transgene used in Chapter 3 is capable of rescuing the dimm null mutants (Hewes et al. 

2003). Therefore, the possibility that the MYC hexapeptide interferes with the normal 

function of DIMM is less likely, due to the successful transgene rescue of the mutant.  

A recent study examined results obtained from tagged ChIP versus native 

antibody ChIP against the bHLH Olig2 at great length (Mazzoni et al. 2011). 

Comparisons between native antibody and tagged ChIP-seq showed that endogenous 

Olig2 and inducible Olig2-V5 ChIP-seq experiments were in agreement (Mazzoni et al. 

2011). Furthermore, the binding-site distribution found in both experiments was also 

highly concordant (Mazzoni et al. 2011). Comparing the read counts at enriched peaks 

showed that only 0.2% and 1.1% were differently enriched in the native Olig2 and Olig2-

V5 ChIP experiments, respectively (Mazzoni et al. 2011). This is the first study to 

systematically compare tagged ChIP and native ChIP results. The authors used a 

doxycycline-inducible system in differentiating embryonic stem cells and generated 24 

tagged lines. Interestingly, the authors observed that the efficiency and homogeneity of 

transgene induction declined in postmitotic neurons (Mazzoni et al. 2011). My DIMM 

ChIP-chip study (Chapter 3) likely does not suffer from the decreased postmitotic 

efficiency because ChIP-chip was carried out in vivo, in cells that were already 

expressing normal levels of DIMM. Therefore, the chromatin state of DIMM-positive cells 

already allowed for DIMM expression and DIMM target expression, with DIMM cell 

specification and progenitor delineation having occurred normally during DIMM::MYC-

unaffected development. Furthermore, DIMM is normally expressed only in postmitotic 
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neurons, with DIMM expression not commencing until the neuroblast daughter cell exits 

the cell cycle in the embryo (Allan et al. 2005; Hewes et al. 2003). Nevertheless, even 

though the experimental setup that I used in Chapter 3 differs from that of Mazzoni et al. 

(2011), both sets of experiments were carried out on tagged transcription factors that 

were induced from transgenes. Mazzoni et al. (2011) were fortunate to have ChIP-grade 

native antibodies available in addition to the tagged transgenes. The authors were 

therefore able to compare tagged ChIP-seq results directly to native antibody ChIP-seq 

results and observed a remarkable overlap in results.  

The above referenced study is an example of an excellent validation study that 

demonstrates the utility of tagged ChIP in identifying transcription factor binding 

(Mazzoni et al. 2011). Nevertheless, each system is different, so proper scrutiny would 

require that each tagged ChIP experiment be verified by native antibody ChIP. In most 

cases, this is not possible, because tagged ChIP is usually employed because native 

antibody ChIP failed or a native antibody is not available. In the case of DIMM, there 

currently is no ChIP-grade native antibody available. Therefore, DIMM::MYC ChIP-chip 

results cannot be compared against DIMM native antibody ChIP-chip. It is possible that 

some of the binding peaks identified by DIMM ChIP-chip could represent overexpression 

artifacts and not true DIMM binding sites. This possibility cannot be completely excluded, 

no matter how careful the experimental design is.  

Even with native antibody ChIP-chip, there is no guarantee that all identified 

binding sites represent true events. In most cases, authors test the performance of a 

certain number of binding sites in transcription factor luciferase reporter assays, such as 

the one employed in Chapter 3. This in vitro assay directly tests the ability of an 

activating transcription factor to activate luciferase expression from an enhancer 

fragment located on an episome. An alternative technique is the electrophoretic mobility 
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shift (EMSA) assay, which is even more devoid of a cellular context and can have a high 

rate of false positives. Ultimately, gene expression studies are another way to deduce 

the validity of ChIP-chip results. Optimally, a gene expression profile of the cell type in 

which the ChIP-chip transgene was induced should be obtained. Additionally, it is 

beneficial to have a loss-of-function gene expression profile, obtained from the cell type 

of interest lacking expression of the transcription factor under study. In Chapter 3, I 

presented the LEAP cell transcriptome but we currently do not have a DIMM loss-of-

function LEAP cell transcriptome. The normal transcriptome is useful in assessing the 

correlation of ChIP-chip peaks with gene expression. As outlined in Chapter 3, the basic 

assumption is that DIMM acts as an activator of gene expression. Therefore, DIMM 

binding in the proximity of a gene should correlate with the enrichment of that gene in 

LEAP cells.  

FACS sorted cells may be damaged 

 Preparation for FACS sorting requires that cells be disaggregated from each 

other and dissociated into single cells or clumps of a few cells (Givan 2011).  During 

FACS, cells are exposed to mechanical damage from high pressures and speeds. As a 

consequence, all information about tissue architecture and cell distribution is lost after 

FACS sorting (Givan 2011). Strictly speaking, such information is not required for gene 

expression profiling or ChIP-chip studies. These studies do not examine the morphology 

of cells, but rather their RNA or nuclear contents. Nevertheless, dissociation of cells in 

preparation for FACS can damage cells even before FACS is started. When fragile cells 

are put through a FACS machine that generates high pressures and speeds, the cells of 

interest can be further damaged. FACS can produce strong shearing forces, making it 

tricky to sort more fragile, adult neurons (Hempel et al. 2007). Whether or not this affects 

gene expression depends on the tissue and cell type, dissociation method, type and 
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speed of FACS sorting and other factors. Cell viability after FACS sorting can be 

checked by various vitality dyes that enter damaged cells that have initiated apoptosis. In 

order to assess cell vitality, I used a vital dye in Chapter 3, which showed that the 

majority of LEAP cells are alive after sorting. Although cells may be intact mechanically, 

it is still possible that they are quite altered due to FACS sorting. The key parameter here 

is the amount of time between tissue harvesting and the sorting endpoint, which is RNA 

capture in cell lysis buffer. This last step essentially freezes the cellular RNA contents in 

time by lysing cells and neutralizing RNase activities. In my experiments, I tried to keep 

this time as short as possible, to minimize any cell damage effects of cell sorting.   

 The major argument I can offer against the possibility that the quality of the RNA-

seq results I obtained were compromised by the FACS methods is that the DIMM-

positive collection of cells produced the heavy enrichment of DIMM and neuropeptides 

that was expected from our prior understanding of DIMM cell biology. For example, there 

are certain neuropeptides that are expressed exclusively in DIMM-positive LEAP 

neurons, whereas others are expressed in DIMM-negative ones exclusively, and yet 

others in both sets (Park et al. 2008).  My results were highly concordant with these 

three general categories.  Hence I submit that the possibility for a biasing of my results 

(due to disruption of gene expression by cell isolation) appears low. 

Section on Major Conclusions 

A delimited and defined number of transcription factors downstream of DIMM 

In Chapter 3, I showed that only a few transcription factors are found amongst 

DIMM targets. One transcription factor family appeared to be overrepresented: members 

of the Atf/CREB family of bZIP genes. The fact that several bZIP genes are DIMM 

targets is intriguing in light of the fact that DIMM only activates six transcription factors, 

and those six come from three transcription factor families. There are an estimated 451 
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sequence-specific transcription factors in Drosophila (The Drosophila Transcription 

Factor Database FlyTF.org, v1.0). Of 451 transcription factors, there are only 16 bZIP 

genes and 4 of the 16 bZIPs are DIMM targets. Compared to the relatively small bZIP 

gene family, other transcription factor families contain many more members: bHLHs (53 

members), homeodomain factors (73 members) and zinc finger transcription factors (91 

members). The fact that four of six DIMM-targeted transcription factors are bZIPs is likely 

telling of DIMM function. ATF/CREB bZIP factors control a wide variety of physiologic 

processes, but what they share in common is transcriptional control of stress-response 

genes (Persengiev and Green 2003).   

One member of the mammalian ATF/CREB family, Atf2 has been shown to 

interact with three beta cell enriched transcription factors to cause synergistic activation 

of the insulin promoter (Han et al. 2011). This is interesting in light of the fact that data 

presented in this thesis strongly argue against DIMM acting as a transcriptional activator 

of neuropeptide expression. Drawing parallels to Atf2 in the mammalian beta cell, it is 

possible that some of the ATF/CREB transcription factors that DIMM activates could 

contribute to the transcriptional activation of individual neuropeptide genes. Therefore, 

while DIMM does not activate neuropeptides, some of its downstream transcription factor 

targets could do so combinatorially with other factors. Another mammalian ATF/CREB 

factor, Atf-1, acts as a potent repressor of cyclic AMP-responsive element (CRE)-

mediated transcription. Atf-1, also known as Inducible cAMP early repressor (ICER) 

plays an important role in the mammalian neuroendocrine and circadian systems, where 

it regulates transcription of the neuropeptide melatonin (Foulkes et al. 1996; Foulkes et 

al. 1997). ICER also coordinates reaction to hypothalamic-pituitary-adrenal axis 

stimulation by inhibiting Corticotropin Releasing Hormone (CRH) transcription (Della 

Fazia et al. 1998; Borlikova and Endo 2009). The fact that several mammalian and fly 



Chapter 5 

 186 

ATF/CREB factors play roles in the (neuro)endocrine system provide more support for 

the role of DIMM as the super-organizer of such factors, and thereby the secretory 

capacity of a cell. 

One view of scaling factor action is that such factors do not activate many 

transcription factors. If a scaling factor activated many downstream transcription factors, 

its effects would depend on the timing and ability of the downstream transcription factors 

to exert precise and coordinated effects on their genomic targets. This would delay 

action of the master scaling factor itself and would therefore not be a very effective way 

to exert its function. Instead, a scaling factor can act more immediately by activating 

‘terminal’ genes needed for specific functions in a subcellular compartment, such as 

LDCVs.  In addition to these “terminal” genes, a scaling factor would activate only a few 

key transcription factors that are also responsible for the function of a particular 

subcellular compartment.  

If DIMM had to control a large number of downstream transcription factors, its 

function would require a coordinated effort of multiple downstream DNA-binding activities 

that would have to produce a timely effect on the transcriptome of the cell. In contrast, I 

propose that if DIMM activates a few downstream factors and many direct RSP 

participants, this would allow for a more dynamic and direct function in the RSP. Some of 

the downstream transcription factors that DIMM activates are also known transcriptional 

repressors. This would be another point of regulation of the transcriptome. Instead of 

acting directly as a transcriptional repressor, DIMM could activate specific transcriptional 

repressors that would then inhibit certain pathways or genes, whose function might 

directly interfere with the expansion and operation of a robust RSP. The study of 

Hamanaka et al. (2010) showed that DIMM promoted the peptidergic cell fate at the 

expense of the classic neurotransmitter cell fate. The molecular arm of this repression 
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was never identified and work presented in Chapter 3 provides the first clues as to how 

this might be achieved. Furthermore, it is possible that DIMM activates several 

transcriptional repressors that function in negative feedback loops, similar to some 

members of the clock system (Nitabach and Taghert 2008). Two of the six transcription 

factors targeted by DIMM are already known to participate in negative feedback loops 

(Matsumoto et al. 2007; Kadener et al. 2007). 

Neuropeptides are not downstream of DIMM 

Analysis of DIMM targets in Chapter 3 shows that neuropeptides are not direct 

DIMM targets. Allan et al. (2005) had put forward the hypothesis that DIMM performs two 

related functions in individual DIMM cells: that DIMM directly activates its exclusive gene 

targets (like PHM) and that DIMM cooperates with different sets of other transcription 

factors to produce codes specific to activate different neuropeptide genes. Hamanaka et 

al. (2010) proposed an alternative hypothesis – that DIMM does not participate in 

neuropeptide (cargo) gene activation, but only in the support of the “peptidergic 

secretory machinery.” My systematic analysis now fully supports and validates the latter 

hypothesis. Work in Chapter 3 is one of the first demonstrations that scaling factors such 

as DIMM act on whole subcellular compartments instead of on the specific cargo inside 

those compartments. This is well in agreement with the idea of scaling factor action. 

Scaling factors are thought to act on whole subcellular compartments, regardless of the 

particular cell subtype. The idea is that many heterogeneous types of cells are found 

even within a single tissue. For example, DIMM-positive cells express at least 17 

different neuropeptides, and likely more (Park et al. 2008). Therefore, LEAP cells are 

highly heterogeneous with respect to their peptidergic identity, but they share the ability 

to make, store and release large amounts of neuropeptides. DIMM ensures this ability, 

but does not act as the master selector of peptidergic identity. Instead, there are likely 
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several other transcription factors that act combinatorially to select appropriate 

neuropeptides for expression in the dedicated cell type. This ensures that all LEAP cells 

have the cellular capacity for neuropeptide secretion, and can appropriately select the 

correct neuropeptide(s) for expression, and ultimately, for their dedicated NE function. 

DIMM activates the major neuropeptide biosynthetic enzymes 

 Results from Chapter 3 also demonstrated that DIMM activates all major 

neuropeptide biosynthetic enzymes. Although this finding is somewhat intuitive (meaning 

it would have been difficult to explain if it had not been true), demonstrating it, and 

demonstrating the extent to which it is true among all possible genes encoding modifying 

enzymes remains a valuable contribution.  In the case of peptidergic neurons, the 

biosynthetic and processing enzymes are located in the trans-Golgi and also packaged 

within immature LDCVs, where they operate directly on peptide precursors. Hamanaka 

et al. (2010) elegantly demonstrated DIMM’s capacity to instruct cells to make ectopic 

LDCVs. DIMM, along with Mist1, is the only known transcription factor able to scale up 

LDCVs inside a cell. Based on Chapter 3 results, one can predict that the ectopic LDCVs 

produced inside photoreceptors contain all major neuropeptide biosynthetic enzymes 

(Hamanaka et al. 2010).  The number of known or putative enzymes controlled by DIMM 

is five, and includes both ones whose roles in neuropeptide biosynthesis are well-

established (like Prohomone convertase 2) as well as ones not previously described as 

such (e.g., slamdance; Zhang et al. 2002). 

Unexpected roles of DIMM targets: endocytosis and RNA regulation 

 Amongst unexpected findings in Chapter 3, the inclusion of genes involved in 

endocytosis and RNA metabolism as direct DIMM targets were particularly novel. The 

endocytosis genes are intriguing because they are the first link between DIMM and 

processes that could be occurring after massive neuropeptide release (suggested to 
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normally occur in LEAP cells). Changes occurring at the cell membrane during 

prolonged and copious release of neuropeptides are not trivial as the cellular contents 

and architecture are rapidly changing. Such a cell likely needs to replenish numerous 

structural components, as well as major signaling factors, and orchestrate a highly 

choreographed re-capture of LDCV membrane from the plasma membrane for recycling. 

From work on classic neurons, it is known that endocytosis is one way of replenishing 

critical components that are lost during synaptic transmission (Südhof 2007). Following 

exocytosis, synaptic terminals must rapidly replenish their vesicle pool by locally 

recycling synaptic vesicles (Zhang 2003). Recent work has shown that in many 

synapses, exocytosis of neurotransmitter is coupled to endocytosis, and that synapses 

have evolved a specialized apparatus of scaffolding proteins to comply with these 

demands (Haucke et al. 2011). Exocytosed synaptic vesicle membrane proteins and 

lipids are recycled at the periactive zone that surrounds the release site, in order to 

restore functional synaptic vesicle pools for reuse and to ensure long-term functionality 

of the synapse (Haucke et al. 2011). It is therefore entirely possible that cellular sites of 

NE cargo release have similar requirements for the replenishment of basic building 

blocks necessary for their type of neurotransmission. DIMM could play a role in this 

process by directing transcription of proteins involved in endocytosis of specific cargo, 

which may be particularly important for the proper functioning of LEAP cells. By virtue of 

this significant target list, my work is the first to call attention to the fundamental 

importance of LDCV endocytosis in the biology of peptidergic neurons.   

RNA regulation is another process that was not previously implicated to be 

included in DIMM action mechanism. Several RNA-regulatory factors were identified as 

major DIMM targets in Chapter 3. How regulation of various RNA species affects LEAP 

cell physiology is entirely unknown at this point. There are several examples of bHLH 



Chapter 5 

 190 

transcription factors activating RNA-binding proteins with key roles in the processes 

controlled by the bHLH in question. One such example is the bHLH MyoD and its RNA-

binding protein target Seb4/RBM24 (Li et al. 2010). MyoD activates RBM24 in the 

developing Xenopus embryos and loss of RBM24 produces a phenotype similar to a 

MyoD dominant negative mutant (Li et al. 2010). Therefore, the MyoD target gene 

RBM24 appears to be required for expression of myogenic genes in the frog embryo (Li 

et al. 2010). Another example comes from the mammalian bHLH NeuroD and its RNA-

binding protein target SRp38 (Liu and Harland 2005). NeuroD activates SRp38 and 

SRp38 inhibits neuronal differentiation at a step between neurogenin and neuroD activity 

(Liu and Harland 2005). SRp38 inhibits neural differentiation in the Xenopus embryo but 

it does not affect neural induction or competence (Liu and Harland 2005). SRp38 is a 

known mitotic splicing repressor, but it may also act by regulating ribosome biogenesis, 

via its binding to the 28S rRNA (Liu and Harland 2005). The examples of RBM24 and 

SRp38 illustrate that RNA-binding proteins that are transcriptionally activated by certain 

bHLHs may play important roles in biologic processes controlled by the bHLH in 

question. What is interesting about DIMM-targeted RNA-binding proteins is the fact that 

LEAP cells are a mature, post-mitotic lineage. Therefore, the RNA-binding proteins that 

DIMM targets do not function in the context of a developing, highly mitotic lineage. 

Nevertheless, the intracellular environment in NE cells might be similarly dynamic 

because NE cells are required to integrate many environmental stimuli and to produce 

long-lasting effects on the whole organism. It is possible that due to the highly complex 

nature of LDCV formation, storage, traffic and release, particular RNAs must be 

precisely modified with respect to their half-lives, biochemical modifications, translation 

and localization.  
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The value of establishing all major gene targets for a regulatory transcription 

factor  

 Establishing a particular transcription factor’s gene regulatory interactome and 

interpreting these results in the context of a cell-specific transcriptome are important for 

various reasons. First, this will help us understand how a particular transcription factor 

acts inside a cell in order to accomplish its various functions. Specifically, for a scaling 

factor, this will allow us to understand how whole subcellular compartments are 

constructed inside of cells. Second, interactome / transcriptome identification is helpful 

because we currently lack complete models of transcription factor action in specific cell 

types, as opposed to whole tissues. Publicly supported group projects such as 

modENCODE and ENCODE have understandably focused on profiling whole tissues. 

Cell-type specific models of transcription factor actions are useful especially in 

evolutionary contexts: do Drosophilids use more or less complicated gene regulatory 

hierarchies to accomplish similar tasks as mammals? Does a fly scaling factor 

accomplish the same scaling effect as a homologous mammalian scaling factor by using 

the same types of tools, or by using completely different tools? If so, do both types of 

scaling factors arrive at their goal by completely different methods? Or is the gene 

regulatory logic required for scaling conserved between mammals and flies? Although 

these questions might seem esoteric, they have real life applications. For example, beta 

cells have LDCVs and a robust RSP. Attempts at understanding beta cell biology have 

been ongoing for decades, but we are still unable to effectively repair a defective RSP 

inside these cells. Diabetes is rapidly escalating as a 21st century epidemic, yet, we do 

not know understand in great detail how beta cells are constructed to make insulin. 

Section on Future Directions. 

Elucidating LEAP cell LDCV content and uniformity by ultrastructural methods 
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Transmitters are stored in vesicles and granules that have transmitter-specific 

morphological characteristics.  For example, glutamate-filled and acetylcholine-

containing vesicles are round, small (~35 nm in diameter) and display a clear core 

(Watson and Schürmann 2002; Honda and Semba 1995). GABA-containing vesicles are 

often small and clear, but flattened (Fabian-Fine et al. 2000; Hamori et al. 1990).  Amine 

containing granules are slightly larger and have a characteristic dense core (Shkolnik 

and Schwartz 1980).  Peptide-containing granules are significantly larger (80-200 nm) 

and also display a dense core (Borgonovo et al. 2006; Crivellato et al. 2005; Crivellato et 

al. 2006; Edwards 1998). Overall, LDCVs tend to be at least twice the size of small 

synaptic vesicles (Bruns et al. 2000). Given the association of DIMM with the biology of 

peptide LDCVs (Hamanaka et al. 2010), it is natural to inquire about the relationships 

between the individual genes that DIMM activates and the production, stabilization, 

trafficking, accumulation, release and or endocytosis of LDCVs. If DIMM instructs cells 

how to scale up the LDCV compartment, an obvious question pertains to the nature of 

the LDCVs formed. If DIMM acts through a single mechanism, the implicit assumption is 

that it will instruct the cells to produce a single type of LDCV. Since LDCVs are a 

subcellular structure, they can only be effectively visualized by electron microscopy 

(EM). It could therefore be useful to assess the consequences of DIMM action at the 

ultrastructural level by obtaining EM images of purified LEAP cells. The number, size 

and characteristics of LDCVs could be assessed in detail from EM images. If the 

prediction is true, LEAP cells should have a fairly homogenous pool of LDCVs that are 

produced in response to DIMM action. An interesting correlate is that peptide-containing 

granules in non-DIMM cells may have a distinct category of LDCVs (morphologically, 

biochemically, physiologically distinct).  On the other hand, LEAP cell LDCVs could be 

heterogeneous if their underlying peptide cargo has important consequences on the 
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size, shape and characteristics of the LDCVs that house the cargo. Just such a 

relationship between cargo content and LDCV morphology has been proposed for the 

case of granules containing the Atrial Natriuretic Factor (Baertschi et al. 2001).   

Identifying DIMM loss-of-function transcriptome  

In Chapter 3, I identified the normal LEAP cell transcriptome. While this is a 

useful first step in assigning ChIP-chip peaks to genes, its value will be even grater once 

it can be compared to the gene expression profile of LEAP cells that have acutely lost 

DIMM expression. This loss-of-function gene expression profile would be a snapshot of 

changes in transcript levels that occur with loss of DIMM support and help interpret the 

full list of DIMM targets identified in Chapter 3. The loss-of-function transcriptome would 

allow one to check whether or not LEAP cells lose expression of identified DIMM target 

genes when they lose DIMM expression. Furthermore, it is likely that numerous other 

genes will have perturbed levels, as an indirect / downstream consequence of DIMM 

loss. Changes in the expression of these genes would tell us about what downstream 

processes DIMM controls. This would be helpful in case that DIMM acts not only as a 

scaling factor, but also in other, as of yet, unknown ways. Furthermore, the DIMM loss-

of-function gene expression would be helpful in identifying any genes that DIMM might 

repress. In this case, such genes would be expected to be upregulated upon DIMM loss.  
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