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As Teaching Assistant (TA) programs grow in number and size in introductory CS courses, TAs play a significant role in novice programmers' experience and contribute to their success. However, many TAs are also relative beginners themselves and thus have limited experience in programming and teaching. Thus the effectiveness and consistency of their guidance can vary significantly. To improve interaction quality and assist TAs in providing better support, we examine the difficulties encountered by inexperienced TAs in previous literature and then identify the potential for the high cognitive load as an unaddressed difficulty that may prevent new TAs from initiating effective TA-student interactions. This work aims to build a scaffolding tool to assist with assistant teaching tasks and help them initiate better TA-student interactions. A user study has also been conducted for evaluation purposes. Based on our user study, it appears that our assistive interface achieved significant effects on assisting TAs in evaluating students' debugging skills. When performing this task, 80% of TAs achieved better performance after using the assistive interface, and the accuracy of questions answered using the assistive interface is 22% higher than using the baseline interface. Additionally, the assistive interface is more likely to identify visually minor, student-specific problems to facilitate conversations between TAs and students.
Chapter 1: Introduction

In introductory Computer Science courses, students who encounter difficulties with programming problems often turn to Teaching Assistants (TAs) as their initial source of assistance. As enrollments surge, TAs play a larger role in students’ experience and contribute a lot to students’ success [1, 2, 3]. Regardless of the overall success of using TAs in introductory CS courses [4, 5], some major complaints about TAs’ performance are related to time efficiency [6], lack of common understanding [4], and less interactive teaching methods [5]. These complaints are associated with the high cognitive load that may be challenging to new TAs - they need to complete multiple programming-related (e.g. identifying one student’s intention, debugging, etc.) and teaching-related (e.g. correcting concepts the student misunderstood, leading students to find the bugs, etc.) tasks simultaneously in a short period of time, while many of these TAs are also relative beginners themselves and inexperienced in both programming and teaching. Therefore, the effectiveness and consistency of their feedback and guidance can vary significantly.

To address this issue and assist TAs in providing better support, we build an assistive code history visualization interface. This interface aims to reduce the cognitive load for TAs on multiple tasks so that TAs are able to initiate higher-quality conversations in a shorter time. A user test has also been conducted for the evaluation purpose of this tool. The user study results suggest that our assistive interface can help TAs perform better in evaluating students’ debugging skills. When performing this task, 80% of TAs achieved better performance after using the assistive interface, and the accuracy of questions answered using the assistive interface is 22% higher than the accuracy of using the baseline interface. Also, the assistive interface is more
likely to reveal visually minor, student-specific problems to facilitate conversations between TAs and students.
Chapter 2: Background

Cognitive load theory is an instructional theory based on our knowledge of human cognition. This theory suggests that our working memory is only able to hold a small amount of information at any given time [4]. In order to help learners process more information under a limited capacity, researchers investigated three different types of cognitive loads and considered whether there are approaches to reduce each of them.

The three types of cognitive loads are intrinsic load, extraneous load, and germane load. Intrinsic load is related to the complexity of the task and the learner’s characteristics, and it can be optimized by selecting learning tasks that match the learner’s prior knowledge. Extraneous load is related to instructional material efficiency, and appropriate instructional material design helps to avoid overload in this aspect. Germane load helps link newly-obtained information with those already stored in long-term memory, and effective instructional design will potentially be beneficial for the germane load [11]. In the general CS Education domain, when teaching introductory CS concepts to students, researchers designed instructional material to minimize the extraneous and intrinsic loads in order to increase the amount of memory available for the germane load [5]. However, little research related to evaluating and reducing the cognitive load during the assistant teaching process has been conducted.

In our context, we try to reduce the cognitive load by designing an interface that closely matches with assistant teaching tasks and TA’s abilities and experience level. Aligning with the typical workflow that TAs use to examine a code history, different representations of students’ code history are also designed in our interface. More specifically, when helping a student debug a coding problem, the TA usually starts by reading the problem description, and then the TA looks
at the student’s code, trying to understand the student’s logic and find out what changes the student made, what are the bugs, and how to connect them to the student’s conceptual understanding and debugging skills. After acquiring the needed information, the TA points to a piece of code and initiates the conversation with the student to lead the student to solve all problems together. In this process, considering many of the TAs are beginners themselves, features on our interface provide a suggested correct solution for them and also highlight the bugs and students’ edits to make up for TAs’ potential incompetence of coding abilities in order to reduce TAs’ intrinsic load. By matching every visualization with each task TAs are required to perform, we avoid redundant and irrelevant information for the purpose of reducing TAs’ extraneous load.
Chapter 3: Related Works

3.1 TA Training Programs
Many institutions advocate best practices during TA-student interactions by running TA training programs. Some study uses a "Collaborative Learning Framework" (CLF) poster to demonstrate several best practices during peer tutoring [6], while others design curriculums and activities to equip TAs with interpersonal and pedagogical skills [7, 8]. Regardless of the improved experiences and outcomes by following best practices, these training programs are not designed to reduce the cognitive load of the debugging process - peer tutors still need to organize and process the information on their own.

3.2 Automated Code Correction Tools
Abstract Syntax Tree (AST) has been commonly used to power automated code correction tools for generating feedback [9] or next-step hints [2, 6, 26]. Some of these works use a data-driven approach and compare the student’s erroneous solution with a set of correct solutions, while some other works such as ITAP [10] utilize AST for path construction to handle states that have not occurred in the data before.

Regardless of the development of these automation tools, the limitation of these tools in understanding students’ intent affects the empirical result of helping students. Several works raised concerns with the validation of generated feedback [12, 13, 14]. One previous study found that even the best-performance hint-generation tool performs at least 20% and 10% less than a human tutor in the generation of fully valid and partially valid hints respectively [14]. The more occurrences of such poor-quality hints, the less help students tend to seek [15]. Also, while most of these AST applications emphasize comparison between correct solutions and the
student’s code, few of them compare one student’s previous (incorrect) submission to the current submission in this student’s code history. The code history will offer more context related to one student’s intent, concept mastery, and debugging skills so that help-provider are able to give better help and instructions.

In this work, the backend is also powered by automation code correlation algorithms built on AST [16]. However, instead of giving students automatic feedback or hints directly, our class size and TA resources allow us to take a step back and involve humans-in-the-loop to observe the patterns of AST generated fixed and pursue the positive effects brought by one-on-one human tutoring [17].

### 3.3 Computer-Supported Tutoring Tools

Previous researchers have designed and implemented computer-supported tools to facilitate TA-student interactions. Some of these tools allow course staff to group and search for a piece of code among all submissions from the whole class. Online learning environments such as MOOCs are a common use case for these implementations [16, 17, 29]. An example of these tools is OverCode [29], which uses both static and dynamic analysis to cluster similar solutions. Based on the solution clusters, instructors are also allowed to apply different criteria to further filter and cluster solutions. In this way, instructors can initiate intervention or provide more targeted feedback on common misunderstandings specific to the cluster to which the student belongs.

Another type of TA-assistive tool provides information on one snapshot in depth. For example, AIORT [19] is an interface that utilizes automated feedback techniques to assist TAs in determining if one code submission is on the right track or not. In addition to a yes or no answer to whether this piece of code is moving in the right direction, the interface also provides term
lookups and test cases relevant to this problem. In addition, code visualization tools [20, 21, 22] can also be helpful when TAs walk the student through the debugging process.

Among all these previous works, few of them focus on assisting TAs to understand how an individual student’s code develops, and then initiate a conversation with this one student. Pensieve [23] organizes snapshots of student code as they progress through an assignment. Some of these works use IDE events to represent one student’s code development procedures in solving one coding problem. TaskTracker-tool [24] tracks code snapshots of scores gained and IDE actions (e.g. edit, run, or paste code) to help TAs or instructors gain deep insight into the process of student programming.

Similar to all these computer-supported tutoring tools, our implementation also attempts to provide support by reducing extraneous cognitive load in various ways (e.g. chunking information, reducing redundancy, etc.). However, our work focuses more on helping TAs gauge the information which is commonly challenging to gain to prepare for a common ground for TA-student conversation.
Chapter 4: Overview of the System

There are four components in this interface. Each component is designed to reveal how this student’s code develops from different perspectives. The main strategies used in the interface to reduce cognitive load are 1) the dual coding approach that represents information in different colors; and 2) the chunking information approach that chunk bug-concept relationships into a table.

![Figure 4.1 The Assistive Interface: (A1) problem description; (A2) test cases for this problem; (B) Submission History Snapshots; (C) the selected submission and its closest correction; (D) a concept table that maps required concepts with bugs and student’s edits](image)

4.1 Components

4.1.1 Question Information
The question information section is on the left side of the interface. The name, description, and test cases of this question will be displayed in Figure 4.1(A1), and Figure 4.1(A2). Users can click each test case to view the student’s output and correct output, and the color of these test case buttons indicates whether the code passed (green) the test case or not (red). In response to
the change in code submission selection (see section 4.1.2), the color and output of test cases would also change.

The best use scenario of this feature could be 1) helping TA locate the submission that passed most of the test cases. This version is most likely when the student is close to the correct answer; 2) helping TA find the test case(s) that exist in most of the submissions, these test cases may indicate some problems that the student was unable to solve during the whole process.

4.1.2 Submission History Snapshots
This section uses a sequence of code snapshots each with a green bar on the left side to represent a student’s code submission history. The height of these green bars symbolizes how similar the current code is to the closest correct version. There are two checkboxes on top of the snapshot sequence - Student’s Edits and Correction’s Edits. By selecting “student’s edits”, users can see the blue highlight that indicates which parts the student changed in the next submission (Figure 4.2); similarly, by selecting “correction’s edit”, users can see the red highlight that indicates what needs to be changed in order to get the correct answer (Figure 4.3). By selecting both checkboxes, users can see the overlapped area, and that means the student edit is the same as the suggested correction, and this can be interpreted as the student located the buggy place successfully (Figure 4.4). When the user clicks on one of the snapshots, more details about this submission will be displayed underneath.

Our design purpose of this section is to shorten TAs’ time in finding out whether the student is moving toward the right track - TAs can observe the height of the green bars, or the area of overlapped highlights to obtain this information.
4.1.3 One Submission

After clicking one snapshot, the submission details will be shown in this section. The left column shows the code the student submitted, and the right column shows the closest correct version for the student’s submission. The differences between these two submissions are also highlighted.

This section is implemented using the diff2html library [23], which provides a clean code comparison visualization in the frontend. Providing the correct solution on the side has been proven to be helpful in a previous study [4] and in this study - our user test result shows that all participants, regardless of their years of assistant teaching experience, agreed that the correct solutions supported their thinking process. The intention of highlighting every difference between the correct version and the student’s version is to aid the process of finding multiple
instances of the same bugs and finding visually minor or positionally connected bugs, which are all identified as challenges for TAs in their debugging process [4].

4.1.4 Concept Table
Lastly, a concept table would show at the bottom. The intention of this design is to reduce TAs’ cognitive load in understanding the student intent, debugging skills, and understanding of required concepts. This table will show users the bugs and student edits associated with each concept, as well as how many edits made by this student are correct.

Table 4.1 is an example of a concept table for one submission history. Red, blue, and green highlights imply information related to the current submission. C#1, C#2, and C#3 are highlighted in red, which means there are bugs associated with these three concepts in the current submission. Similarly, from the blue highlights we can tell that student has edited code related to C#1, C#2, and C#4 in the current code. The green highlight implies the edit student made to C#1 successfully solved the bug related to the same concept. The logic to decide whether an edit is correct is: 1) there is a bug and a student’s edit on the same concept; 2) the same bug does not exist in the next submission. Only in this case, the green highlight would appear.

For C#1, the student demonstrated good debugging skills by finding and resolving all related bugs; for C#2, the student showed some level of ability to diagnose the problem associated with it but still be struggling to correct it. The student failed on debugging tasks related to C#3 and C#4 by changing the wrong places. In terms of the numbers in the table, the student may already understand C#1 because it only appeared in two submissions and has been resolved. C#2 might be the most confusing concept for this student since it existed in 10 submissions and remained unsolved. The student was likely not to realize the problem related to C#3 and thought the code related to C#4 was buggy. But soon the student realized it was not, since the student changed the
code related to C#4 back in 2 submissions. Therefore, the instructor may need to talk about C#2 and C#3 with the student to help on solving this problem.

Table 4.1 An Example Concept Table

<table>
<thead>
<tr>
<th>Concept</th>
<th>Bugs</th>
<th>Student’s Edits</th>
<th>Correct Edits?</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>C#1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>There is at least one bug related to C#1, and the student successfully located and resolved all related bugs.</td>
</tr>
<tr>
<td>C#2</td>
<td>10</td>
<td>9</td>
<td>0</td>
<td>There is at least one bug related to C#2, and the student successfully located at least one of them but failed to resolve all related bugs.</td>
</tr>
<tr>
<td>C#3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>There is at least one bug related to C#3, but the student failed to locate any of them in this submission.</td>
</tr>
<tr>
<td>C#4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>There is no bug related to C#4, but the student changed the code related to this concept.</td>
</tr>
</tbody>
</table>

4.2 Usage Scenario

In current standard practices, the student will bring one version of the code to the TA (sometimes with the test cases). And there are three main differences made in this work that better assist TA to find more valuable information.

By only looking at one version, it is hard to understand how this student’s logic develops. With the code history, TAs can identify salient patterns or changes made by the student, and hence ask students questions such as “Why do you change A to B” to better communicate with the student.

In addition, our interface provides TAs with the closest correction along with highlighted differences between the correction and the student’s code. This feature makes sure every bug is highlighted so that TAs are less likely to miss certain bugs. Lastly, this work is also able to
connect the bugs and edits that appear in one code history with the required concepts. Therefore, TAs are able to more quickly associate the bugs with certain concepts that are misunderstood by the student and provide feedback on time.
Chapter 5: Methodology

5.1 Participants
We recruited study participants through 1) announcements made by the CS introductory course instructor; 2) a mailing list for current and past undergraduate computer science TAs at Washington University in St. Louis. Participants received a $20 gift card in recognition of their participation in a 1.5-hour-long study session. Among these 10 participants, 6 of them have one semester of TA experience, 4 have more than 4 semesters’ experience, and the rest two participants have been TA for 2 semesters and 3 semesters respectively.

5.2 Study Material
5.2.1 Interfaces

![Figure 5.1](image)

Figure 5.1 The Baseline Interface: (A1) problem description; (A2) test cases for this problem; (B) a slide bar to select submission; (C) the code of the selected submission.

Two interfaces are used in the experiment. In addition to the assistive interface introduced in the last section, another interface being used is the baseline interface (Figure 5.1). The baseline interface only shows the basic information about this problem and the code submission history: the left column shows the problem description and test cases, and on the right side, users are able to select and view the code for a certain submission by changing the scroll bar. Since the
information on the baseline interface is the same as TAs would see in regular student-helping settings, this interface enables us to conduct experiments in the control condition.

5.2.2 Problem Data
To present the code histories on the interfaces, we obtained the problem descriptions, required concepts, test cases, correct output, and the student code submission history from the CSED2019-Data-Challenge dataset [26]. We conducted data transforming and manual checks to select code histories with a length greater than 5 and unusual patterns in their code development. The length and unusual patterns increase the complexity of the code histories and thus can be challenging for TAs to interpret students’ intentions. And then, a data pipeline has been built to generate 1) a correction for each erroneous code submission [4]; 2) a difference between each submission and its closest correction [4]; 3) the difference between each submission and its next submission; 4) output of each test case for each submission, and 5) mapping 2) and 3) to the required concepts.

5.3 Experiment design
5.3.1 Experiment process
The purpose of the experiment is to examine whether the assistive interface is able to reduce TAs’ cognitive load and scaffold TA-student interactions. We conducted a 1.5-hour long one-on-one session with each participant. During the session, the participant is required to use specific interfaces to look at 6 code histories written by novice programmers and then answer survey questions. To mitigate the difference caused by individual ability and interface-using order, we first assigned each participant to one of the four groups. Group settings details are shown in Table 5.1. The notation “Baseline (h1, h2, h3)” means the participant will use the
baseline interface to look at code history and answer questions on code history#1, #2, and #3 subsequently.

Participants first watched a 1-2 minute long demo video to learn about their tasks, survey questions, and how to use the first interface before they started on the first three code histories. After finishing tasks on the first three histories, participants would watch another 1-2 minute demo video on how to use the second interface and then finish tasks on code history 4-6. For each code history, the participant 10-15 minutes to observe the code history and answer survey questions.

| Table 5.1. Question-Answering Order in Different Groups |
|-----------------|-----------------|-----------------|-----------------|
| Group           | Number of Participants | First Three Code History | Last Three Code History |
| group#1         | 3                | Baseline (h1, h2, h3)   | Assistive (h4, h5, h6) |
| group#2         | 2                | Assistive (h4, h5, h6)  | Baseline (h1, h2, h3)  |
| group#3         | 3                | Assistive (h1, h2, h3)  | Baseline (h4, h5, h6)  |
| group#4         | 2                | Baseline (h4, h5, h6)   | Assistive (h1, h2, h3)  |

5.3.2 Survey questions

The survey starts by asking for participant id, group id, and years of TA experience. And then for each of the six code histories, participants need to answer three sets of questions based on their observation of the code history: section 1: How well does the code history owner understand and use each required concept (rating from 1-7); section 2: How well the code history owner does in debugging (rating from 1-7); and section 3: How to initiate the conversation with the code
history owner? All the survey questions aim for evaluating how well the interface scaffolds the participant to understand the development of the code history and initiate the conversation with the code owner.

5.4 Data collection
We collected two types of data from participants: survey answers and screen recordings using both interfaces during the whole experiment. From the data, we are able to extract participants’ assessments of each code history owner’s understanding of concepts, debugging ability, participants’ way of initiating the conversation and question-answering time for these six problems. We also built the ground truth for survey questions in section 1 and section 2 by answering these questions by ourselves and the GPT-4 model [28] and validating the GPT-4 generated justifications of each score manually as a quality control procedure.
Chapter 6: Data Analysis and Results

In this section, we first conduct a statistical analysis using ANCOVA [30] and repeated measure ANOVA [30] on the distances between participants’ answers in the survey section 1 and section 2 to the ground truth of each section, as well as the time spent on each code history. Next, we use thematic coding [27] to identify the themes in teaching assistant responses to the questions in section 3. Lastly, we use the analysis result in the first two steps to examine whether the assistive interface facilitates better TA-student interactions by answering three research questions: RQ1: Does the Assistive Interface help TAs obtain information faster? RQ2: Does the Assistive Interface help TAs obtain information more accurately? RQ3: Does the Assistive Interface help TAs understand a student’s intent better?

6.1 Justification of Methods Choices

In this study, ANCOVA is used for examining the influence of an independent variable on a dependent variable while removing the effect of the covariate factor. In our experiment settings, we eliminated the variance introduced by different code histories by selecting code histories with similar complexities. Therefore, participants’ task performances mainly depend on the interface use and their own experience level. As we want to examine the effect of the interface used on TAs’ performance regardless of participants’ experience level, we assigned the semesters of TA experience, a self-reported value, as the covariant to represent participants' previous experience, interface used as the independent variable, and task performances (e.g. distance to ground truth, time spent) as the dependent variable. ANCOVA results are used to indicate among 60 tasks completed by 10 participants, whether tasks performed using the assistive interface achieve better performance regardless of participants’ experience level.
Repeated measures analysis, by definition, deals with response outcomes measured on the same experimental unit using different settings of within-subject variables [citation here]. The within-subject variable represents the conditions each individual is exposed to. It allows researchers to control participants’ differences since each participant serves as their own control. In this experiment, the interface use is the within-subject variable, and we repeated the observing code history task with different interfaces used on each participant. As each participant performed three tasks on each interface, the mean value of task performances on one interface is aggregated to represent this participant’s performance on one interface. The repeated measures ANOVA is mainly used to examine whether the assistive interface can improve an individual’s task performance.

Thematic coding analysis is a qualitative analysis approach used for identifying common themes and arranging these themes in multiple ways to reveal patterns in the data. Reasons for applying this approach in our experiment are: 1) the human thought process is complex and thus hard to be measured by a quantitative matrix; 2) unexpected patterns and scenarios can be identified to facilitate a more well-rounded evaluation and improvement of the system design.

6.2 Quantitative Analysis

6.2.1 Performance in Evaluating Students’ Concepts Use
To compare participants’ performance in evaluating students’ concepts use using baseline and assistive interfaces, we use the distance from the ground truth to participants’ answers in survey section 1 to represent one participant’s performance. The lower the distance is, the better this participant performed in this task.

We first performed ANCOVA on section 1’s data by setting the interface used as the independent variable, experience as the co-variant, and distance to ground truth per code history as the
dependent variable. The result is shown in Table 6.1. Although the average distance per code history using the assistive interface (5.37) is lower than which of the baseline interface (6.87), the uncorrected p-values (p-unc) indicate neither the interface used nor previous experiences have a statistically significant effect on the evaluation of students’ concept use.

Table 6.1. Section 1 ANCOVA Result

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>DF</th>
<th>F</th>
<th>p-unc</th>
<th>np2</th>
</tr>
</thead>
<tbody>
<tr>
<td>interface</td>
<td>33.750000</td>
<td>1</td>
<td>3.237398</td>
<td>0.077269</td>
<td>0.053744</td>
</tr>
<tr>
<td>experience</td>
<td>6.206061</td>
<td>1</td>
<td>0.595303</td>
<td>0.443563</td>
<td>0.010336</td>
</tr>
<tr>
<td>Residual</td>
<td>594.227273</td>
<td>57</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

Next, we examined whether different interface use makes a difference in each individual’s performance using repeated measure ANOVA (Table 6.2). While the average distance after using the assistive interface did decrease for 70% of all individuals, the result is not statistically significant.

Table 6.2. Section 1 repeated measure ANOVA Result

<table>
<thead>
<tr>
<th>Source</th>
<th>F Value</th>
<th>Num DF</th>
<th>Den DF</th>
<th>Pr &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>interface</td>
<td>3.7461</td>
<td>1.0000</td>
<td>9.0000</td>
<td>0.0849</td>
</tr>
</tbody>
</table>

Combining the ANCOVA and repeated measure ANOVA results, we found that section 1 questions answered using the assistive interface are generally closer to the ground truth, and for each participant, using the assistive interface also makes the answers more accurate. Such observation may imply the positive effects of the assistive interface. However, since no statistical significance was observed, the influence caused by the interface used can be minute.
In light of the results of participants' evaluation of students' concept use, it can be explained that the assistive interface did not perform as well as we expected due to the fact that the code history is not closely connected to concepts, but it is also surprising that the accuracy is not correlated with the prior experience of TAs. According to participants’ feedback, most of them perceived this experiment and their previous assistant teaching jobs as a debugging process rather than a combination of understanding, diagnosing, and communication processes. Since most of their previous experience does not include the concept evaluation process, the prior experience represented by the length of assistant teaching semesters cannot accurately represent their capability of evaluating students’ concept use. In addition, the variation in participants’ evaluating standards could be another reason that contributed to the insignificant impacts from both interfaces used and prior experience.

6.2.2 Performance in Evaluating Students’ Debugging Skills
Similar to section 6.2.1, we use the distance from the ground truth to participants’ answers in survey section 2 to represent one participant’s performance score in evaluating code owners’ debugging skills. Table 6.3 and Table 6.4 use the same approaches as the previous section to group all data points.

To perform ANCOVA on section 2’s data, we set the interface used as the independent variable, experience as the co-variant, and distance to ground truth per code history as the dependent variable. The result is shown in Table 6.3. The average distance for each code history using the assistive interface and the baseline interface is 4.6 and 5.9 respectively, and the p-unc value of the interface indicates that the assistive interface made a statistically significant difference in participants’ performance in evaluating code owners’ debugging skills regardless of their previous TA experience.
We also examined the interfaces’ effects on each individual using repeated measure ANOVA (Table 6.4). Based on the fact that 80% of participants achieved lower average distance after using the assistive interface, together with the p-value (0.0423), we can conclude that the assistive interface helps each individual perform better in evaluating students’ debugging skills.

Comments from participants may explain how the assistive interface improved participants' performance in evaluating debugging skills: “I can understand the student's intention to change from one version to the next version by using both interfaces, but only by using the assistive interface can I always tell whether this change is expected (in the right direction)”. Moreover, all participants favored the corrections (Figure 4.1(C)) on the side with the highlight feature on the assistive interface, which helped them identify all bugs within a shorter time. In summary, the assistive interface reduced TAs’ workload by helping TAs locate bugs and tell whether students’ changes are on the right track or not, thus the accuracy of diagnosing code owners’ debugging skills was improved both within each individual and among all participants. Participants’ prior experience, again, turns out to be less influential on the result. Similar to section 6.2.1, the
variation in participants’ evaluating standards may once again affect the measurement of prior experience’s effects.

6.2.3 Participants’ Time Spent
We also conducted quantitative analysis in comparing two types of users’ time spent (Table 6.5 and Table 6.6). Overall speaking, assistive interface users tend to finish their tasks quicker, with an average time of 11.55 minutes and 11.93 minutes per question, but there is no significant difference between the time use of different interface users or difference within each individual.

<table>
<thead>
<tr>
<th>Source</th>
<th>SS</th>
<th>DF</th>
<th>F</th>
<th>p-unc</th>
<th>np2</th>
</tr>
</thead>
<tbody>
<tr>
<td>interface</td>
<td>0.820560</td>
<td>1</td>
<td>0.066653</td>
<td>0.797203</td>
<td>0.001168</td>
</tr>
<tr>
<td>experience</td>
<td>83.502235</td>
<td>1</td>
<td>6.782794</td>
<td>0.011717</td>
<td>0.106342</td>
</tr>
<tr>
<td>Residual</td>
<td>701.720811</td>
<td>57</td>
<td>NaN</td>
<td>NaN</td>
<td>NaN</td>
</tr>
</tbody>
</table>

Table 6.6 Repeated Measure ANOVA on Time Spent

<table>
<thead>
<tr>
<th>Source</th>
<th>F Value</th>
<th>Num DF</th>
<th>Den DF</th>
<th>Pr &gt; F</th>
</tr>
</thead>
<tbody>
<tr>
<td>interface</td>
<td>0.0384</td>
<td>1.0000</td>
<td>9.0000</td>
<td>0.8490</td>
</tr>
</tbody>
</table>

As the result indicates, the assistive interface users would not perform quicker than baseline interface users. One possible explanation could be the experimental settings is not identical to the office hour settings. Participants are required to finish each question in roughly 10 minutes, whereas during office hours, the session ends once the student thinks problem-solved. And participants also need to write down answers instead of talking to students, which may make a difference in time spent. Another cause may be the greater amount of information on the assistive interface compared to the baseline. Participants may stay longer on the assistive interface and try to obtain more data. In addition, the increment of features and information on
the assistive interface can result in a higher learning curve and thus slow down participants’ speed.

6.3 Thematic Coding Analysis
We also performed thematic coding analysis on participants’ responses in section 3 as our qualitative data analysis strategy. In this section, TAs depicted how to initiate the conversation with the code history owner and the rationale behind it. We mainly use this information to assess participants’ understanding of students’ intent and their feedback on the assistive interface.

6.3.1 How Code Develops
Two types of codings demonstrated participants’ understanding of code development. The first type of phrase is used to summarize what is the student doing. For example, in code history#1, the code owner kept adding if cases that specifically target passing each test case rather than writing code to handle more general cases. One participant summarized the development of this code history as “to (barely) fit the test cases”, which showcases a good understanding of code development. However, most of the code histories are hard to be clearly described in a short sentence. Therefore, such coding only appeared once from an assistive interface user.

A more feasible way to examine participants' understandings is to check the coverage of potential problems in participants’ answers. We assume that the more problems a participant mentioned in the answer, the better understanding this participant has. Potential problems include bugs that cause test case failures and bad practices that do not affect the test case results. One example of the “bad practices” is an unnecessary change from submission#6 (Figure 6.1) to #7 (Figure 6.2) in code history#6. Among all collected responses, one participant answered “I would also ask them about their thoughts on the previous and after iteration to check whether using both ifs is necessary” to point out the student’s bad practice in the if-else structure.
Another example is in code history#4, only one participant pointed out the bug in the if condition and designed a test case to walk the student through it. This bug is visually minor and has been deleted (rather than solved) in the later submissions due to approach changes, but it clearly shows this student’s limited understanding of the modulus symbol and calculation. Figure 6.3 shows the submission that contains the bug, and the test case the participant suggested is “test case 21 is incorrect for all versions of the code except the final version. The idea of using \( n \neq x \) and \( n/x = x*(n/x) \) is incorrect.”

While users of both interfaces did a great job in finding bugs that directly affect test case results, participants using the assistive interface outperformed their counterparts using the baseline interface in locating bad practices that did not directly cause the failure in test cases, but reveal students’ incompetence in concept use or debugging. This conclusion is drawn from participants’
answers to “What version of the code would you ask the student to explain and why”. 33.33% (10 out of 30) answers from participants using the assistive interface and 13.33% (4 out of 30) answers from participants using the baseline interface choose to talk about the bad practices. This result implies a higher probability for assistive interface users to notice more problems in students’ code development, and hence understand students’ intent better and initiate more informative conversations.

6.3.2 Repeated Submissions
Repeated (but not adjacent) submissions often imply the student’s struggling - the student moves towards a direction for a while and then gave up and reverts to a previous version. In this experiment, 3 participants pointed at submission#3 and submission#5 of code history#2 and asked “Are these two submissions identical?” This also happened when participants were working on code history#1 and #6. Since the same submissions in code history locate closer, most participants easily identified them as well as the students’ attempts to solve the off-by-1 issue. However, none of the participants, either using the assistive interface or the baseline interface found the same pattern in code history#3, where the first submission is identical to the 10th (out of 12) submission, and the student was struggling with locating the bug in 9 iterations between these two submissions. Participant’s failure to find identical submissions located far away suggests the need to present the connections between repeated submissions.

6.3.3 Feedback on the Assistive Interface
Feedback on each component of the assistive interface has also been extracted. All participants mentioned that 1) corrections (Figure 4.1(C)) on the side and highlights to show the difference between the student’s code and the correct version are helpful; 2) test cases and corresponding outputs (Figure 4.1(A2)) are helpful, regardless of each participant’s reliance (e.g time spent on
test cases, number of clicks) on test cases varies; 3) comparing to one version of code that students usually bring to the office hour, code history enables TAs to learn about the student’s intent and debugging skills.

While two participants think the green bar (within Figure 4.1(B)) in the assistive interface is one of the most frequently used features to observe whether the student is on the right track, two participants mentioned the green bar is confusing, because they intuitively believe it represents how many test cases this submission passed even they know what the green bar stands for.

Novice TAs tend to rely on the concept table (Figure 4.1(D)) more. However, one participant (id: 6) is confused by the concept table. “I thought the number means the total number of bugs that occurred (but it is actually the number of submissions that contains this kind of bug).”, and two participants said they did not use the concept table too often due to the learning curve. These comments suggest the need to revise the concept table to provide more clear and more straightforward information.

Some feedback is not expected at the point when the experiment was designed. One participant (with more than 4 semesters of TA experience) only observed the code itself rather than other features. “I spent most of my time looking at the student’s code section and rarely looked elsewhere. Personally, I prefer baseline cuz it’s more clear.” Another participant shared their own vision of auto-correction and TA works - this participant suggested using gpt4 to generate corrections and it actually went very well in comparing code, detecting all bugs, and other tasks. “Maybe (in the future) we don’t need TAs anymore.” On the other hand, we need to be wary of the overuse of technology by both students and help providers and design instructions, assessments, and feedback accordingly.
6.4 Results

With the analysis results in sections 6.2 and 6.3, we are able to answer the three research questions.

**RQ1: Does the Assistive Interface help TAs obtain information faster?**

Although many participants said having the correct solution on the assistive interface allows them to locate bugs faster, the results in section 6.2.3 indicate that using the assistive interface has little improvement on TAs’ information processing speed.

**RQ2: Does the Assistive Interface help TAs obtain information more accurately?**

By using the assistive interface, participants are able to obtain information on students’ debugging skills more accurately. Assistive interface users also tend to have better performance in assessing code owners’ concept use, yet no statistical significance has been shown in this task.

**RQ3: Does the Assistive Interface help TAs understand a student’s intent better?**

From the thematic code analysis in section 6.3.1, assistive interface users are more likely to initiate a conversation on multiple latent problems in addition to the code lines that caused test case failures directly. The correction comparison and highlighting feature in Figure 4.1 (C) may contribute to the process of locating these problems and making participants think about the logic behind them. However, assistive interface users did not outperform baseline interface users in identifying students’ struggles using repeated submission.
Chapter 7: Conclusion

7.1 Discussion
In this work, we build an assistive interface to reduce TAs' cognitive load and prepare them for TA-student interactions with a common ground with the student. The user study results on 10 participants suggest this tool’s positive effects on scaffolding the evaluation of code history owners’ concept use and debugging skills, as well as revealing visually minor, student-specific problems to facilitate conversations between TAs and students. However, this interface failed to accelerate TA’s speed, and the feedback from participants also suggests some flaws in the interface design.

7.1.1 Feedback
Feedback from the user study suggests there is too much information on the interface. Based on the strategies to reduce extraneous cognitive load by removing redundancy, the amount of information in the snapshot view and the concept table should be reduced. For example, we can only keep the green bar in the submission history snapshot section to represent each submission, and we can reorganize the information in the concept table and keep the minimum numbers and colors to map concepts with the student’s code.

7.2 Future Work

7.2.1 Expanded Study
As is shown in Section 6, due to the small number of participants (n=10), it is hard to obtain statistically significant results. Recruiting more participants would contribute to more generalized results.
7.2.2 New Approaches to Generate and Represent Code Correction
One participant proposed to use GPT-4 [26] to generate automated code correction and answers to the survey questions, and the results were promising for novice programmers’ code. It would be interesting to evaluate and compare the performances of GPT-4 and traditional models (e.g. AST) on tasks such as automated code correction and debugging. If GPT-4’s high performance is consistent, we can think of how to integrate that into tutoring tools and how to organize and represent the generated information to best assist learning and teaching.
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