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ABSTRACT
With the growth in chip size and reduction in line width, delays in driving long lines have become increasingly important in determining overall chip level performance. In synchronous systems the proper distribution of the clock signal is critical in determining system throughput. This paper considers the problem of optimally driving clock lines. A general delay model is developed and applied to a clock tree where the path distances from the root node to each of the leaf nodes are all equal. This strategy reduces clock skew and increases clock rates. A tree delay model is developed and is used to determine the optimal number and placement of buffers within the tree so that the clock delay is minimized. An example of a clock tree driving a synchronous crossbar network is provided, and minimum delay and corresponding number of buffers are indicated as a function of the minimum line width and network size. For a 64x64 network this minimization technique yielded an order of magnitude delay reduction over standard single exponential buffer usage.

1.0 Introduction:
Developments in VLSI fabrication technology have rapidly increased the size of chips as well as reduced minimum line width. As this continues, delay in control and data lines is becoming critical in designing high performance systems [SCH82, CART84]. Driving long lines can be especially acute in globally synchronized clocked systems. Two such systems whose clock distribution properties have been analyzed are discussed in FISCH83 and WANN83. These studies indicate a close relationship between delays in clock lines and system performance (data rate). To reduce clock skew the clock distribution often takes the form of a H-tree [WANN83]; Kung [KUNG82] has shown that the delay in a full H-tree increases as $O(N^2)$ where $N$ is the network size. This paper presents a technique for minimizing delays in clock trees. The procedure is based on the insertion of buffers on the clock lines to minimize the propagation delay, and yields the number of buffers, their position and size. In a 64x64 crossbar network example an order of magnitude reduction in the clock distribution delay is obtained over the single optimum exponential buffer case.

The propagation delay along a single section of a line is first modeled by a buffer driving a line and a load. The section delay is minimized, and the total line is then divided into a number of sections such that the total line delay is minimized. This technique is then applied to a clock tree, which is first reduced to a single electrically equivalent line by repeatedly folding the tree. The number of buffers, their position and size that minimize the delay are obtained for the folded clock tree. These folded line parameters are mapped back into equivalent parameters for the unfolded clock tree preserving the minimum delay.

2.0 Delay Model of a Section:
The basic circuit configuration is shown in Figure 1a and consists of (a) a source which is an NMOS transistor with pullup to pulldown ratio of $k$, a gate capacitance of $C_g$, and a pulldown resistance of $R_p$; (b) a line of total length $L$ with distributed resistance and capacitance lumped into values $R_L$ and $C_L$; and (c) an NMOS transistor load with a gate capacitance of $C_L$. The inductance of the line is neglected and it is assumed that the width and material of the line are uniform and fixed.

In general $k$ is greater than 1 and hence the largest propagation delay occurs when point $P_1$ is charged to the power supply voltage. In this analysis the worst case pullup delay will be used, although if superbuffers were used the smaller pulldown delay would be appropriate. (It is also possible to employ the pair delay). The line is modeled by a series resistor and shunt capacitor. The load (gate capacitance of the next transistor) is in parallel with the line capacitance.

The complete delay model for a section is shown in Figure 1b. The signal propagation time from point $P_1$ to point $P_3$, defined as the product of the equivalent resistance and capacitance of the section, is given by

$$d_s = (kR_{gs} + R_L)(C_{g1} + C_L)$$
$$d_s = kR_{gs}(C_{g1} + C_L) + R_LC_L + R_LC_{g1}$$

(1)
The first term is the delay in driving the line and load transistor capacitances by the source
transistor. The second and third terms represent the delays involved in driving the line and load capacitances, \( C_L \) and \( C_L \), by the line resistance \( R_L \). For a given \( L \), since the width and material of the line are fixed, these two terms cannot be reduced any further. For a long line, \( C_L \) will be large and the delay associated with the first term can be minimized by using a technique proposed by [JAE975]. A series of buffers starting with a minimum size buffer and exponentially increasing in size is used (Figure 2). The delay \( d_C \) in driving a capacitance \( C \) is then given by

\[
d_C = k*\tau*u*e * \ln (C/C_g^*)
\]

where \( \tau \) is the product of the resistance \( R_a \) and capacitance \( C_a \) of a minimum size transistor.

This technique is applied to the section in Figure 1a for driving the capacitance \( C_L + C_g^1 \) giving the minimized section delay as

\[
d_a = k*\tau*u*e * \ln \{ (C_L + C_g^1)/C_{g^1} \} \cdot R_a, C_g^1, R_s, C_g^1
\]

Consider a line of total length \( L_a \) with \( x \) indicating distance along the line, \( 0 < x < L_a \). Let \( R(x) \) and \( C(x) \) describe the variations of the resistance and capacitance. The line is divided into \( n \) sections with the position of the end of each section \( i \) given by \( L_{i-1} \), \( i = 1, \ldots, n \) (Figure 3). Notice that the load transfer of section \( i \) is also the source resistance for section \( (i+1) \) and \( L_0 = 0 \). The delay \( d_i \) in section \( i \) is given by

\[
d_i = k*\tau*u*e * \ln \{ (C(L_{i-1}) - C(L_{i-1}) + C_{g^1}(i+1))/C_{g^1} \} +
\]

\[
\{ (R(L_{i-1}) - R(L_{i-1})) * (C(L_{i-1}) - C(L_{i-1})) \}
\]

\[
\{ (R(L_{i-1}) - R(L_{i-1})) * C_{g^1}(i+1), i = 1, \ldots, n \}
\]

The total line delay, defined as the sum of the delays in all the sections, is given by:

\[
d = \sum_{i=1}^{n} \left( k*\tau*u*e * \ln \{ (C(L_{i-1}) - C(L_{i-1}) + C_{g^1}(i+1)) \} / C_{g^1}(i+1) \right)
\]

\[
\{ (R(L_{i-1}) - R(L_{i-1})) * (C(L_{i-1}) - C(L_{i-1})) \}
\]

\[
\{ (R(L_{i-1}) - R(L_{i-1})) * C_{g^1}(i+1) \}
\]

The total delay is seen to be a function of the lengths of the individual sections as well as the number of sections. Assume that the number of sections into which the line is divided is known, then the partial derivative of \( d \) with respect to \( L_i \), \( i = 1, \ldots, n \) can be determined, set equal to zero, and the resulting equations solved to obtain \( L_i \), \( i = 1, \ldots, n \). Thus, the lengths of the individual sections that give the minimum delay can be obtained for a given value of \( n \). A global minimum is determined by repeated application of this process with varying \( n \).

3.0 Clock Delay in Interconnection Networks

Figure 4 shows the structure of an \( N \times N \) synchronously controlled crossbar network built from 2x2 modules [HAA93]. The analysis presented here focuses on minimizing the delay in the clock distribution. As shown in WANG83, unequal delays in the clock line give rise to clock skew, which reduces the throughput of the network. Using a tree structure ensures that all clock line lengths are equal, thus reducing clock skew and increasing throughput.

In general, large interconnection networks are built from many chips and the clock distribution tree consists of a part that resides on the board containing the chips and distributes the clock to each individual chip, and a part that distributes the clock to submodules within a chip. The part of the tree residing on the board consists of metal lines having negligible resistance; preliminary analysis indicates that the delay in this part of the tree is small compared to the internal chip delay and hence can be neglected. The analysis presented here is restricted to the clock tree internal to a chip and to network chips of sizes \( N^{n/2}, N^2, \ldots, N^k \) for some integer \( k \). Figure 4 shows the clock distribution tree for an \( 8 \times 8 \) network. Due to the horizontal and vertical symmetry of the line, the voltage at all points in the tree equidistant from the root must be equal at all times and all such points can be connected without altering electrical behavior. Thus, two or more identical parts of the tree can be folded into one single structure. In doing so, the resistance of the folded tree decreases whereas the capacitance increases by the same factor. The tree for an \( N \times N \) network can be reduced to a single line by repeated folding (Figure 5). The resulting structure has \( 2n+1 \) sections, with the resistance per unit length decreasing by a factor of 2 from one section to the next and the capacitance per unit length increasing by a factor of 2. Figure 6 shows the variation of capacitance, resistance and depth of fold with the length of the line. The depth of fold of a section of the folded line is defined as the number of sections of the original tree that were folded to form the equivalent section of the folded line. Notice that the depth of fold of a given section of the folded tree, and increases by a factor of two from one section to the next.

While the equations previously developed for minimizing the delay are easily applied to continuous functions, the minimization procedure becomes complex and computationally intensive if the discontinuous functions of Figure 6 are used. Hence, these functions are approximated by the continuous functions given below

\[
C_a(x) = a_1 e^{-x} + a_2 e^{-2x} + \ldots + a_n e^{-nx} + b_1 e^{-x} + b_2 e^{-2x} + \ldots + b_m e^{-mx}
\]

\[
R_a(x) = c_1 (1-e^{-x}) + c_2 (1-e^{-2x}) + \ldots + c_n (1-e^{-nx})
\]

\[
N_a(x) = g_1 e^{-x} + g_2 e^{-2x} + \ldots + g_k e^{-lx} + h_1 e^{-x} + h_2 e^{-2x} + \ldots + h_t e^{-tx}
\]

Once the fabric parameter are known (e.g., 
resistance and capacitance of the line material), the coefficients \( c_1, c_2, \ldots, c_n \) above can be found via a computer program.
3.1 Minimization of Clock Line Delay:

In order to apply equation (5), the source capacitances $C_{gs}$, i = 1, ..., n, have to be obtained. Consider the effect of increasing the value of $C_{gs}$ on the delay of the (i-1)th and ith sections. The delay in the (i-1)th section increases because the capacitance in this section increases, while the delay in the ith section decreases since the buffer is larger. Evidently, there is an optimum value that results in minimum delay. To determine this optimum value of $C_{gs}$, we can use the minimization process to treat $C_{gs}$ as an independent variable. While this can be done, a more general analysis, in this analysis we assume that all buffers in the actual (not folded) clock tree have a minimum size transistor at their input. Let the depth of fold at point x be $N(x)$. Then in the folded clock line the input capacitance of a buffer located at distance x from the root will be $N(x)C_{gs}$.

Next consider the effect of dividing the folded clock line into n sections in the manner described in section 2.0. The source capacitance of the ith section, $C_{gs,i}$, is then given by

$$C_{gs,i} = \frac{N(L_{i-1})}{N(L_i)C_{gs,i}} \cdot i = 1, ..., n \quad (11)$$

This expression for $C_{gs,i}$ can now be substituted into (5); the expressions for capacitance, resistance and depth of fold functions will also be replaced by their approximate functions, $C_a(x)$, $R_a(x)$ and $N_a(x)$ respectively yielding the final approximation to the delay as

$$d = \sum_{i=1}^{n} \left[ k \cdot t_{au} \cdot \ln \left( \frac{C_a(L_i)}{C_a(L_{i-1})} \right) + \sum_{m=1}^{N(L_i)C_{gs,i}} \left( \frac{R_a(L_i)}{R_a(L_{i-1})} \cdot \frac{(C_a(L_i) - C_a(L_{i-1}))}{(C_a(L_i) - C_a(L_{i-1}))} \right) \right]$$

where $L_i = L_{i-1} \cdot \ln \left( \frac{C_a(L_i)}{C_a(L_{i-1})} \right) \cdot \frac{R_a(L_i)}{R_a(L_{i-1})} \cdot N_a(L_i)C_{gs,i} \quad (12)$

From (12) and (13) the positions of the individual sections $L_i$, i = 1, ..., n, that give the minimum delay can be determined using standard continuous function computer optimization schemes.

Let the resistance per square be denoted by $R_{sq}$, and the capacitance per square micron by $C_{sq}$. The typical values of $R_a$ and $C_a$ for a 5 micron linewidth NMOS technology are given in Table 1 [MEAD80]. Let lambda denote the minimum resolution (minimum line width is 2*lambda). Let the parameters with a superscript (') indicate the value of the scaled parameters. Then the scaling of the key parameters as lambda scales from lambda to lambda (lambda < 1) is as follows [MEAD80]:

- $R_{sq} = R_{sq}/k_s$
- $C_{sq} = C_{sq}/k_s$
- $R_m = R_m$
- $C_m = k_s C_m$

The following table lists the values of $R_{s}$ and $C$ for various materials:

<table>
<thead>
<tr>
<th>Material</th>
<th>$R_{s}$ (ohms/sq)</th>
<th>$C$ (pF/sq*micron)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metal</td>
<td>0.03</td>
<td>0.00003</td>
</tr>
<tr>
<td>Polysilicon</td>
<td>15-100</td>
<td>0.00004</td>
</tr>
<tr>
<td>Diffusion</td>
<td>10</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

**Table 1**

Furthermore, assume that the largest square chip that can be fabricated with acceptable yield, has a side dimension less than or equal to 1.5 cm. Also assume that this restriction applies as the linewidth decreases. Experience obtained from designing a 2*2 network module [DURR82] indicates that for a technology with lambda of 2.5 microns, a 32*32 network will occupy a chip area of about 2.25 sq. cm. If $L_{ch}$ is the length of a square chip occupied by an $N^2$ network with a line resolution of lambda, then the length of a square chip $L_{ch}$ occupied by an $N^2$ network with a line resolution of $k_s$ is $L_{ch}$ given by $L_{ch} = \frac{N^2}{L_{ch}^2} = \frac{N^2}{L_{ch}^2}$.

Next the clock line parameters will be selected assuming that the fabrication technology provides only one layer of metal. Clock line routing will likely be laid out in part on a material other than metal. In the example presented here, 90% of the clock line is metal and 10% is diffusion.

Consider equation (12) and (13). The functions $C_a(x)$, $R_a(x)$ and $N_a(x)$ can be determined. Also, $R_{sq}$, $C_{sq}$ and $L'$ are known for a particular network size and lambda. Hence (12) can be minimized to obtain the minimum delay in the folded clock tree. The actual minimization of equation (12) was performed using a program that finds the minimum of a non-linear continuous function constrained with a set of non-linear but continuous equality and non-inequality relations.

3.2 Minimization Results:

Figures 7 show the variation of capacitance with length, for various network sizes with lambda varying from 2.5 to 0.5 microns. The broken lines are the approximate curves and have been fitted with an error of less than 10%. Similar curves can be obtained for the variation of resistance with length. Figures 8 shows the variation of the depth of fold with line length.

Figure 9 shows the variation of the line delay with network size and lambda for the folded clock tree. Both minimized and unminimized (i.e., a simple exponential buffer drives the entire folded line) delays are illustrated. In section 4.0 it is shown that these delays hold for the unfolded clock tree also. Comparison of the minimized and unminimized delays show that there is a substantial reduction in the line delay due to the minimization technique. For a network size of 64*64 there is more than an order of magnitude reduction in the delay. Observe that as the network size decreases and lambda increases, the difference in the minimized and unminimized delay decreases. This can be explained as follows: The delay in a line given by (3) is the sum of (a) delay due to driving the line capacitance by a buffer and (b) delay due to driving the line capacitance by the line resistance.
The first part of the delay is minimum when the total line capacitance is driven by one buffer whereas the second part is minimum when the line is divided into numerous small segments and each one is driven separately. When the network size decreases and lambda increases, the contribution to the unminimized delay due to the second part is small and hence there is little or no reduction in the delay due to minimization. Hence "small" lines (definition of a small line depends on the length of the line as well as the resistance and capacitance per unit length of the line) can be driven as a whole without incurring any significant delay penalty.

Figure 10 shows the variation of the number of buffers required to obtain the minimum delay with lambda and network size. As the size of the network increases and lambda decreases, more buffers are needed to obtain the minimum delay. This is because the contribution of the product of the resistance and capacitance to the total unminimized line delay increases as the network size increases and lambda decreases. Since this delay term decreases as the number of buffers increases, the variations shown in Figure 9 are produced. For the current state of VLSI technology, only a few buffers would be required to drive the longest lines in minimum time. Of course, more buffers would be needed for long diffusion or polysilicon lines whose resistance per square is much larger than metal.

4.2 Placement of Buffers:

Starting at the root of the tree of Figure 4, traverse the tree to each leaf. In doing so, mark off lengths of $L_1$, $L_2$, .... and $L_n$ from the root. These are the positions of the buffers. Number the buffers so that all buffers in a path from the root to a leaf of the tree that are at a distance of $L_k$ from the root are numbered $k$. Notice the number of buffers as predicted for the folded clock tree has increased due to the process of unfolding the clock tree. The $i^{th}$ buffer in the folded clock tree has now been distributed in the actual clock tree into all buffers that are numbered $i$. This redistribution of a buffer in the folded tree to that in the unfolded tree takes place according to the depth of fold at that point. Consider the $4^{th}$ buffer in the folded tree being distributed in the above manner in the unfolded tree. The delay in the $i^{th}$ section of the folded tree is given by equation 4. Consider the effect of unfolding the tree on each term of (4). The capacitance being driven by each buffer in the unfolded tree decreases by a factor of $N(L_{i-1})$ while the resistance increases by the same factor. The first term of (4) consists of a ratio of capacitances and since the numerator and denominator decrease by the same factor, it remains unchanged in the unfolded tree. The second and third terms are products of capacitance and resistance which also remain the same with unfolding. Hence, (4) also gives the delay in the $i^{th}$ section of the unfolded tree. Since no delay term is affected by the unfolding, the delay in the unfolded tree is equal to the delay in the folded tree and is also the minimum. Figure 11 shows a folded clock tree and the positions of the buffers in the actual clock tree.

5.0 Conclusion:

The delay minimization equations developed in this paper were applied to the case of a binary tree distributing clock to all sub-modules of an N×N interconnection network chip. For $N = 64$, the minimization resulted in more than an order of magnitude reduction in the delay. In order to apply the analysis of a line to the clock tree structure, the clock tree was first collapsed to its form of a single line by making use of its symmetric structure. The minimization of delay is achieved by recognizing that the contribution of the product of the resistance and capacitance to the total line delay increases faster than the line length. Since the resistance and capacitance of a line are typically proportional to the line length, less delay is encountered if a number of smaller length lines are driven rather than the whole line. For long lines, the reduction in delay is appreciable. Such reductions are possible only if the the contribution of the resistance-capacitance product to the delay is significant. The minimization technique gives the number, position and size of the buffers required to obtain the calculated delay.
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Figure 1: Delay model of a section.

Figure 3: Partitioning a line into sections.

Figure 4: Clock distribution for an 8x8 crossbar using 2x2 modules (solid lines = clock tree, dotted lines = data paths).

Figure 5: Folding the clock tree into a single line.

Figure 6: Variation of resistance, capacitance and depth of fold with line length.

Figure 2: Exponential buffer driving capacitive load.

Figure 11: Placement of buffers in folded and unfolded clock tree.