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ABSTRACT

We propose to address problems related to the problem of Natural Language Process-
ing. Neural networks approach will be used in attacking these problems. In this pro-
posal 2 number of problems are considered: parsing of ill-formed sentences in addition
to well-formed sentences, resolution of some lexical ambiguities using syntactic con-
text, and parsing of sentences sequentially over an input stream which is unbounded in
length. Two network training approaches will be examined. Deductive training, based
on grammar rules, and induective training, based on sentence processing will be fully
investigated. Comparisons with each approach to

approach will be made.
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1. Introduction

The ultimate problem in Natural Language Processing (NLP) is to find
a processor which has the same facility with language as humans have. This
means that such a processor must not impose any artificial limits on sen-
tences or words. Unfortunately, parsing of NL is not a solved problem.
Although there have been many attempts to find such a processor, none of
them have fully succeeded.

Of course, the proposed system does not claim to be capable of solv-
ing the ultimate problem of NLP, but it will offer better performance in the
problem areas addressed than existing symbolic systems do. The problem
areas to be addressed are: parsing of ill-formed sentences in addition to
well-formed sentences, resolving some lexical ambiguities using syntactic
context, and parsing sequentially over an input stream which is unbounded
in length.

Our view is consistent with that of McClelland and Kawamoto. They
observe,



‘..that sentence processing is an on-line process, a process that unfolds in
real time as each word is heard’ (McClelland and Kawamoto, 1986, p.316).

We believe the most promising approach is one based on human sen-
tence processing. Determinism is central to that approach. NLP is thus a
deterministic process, one that does not backtrack but uses its current infor-
mation to choose correct interpretations as the structure unfolds.

Any model of language processing should permit alternative linguistic
structures to compete while inputs are processed. While computer models
based on backtracking may capture the competitive nature of sentence pro-
cessing they do not simulate it in the manner McClelland and Kawamoto
observed above. Furthermore, there is no evidence from human experiments
that any conscious re-processing of inputs is routinely performed, except
perhaps for “‘garden path™ sentences. Thus, competition among structures
must be addressed through other means.

A good example of competition can be found in the TRACE model of
speech perception (McClelland and Elman, 1986). In that work, competing
interpretations of the mock-speech feature vectors are proposed and activa-
tion levels rise or fall as each potential interpretation is supported or con-
tradicted. Parsers should permit syntax and other levels of processing to aid
in resolving lexical ambiguities just as ambiguous phonemes were resolved
in TRACE.

The proposed research is aimed at developing a computational model
of language processing which is consistent with a subsymbolic view of cog-
nition as well as the notion of determinism. The model is based upon the
Determinism Hypothesis proposed by Mitchell Marcus:

‘The syntax of any natural language can be parsed by a mechanism
which operates "strictly deterministically” in that it does not simu-
late a nondeterministic machine’ (Marcus, 1980, p. 2).



This hypothesis makes explicit the idea that natural language process-
ing need not depend in any fundamental way on the use of backtracking.
The consequences of this hypothesis are being explored here through the
development of parsing techniques which integrate work on symbolic, deter-
ministic parsing with current work in neural networks.

The result will be a model we call the Connectionist Deterministic
Parser (CDP). It features a parser which parses sequentially over an input
stream which is unbounded in length, parses slightly ill-formed sentences in
addition to well-formed sentences, and resolves some lexical ambiguities
using syntactic context.

The primary results of this thesis will be to establish and explore the
capabilities of a connectionist model (CDP) to process natural language
deterministically with all the capabilities discussed above.

2. Background on Connectionist NLP

Recently several researchers have proposed NLP formalisms based on
Neural Networks (NN). Waltz and Pollack (1985) and Cottrell (1985b) give
models for word-sense and syntactic disambiguation. A central aspect of
these models is that they process the different sources of knowledge used in
NLP, such as lexical and world knowledge in a highly integrated way. That
is, syntactic and semantic processing is combined. Fanty (1985) implements
the Cocke-Younger-Kasami algorithm for parsing limited-length strings for
context-free grammars in a bounded number of parallel computation steps
which is a function of the maximum length of input strings. An arbitrary
(15 word) limit is imposed on the lengths of input sentences. Selman and
Hirst (1985), built a model that tries to simulate the rules of a context free
grammar using an updating rule similar to the one used in the Boltzmann
machine (Hinton and Sejnowski, 1986) and apply simulated annealing.

In most neural networks or connectionist parsers, grammar rules are
processed into a network of units connected with excitatory and inhibitory
links. The number of units required to realize a given grammar is a function



of the maximum input sentence length and the complexity of the grammar.
Hence, a limitation is introduced on the number of elements that can be
present in the input streams. Sentences are processed within such a frame-
work by presenting them, possibly in a simulated left-to-right fashion, at the
input side of the network and activations are permitted to spread through the
network ( Cottrell, 1985a; Fanty, 1985; Waltz and Pollack, 1985). Alterna-
tively, a stochastic method, such as simulated annealing, is used (Selman
and Hirst, 1985).

All of these attempts share many of the same advantages and disad-
vantages, but none of the models allow "unbounded streams" to be pro-
cessed iteratively.

Classically, parsers process inputs iteratively from an unbounded
stream of input. Neural network parsers proposed to date do not work itera-
tively and often have limits imposed artificially on the length of a sentence.
There is, however, work underway on neural network iteration mechanisms
that could be used in neural network parsers of natural language. For exam-
ples of work on the mechanisms of iteration in neural networks see Williams
and Zipser, (1988) or Servan-Schreiber, Cleeremans, and McClelland,
(1988).

3. Background on Deterministic Parsing

There are several parsing frameworks which depend on search tech-
niques to find possible interpretations of a sentence: Augmented Transition
Networks (ATN, Woods, 1970), the chart-based parser (Kay, 1985) and the
Definite Clause Grammar (DCG, Periera and Warren, 1980) all depend in a
fundamental way on the use of backtracking. To many, such search
processes do not correspond well with their intuitions about human process-
ing of language. In particular, human parsing seems close to a deterministic
process: a process that does not search alternatives but rather uses the infor-
mation it has at the time to choose the correct interpretation. This section
examines deterministic parsing and other computational models based on
deterministic parsing.
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Deterministic, or ‘‘wait-and-see’’ parsing (WASP)! requires that
several (3 to 5) constituents of the input sentence be in view before deciding
on the appropriate structure for the current constituent. Once this decision
has been reached, it cannot be reversed and once structures have been con-
structed, they are never thrown away. Deterministic parsers are also rule-
based in that their actions are controlled by a collection of rules. To aid in
conflict resolution, the rules are partitioned into rule packets.

A single processing step in a deterministic parser consists of selecting
a rule to be fired from an active rule packet and firing the rule to alter the
structure and positions of constituents in the model. As with most rule-
based systems, rules whose left-hand sides are found to match the state of
the system are eligible to be fired. Rule packets are activated as a conse-
quence of which portion of the structure is being built and, within the
packet, conflicts are resolved through pre-assigned rule priorities and from
the static ordering of rules within each priority value. Once selected, the
rule is fired and its actions are performed. The action effects changes on the
stack and buffer. After a series of processing steps, a termination rule fires,
and the final parse structure is left on the top of the stack.

Deterministic parsing has provided convincing evidence that most
sentences can be deterministically parsed with a stack, a buffer of sentence
constituents, and partitioned packets of rules.

Several researchers have found rule-based, deterministic systems
valuable in exploring various aspects of language processing. PARAGRAM
(Charniak, 1983) considers all rules in parallel and "scores” each test per-
formed on the left-hand side of a rule according to predefined weights. The
rule with the best score is fired. Thus, some rule always fires and parsing
never fails due to a collapse in rules. This provides a context in which to
explore ungrammaticality, among other phenomena. On the other hand,

1 Waltz and Pollack (1985) characterize this option as one based on “‘delay”
as opposed to one based on backtracking.



ROBIE (Milne, 1986) is a deterministic parser that is able to resolve lexical
ambiguities. It resolves only local ambiguities ( ambiguities that can
resolved within the sentence). ROBIE resolves word sense ambiguity
without violating the strictness of the determinism assumption.

Other work on Deterministic parsing that relates to this research
includes and LPARSIFAL (Berwick,1985) which attempts to learn PARSI-
FAL rules from examples of positive evidence ( 1.e. grammatical sentences).
This parser starts with a small set of rules and grows up gradually by build-
ing new rules from experience of positive examples. So, in effect, the sys-
tem is inductively learning the grammar rules from sentence examples.

4. Advantages of Neural Networks

Neural networks provide an alternative to the rule-based approach.
Connectionist models of parsing exhibit more robustness, are easier to
modify, and generalize better than rule-based parsers. With these advan-
tages, connectionist parsing must be considered an important alternative to
classical, symbolic approaches.

Networks implement soft-constraint satisfaction. Networks degrade
gracefully when presented with input cases that are similar to, but not pre-
cisely like the training cases. The knowledge required in such tasks is not
attached to a single unit in the network, but distributed across many units.
Graceful degradation occurs as a natural by-product of a network model.

Our Neural Network (NN) approach leads to improvements over con-
ventional, purely symbolic approaches. Generalization, competition, and
learning capabilities of NN and the absence of backtracking in deterministic
parsing are the most important reasons to consider merging deterministic
parsing and NN approaches for attacking such NLP problems. This is true
particularly since training is based on sample inputs and their individual pro-
cessing steps with no facility for retracting previously built structure, The
collection of rule packets is replaced with a single connectionist network.
Training sets are derived either from existing rule-based grammars or from



traces of sentence processing.

We will investigate whether a neural network degrades in ways
advantageous to parsing novel structures (e.g., ungrammatical, and lexical
ambiguous structures). Connectionist networks support soft-constraint satis-
faction which make them well-suited for this type of task. Traditionally, this
goal has been pursued through the addition of mechanisms such as relaxa-
tion techniques (Kwasny and Sondheimer, 1981) or meta-rules (Weischedel
and Sondheimer, 1983) which are specifically designed to deal with those
problems.

Encouraging results were found in a prototype which is based on a
medium size grammar. Further description of the prototype system is avail-
able (Kwasny and Faisal, 1989a).

5. Backpropagation Network

A backpropagation network is used in this model (Rumelhart, et al.,
1986). It is a feedforward model and uses supervised learning methods.
Backpropagation networks are always hierarchical. They always consist of
at least three layers of processing units: an input layer, output layer and one
or more hidden layers. Ordinarily, not more than two hidden layers are
needed. The network used here on all experiments consists of only one hid-
den layer. It is constructed so that each layer is fully connected to the next
layer in feedforward manner. In other words, every unit in the input layer
will send its output to every unit in the hidden layer, and every unit in the
hidden layer will send its output to every unit in the output layer. There are
no connections among the units in a given layer. Thus the units are con-
nected to all units in the layer after them but not to any units within their
own layer. This connectivity is only one way to build a backpropagation
network. Backpropagation refers to a general learning rule, not to a specific
architecture.

This learning procedure involves presenting the network with a set of
pairs of input and output patterns. The system first uses the input pattern to



produce its own output pattern and then compares this with the correct out-
put pattern. If there is no difference, no learning takes place. Otherwise the
weights are changed to reduce the difference using the generalized delta
learning rule. This rule for changing weights following presentation of an
input/output pattern is given by

Ay wii =M (b = 0 ) iy =M &; ipi

Where 1, is the teaching input for the jth component of the output pattern for
pattern p, o,; is the jth of the actual output pattern produced by the presenta-
tion of the input pattem p, i,; is the value of the ith element of the input pat-
tern, 8, = 1; - 0, , and A, w; is the change to be made to the weight from the
ith to jth unit following presentation of pattern p.

The process of training the network is fairly straightforward. Before
beginning, the weights in the network are randomized, except those weights
from the outside world to the input layer. These simply are fixed at +1.

Then, the network is presented with repeated sets of input patterns.
For each input pattern, the weights on the interconnections are adjusted
using the generalized delta rule. After doing this many times, watching the
network’s output from the output layer, its performance improves so it will
eventually be able to correctly generate the desired output pattern for each
input pattern presented to it.

To explain briefly the operation of the network during training, and
how the weights are changed, a pattern to the network will be presented and
the resulting activation will be allowed to flow from the input layer through
to the output layer. Then, the resulting output pattern is compared to the
desired pattern and, beginning with output layer, adjust the weights layer by
layer, propagating each layer’s error back to the previous layer and comput-
ing weight changes according to the generalized delta rule. The weights
actually are not changed until after the error is propagated back to the previ-
ous layer. Once the activation has flowed forward through the network and
the error has flowed backward through the network, this iteration of the



network is complete and the network is ready to be presented with the next
pattern. This process is repeated many times until the system is trained.

6. Proposed Research

6.1. Objectives

Deterministic parsing promises to never backtrack. Neural network
technology promises generalization, competition, and learning capabilities
among other aspects. In a small prototype system (Kwasny and Faisal,
1989%a) these ideas are continuing to be investigated and encouraging results
are being found. I propose to continue conducting experiments along the
same line as the prototype system and improve these capabilities by merging
these two ideas and investigating them by building a natural language pars-
ing system (CDP) that combines the best features of both deterministic pars-
ing and neural networks. The result of this work will be a deterministic
parser that learns, generalizes, supports competition among potential sen-
tence structures, and performs sequentially over an unbounded input stream.
In addition to parsing well-formed sentences, the parser will be capable of
parsing some types of ill-formed sentences and resolving some lexical ambi-
guities using syntactic context. The network will be able to parse sentences
sequentially.

The main goals of this research are:

(1) To provide a mechanism that can parse input sentences and produce a
correct parse structure regardless of other capabilities the parser may
have. Although other aspects of language processing such as a
semantic component and the lexicon are of great importance, they are
not part of this model.

(2) To study various grammar leaming and training strategies. Two stra-
tegies for grammar learning will be used in the model. One is based
on rules in a rule-based grammar and the other is based on sentences
and their parse structures. The former is inductive and the latter is
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deductive learning. Also, two types of training will be pursued:
"deductive” training in which the training sequence is derived from
the rules of a deterministic rule-based grammar, and "inductive" train-
ing in which the training sequence is derived from the states of sen-
tence processing.

To evaluate the generalization capability of the model. The model
should be robust and parse ungrammatical sentences in addition to
grammatical sentences, and also be able to resolve some lexical ambi-
guities using local syntactic context.

To define the notion of "competition".

To achieve all these goals without introducing any artificial limits on
sentences or words. The model should be able to parse input sen-
tences of any length and perform sequentially over an input stream.

6.2. Impact

Aside from the enormous advantages to be attained through the

achievement of language processing capabilities approaching those of
humans, language is of particular importance in the ongoing debate between
connectionists and those advocating purely symbolic approaches to cogni-
tion. As Pinker and Prince note,

‘language has been the domain most demanding of articulated sym-
bol structures governed by rules and principles and it is also the
domain where such structures have been explored in greatest depth
and sophistication, within a range of theoretical frameworks and
architectures, attaining a wide variety of significant empirical
results” (Pinker and Prince, 1988, p. 78).

Thus it is of great interest to determine whether a connectionist language
processing system can be developed which rivals symbolic systems in
scope. As envisioned, the CDP model once completed will constitute a
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connectionist language processor, accommodating many aspects of deter-
ministic parsers to date.

At the same time the proposed model will have the following

improvements:

(D

(2)

3)

It will unify several deterministic parsing systems in one system that
is capable of handling many different aspects of language processing.
These capabilities range from parsing grammatical sentences (PARSI-
FAL, Marcus, 1980), to parsing ungrammatical sentences
(PARAGRAM, Charniak, 1983), to resolving some lexical ambiguity
(ROBIE, Milne, 1986), to learning new rules from examples (LPAR-
SIFAL, Berwick, 1985).

Unlike other models which impose a limit on the length of the input
sentences, the CDP will impose no artificial limit on the length of
input sentences. Parsers which are limited to sentences of a pre-
specified length (e.g., Fanty, 1985) suffer some drawbacks. Most
importantly, to expand such a parser, one needs not only to add more
units, one also needs to program these units with connections that
allow them to do the job they need to do. In addition, the size grows
rather quickly with the allowable length.

Classically, parsers process inputs iteratively from an unbounded
stream of input. Neural network parsers typically do not work itera-
tively. CDP will work iteratively on the input stream. It will provide
one method of processing an input stream the traditional way (itera-
tively) and still retain its connectionist advantages.

7. The Proposed Method of Solution

The method that will be used here is to train an adaptive neural net-

work using rule templates derived from the rules of a deterministic parser.
The performance of the network is measured in the course of parsing vari-
ous types of sentences. Grammaticality is defined in a relative sense:
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grammatical sentences are ones for which the rules of a particular deter-
ministic grammar apply to find a parse. Novel (ungrammatical, ill-formed,
or lexically ambiguous) sentences violate the rules in some way and thus no
rule-based parse can be found. Processing in the system is symbolic in
building structures and sub-symbolic in rule-following behavior. The result
is a deterministic parser that learns, generalizes, and supports competition
among structures and lexical interpretations.

7.1. Learning a Rule-Based Grammar

A deterministic parser applies rules to a stack and buffer of consti-
tuents to generate and perform actions on those structures. Its primary
feature 1s that it does not backtrack, but proceeds forward in its processing
never building structures which are later tossed away.

Training of the neural network proceeds by presenting patterns to the
network and teaching it to respond with an appropriate action using back-
ward error propagation. The input pattemns represent encodings of the buffer
positions and the top of the stack from the deterministic parser. The output
of the network contains a series of units representing actions to be per-
formed during processing and judged in a winner-take-all fashion. The
training data are derived as ‘‘rule templates’” from rules in a deterministic
grammar. These rule templates are instantiated once in each epoch of train-
ing. Once the network is trained, the weights can be stored in a file so that
various experiments can be performed with the network.

A variety of sentence forms were processed by the prototype system.
For test purposes, several sentences were coded that would parse correctly
by the rules of the deterministic parser. Also, several mildly ungrammatical
sentences were coded to determine if the network was generalizing in any
useful way. Finally, sentences containing lexically ambiguous items were
coded as ambiguous sets of features. The objective is to test if the syntactic
context could aid in resolving such ambiguities. The grammar used is capa-
ble of processing a variety of simple sentence forms which always end with
a final punctuation mark. Simple declarative sentences, yes-no questions,



-13 -

imperative sentences, and simple passives are permitted by the grammar.
What the model actually sees as input is not the raw sentence but a canonical
representations of each word in the sentence in a form that could be pro-
duced by a simple lexicon. Such a lexicon is not part of the model in its
present form.

A medium size grammar has been implemented and used for all
experiments in the small prototype system. Each grammar rule is coded as a
training template which is a list of feature values. Each template represents
many training patterns. On each training epoch every template is instan-
tiated once yielding a specific training case. Thus, each training epoch is
slightly different. Further details are available in Kwasny and Faisal (1989a,
1989b, 1989c).

7.2. Performance

Several experiments were conducted using the small prototype.
Grammatical and ungrammatical sentences were examined as well as cases
of lexical ambiguity. Each example receives a score representing the overall
average strength of responses during processing.

The main experiment consisted of testing a group of sentences derived
from the types of sentences permitted in the grammar. For example, the fol-
lowing grammatical sentences were processed by the system just as the
rule-based grammar would process them.

(1) John should have scheduled the meeting.
(2) They can(v) fish(np).

Each example shows a high average strength value, indicating that the
rules used in training have been learned. During parsing, the input sentence
is presented in the input buffer from left to right. On each iteration, the net-
work is presented with three constituents in the input buffer. The action
specified by the network is performed and the buffer and stack are updated
as required. New input items replace empty buffer positions as needed. The
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process then repeats until a stop action is performed, usually when the buffer
becomes empty.

An important test of the system’s generalization capabilities is its
response to novel sentences. This is strictly dependent upon its experience
since no relaxation rules were added to the original grammar to handle such
cases. This experiment consists of testing a few ungrammatical sentences
that are close to the training data and within the scope of the encoding. For
example the following ungrammatical sentence results in a reasonable struc-
ture within the system:

(3) *John have should scheduled the meeting.

Overall average strength is lower for ungrammatical sentences compared to
similar grammatical ones.

In a final set of experiments, the parser was tested for its ability to aid
in the resolution of lexical ambiguity. Normal sentences were presented,
except that selected words were coded ambiguously to represent an ambigu-
ously stored word from the lexicon. consider the following sentences :

(4) They <can> fish.
(5) They can <fish>.

In the case shown, the lexically ambiguous words (in brackets) were
correctly interpreted and reasonable structures resulted. It was noted that
the overall average strengths were lower than comparable grammatical sen-
tences discussed, as expected.

8. Plan of the Research

The previous sections have outlined in detail ideas about CDP.
Research will continue in the direction of the prototype system (Kwasny and
Faisal, 1989a, 1989b) and Kwasny (1988a, 1988b). CDP will be able to pro-
cess natural language deterministically, overcome many of the limits of
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symbolic and rule-based systems, and subsume the advantages of many
deterministic rule based-parsers. It will be capable of parsing sequentially
over an input stream which is unbounded in length, supporting competition
among potential sentence structures, parsing ill-formed sentences in addition
to well-formed sentences, and resolving some lexical ambiguities using syn-
tactic context.

The planned research work involves conducting many experiments
using a connectionist network simulator to study and investigate the possi-
bility of CDP model that offers better performance in the above problems
and can illustrate some of these good capabilities listed above. Simulations
thus far have been done using VICE, a simple backpropagation model.

Of course, all aspects of language processing will not be dealt with in
the framework of this dissertation. A complete language system is far too
complex to be handled in this work. The work will start with the assumption
that the lexicon is an input to the system but not part of the model. Only the
syntax of language (parsing) will be considered, although certainly some
aspects of other components will have to be considered.

This work will progress according to the following plan and direc-
tions:

(1) Investigating the possibility of improving CDP’s ability to offer better
performance in the problem areas mentioned above.

(2)  Characterizing the limits of generalization. We want define boundary
of the generalization capability gained in CDP. We want to know what
it can do and what it can not do.

(3) Comparing the Deductive-based CDP with the Inductive-based CDP.
(4) Comparing the two CDP models to other related previous work.

(5) Additional plans for Deductive approach. As my understanding of the
capabilities of this approach increases, I will scale up to a much larger
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grammar of English. The target grammar is a "mature” grammar that
can handle a wide variety of constructions of English (the grammar
created by Marcus, given in appendix D (Marcus 1980)). This is a
mature grammar in my opinion, though it is by no means a complete
set of rules to syntactically analyze all of English. Such a grammar
must parse different varieties of sentences from simple sentences,
imperative seniences, yes-no-question, WH-questions, passives, and
WH-clauses to parsing embedded sentences. Also, I am expanding
the coding of the grammar to include a more complete set of features,
for example, person and number as well as other labels, and attach-
ments that appear in final structures.

Additional plans for Inductive approach. Since learning is such an
integral part of this approach, a comparison to LPARSIFAL will be
done. LPARSIFAL (Berwick, 1985) has the Marcus grammar as the
target for learning. By the time Berwick’s system has processed
several hundred sentences, it has acquired approximately 70% of the
parsing rules originally hand-written for the Marcus parser. In this
system, it is expected to acquire more than 70% of the behavior and
capabilities of the Marcus grammar after a few hundred sentence
traces.

Studying the feasibility of a better stack representation. My choice of
encoding is based on its simplicity and directness. The current system
involves duplication of local representations into a fixed-length set of
"pools”. The parse stack is represented in a localist manner using a
fixed-length vector that represents the current state of the parse tree.
A fixed-length representation for the stack and tree (recursive struc-
tures) has some limitations. We are examining some ideas from Pol-
lack (1988) with the hope of improving the representation of the stack
being built and used, and will report on those findings. Recursive
Auto-Associative Memory (RAAM) is proposed for such representa-
tion. I want to investigate its applicability on CDP and try to use its
representation.
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(8)  Studying the feasibility of a fully connectionistic parser. We believe
the work here will progress this goal. The output layer should pro-
duce an updated encoding of the input and no external symbolic action
will be required. Also, we are examining some of the recent work on
recurrent networks with the hope of improving the iteration properties
of the system.

9. Evaluating the Model

Any natural language processing model must pass a set of evaluation
criteria. Evaluation is a difficult issue, but the following criteria are pro-
posed.

First, in the deductive learning based approach, the system will work
on all grammatical sentences tested, and actually learn to behave as the tar-
get grammar rules (i.e Appendix D of Marcus 1980 Grammar). This will be
demonstrated by comparing it to PARSIFAL’s parsing capabilities and the
results will be reported.

Second, in the inductive learning based approach, the system will be
compared with LPARSIFAL and the results will be reported. The system is
expected to learn most of the target grammar rules from sentence traces and
perform comparably well to LPARSIFAL.

Third is the system’s generalization capabilities and the issue of ill-
formedness plausibility. The system must acquire enough knowledge to
generalize and parse some ungrammatical sentences. How well does it work
on such sentences? One reference standard is PARSIFAL and the extension
to PARAGRAM. CDP will be tested on some reasonable examples from
both systems. PARSIFAL just gives up and stops without trying to parse
such sentences. PARAGRAM parses a few such sentences but still pro-
duces nonsensical structures for some sentences. CDP is expected to parse
more of these ungrammatical sentences and produce some reasonable struc-
tures which PARAGRAM fails to parse.
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A fourth evaluation criteria centers on the ability of the system to
resolve some lexical ambiguities using local syntactic context. One refer-
ence standard is ROBIE which is also based on PARSIFAL. CDP will be
tested on some reasonable examples from ROBIE and the results will be
reported. CDP is expected to perform comparably well as ROBIE.

A fifth criterion is the ability of the system to iteratively process an
unlimited stream of input of variable length. CDP processes all sentences
iteratively and therefore evaluation of success is based on the success of all
processing above.

10. Summary

Once all the experiments are completed the CDP will include the fol-
lowing features:

(1) It will extend Deterministic Parsing into a more robust model.

(2) It will unify several Deterministic Systems into one systems (PARSI-
FAL, PARAGRAM, LPARSIFAL, ROBIE).

(3) It will combine Symbolic/Subsymbolic approaches.

(4) It will move closer to a fully connectionist parser.
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