Optimal Resource Allocation for Markovian Queueing Networks: The Complete Information Case

Andreas D. Bovopoulos and Aurel A. Lazar

The problem of finding the optimal routing and flow control of a single-class Markovian network under a suitable optimization criterion is analyzed. It is proven that, if complete information about the state of the network is made available to the network controller, the optimal state dependent routing is essentially deterministic, and the optimal flow control is of a generalized window type. An iterative linear programming algorithm is given for the derivation of the optimal routing and flow control policy.

Follow this and additional works at: https://openscholarship.wustl.edu/cse_research

Recommended Citation
OPTIMAL RESOURCE ALLOCATION FOR MARKOVIAN QUEUEING NETWORKS: THE COMPLETE INFORMATION CASE

Andreas D. Bovopoulos and Aurel A. Lazar

WUCS-89-21

Department of Computer Science
Washington University
Campus Box 1045
One Brookings Drive
Saint Louis, MO 63130-4899

As appeared in the first issue of the 7th Volume, 1991, in the STOCHASTIC MODELS Journal.
OPTIMAL RESOURCE ALLOCATION FOR MARKOVIAN QUEUEING NETWORKS: THE COMPLETE INFORMATION CASE

ANDREAS D. BOVOPoulos
Department of Computer Science
and
Computer and Communications Research Center
Washington University, St. Louis, MO 63130-4899
e-mail: andreas@patti.wustl.edu

AUREL A. LAZAR
Department of Electrical Engineering
and
Center for Telecommunications Research
Columbia University, New York, NY 10027-6699
e-mail: aurel@ctr.columbia.edu

ABSTRACT

The problem of finding the optimal routing and flow control of a single-class Markovian network under a suitable optimization criterion is analyzed. It is proven that, if complete information about the state of the network is made available to the network controller, the optimal state dependent routing is essentially deterministic, and the optimal flow control is of a generalized window type. An iterative linear programming algorithm is given for the derivation of the optimal routing and flow control policy.
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1. Introduction

This paper addresses the problem of finding the optimal routing and flow control of a Markovian queueing network under a suitable optimization criterion. Our aim is to introduce a general methodology of handling the combined routing and flow control problem of systems that can be modeled as state dependent Markovian queueing networks. The general approach is based on finding a transformation that reduces a class of non-linear optimization problems to linear optimization problems. Using this transformation, the powerful theory of linear programming can be applied.

The class of problems analyzed in this paper is reduced to a centralized optimization problem. The network controller, has complete information about the state of the network. Because the routing is state dependent the queueing networks under analysis are not of product form [22]. For this class of networks, the solution to the problem posed here leads to an upper bound on the achievable performance under any control policy (based on any information pattern). In [3], [4] and [5], the same problem was investigated but with a controller using different information patterns. Because of the difference in the available information, different algorithms were needed there for obtaining the optimal routing and flow control.

The paper is organized as follows. In Section 2, specific examples that can be solved using the methodology introduced here are presented. These examples serve as a motivation for the general framework investigated in the sequel. In Section 3, the queueing network model and the optimization criterion are introduced. In addition the basic notation is defined. In Section 4, the Markovian queueing model is analyzed, and the optimal solution is derived. In Section 5, the optimization methodology introduced is applied to specific examples.

2. Motivation

In this section some specific problems that can be solved using the methodology introduced in this paper are presented.

A substantial amount of work in the literature has investigated the optimal resource allocation in a network of parallel processors under different assumptions...
and using various optimization criteria ([24], [23], [7], [18], [11], [12], [1], [19], [15]). A precise description of a network of parallel processors that can be analyzed using the methodology introduced in this paper follows.

Packets arrive at a common buffer to be routed to an arbitrary number of parallel processors, each having its own buffer (see Fig. 2.1). Every processor can serve only one packet at a time, and a processor is accessible if its buffer is not full. At each arrival or departure instant, all currently accessible processors are offered to the packet occupying the first position of the common buffer. The packet can choose either to join one of these processors or to decline them all and continue to wait in the common buffer. All remaining accessible processors are offered next to the packet in the second position, then to the packet in the third position and so on until all the packets in the buffer have been considered. If the common buffer is of size zero, packets are directly routed to one of the available parallel processors. The analysis of this network is undertaken in Section 5.

The methodology introduced in this paper can also be used in the analysis of multi-echelon repairable inventory models. In these models the trade-off between the level of spares in the system and a service level objective, such as the expected number of operational units, is investigated (see Fig. 2.2).
Units in operation are subject to failure. If a unit fails, it is sent to the repair facility and replaced with a spare from the on-hand inventory of spares in the location of the failure. In the event of a stock-out at that location (the base), the number of units in operation is reduced until a spare can be shipped from the repair facility. If we assume that the repair facility and the transportation activities in the system can be modeled as multi-server queues with Erlang service times and that the failure process at some location is Poisson with rate proportional to the number of operational units there, the entire multi-echelon problem can be modeled as an optimization problem over a queueing network.
The analysis of the repairable inventory models just described is simplified if it is assumed that the failure rate at some location is independent of the number of units in operation there and that the routing is determined by the order in which repair requests are placed. These two assumptions are common to almost all repairable inventory problems ([16], [17], [20], [21]). For models with exponentially distributed failure times and Erlang repair and transportation times, both of the above assumptions can be relaxed.

3. Problem Definition

Packets processed by a control node arrive at a Markovian queueing network (Fig. 3.1) with exponentially distributed service times and finite or infinite buffers. The service rates of the queueing network are given and are state dependent. The rate at which packets are sent into the network is unknown and remains to be determined. Similarly, the routing parameters in the network are to be derived.

The evolution of the queueing network is described by the stochastic vector $Q_t = (Q_1^t, \ldots, Q_{I-1}^t, Q_I^t)$, where $Q_i^t$ refers to the number of packets in processor $i$, $1 \leq i \leq I$.

Let $k_i$ be the number of packets at processor $i$, for all $i$, $i = 1, 2, \ldots, I$. The state space of the system is
\[ E = \{ k = (k_1, \cdots, k_I) | 0 \leq k_i \leq N_i, \ i = 1, 2, \cdots, I \} , \]

\( N_i \) is either a finite positive integer or infinity, for \( i = 1, 2, \cdots, I \).

For simplicity of notation, the operators \( T_{i} \), \( T_{ij} \) and \( T_{ij} \) for all \( i, j, 1 \leq i, j \leq I \), defined by

\[ T_{i}k = (k_1, \cdots, k_i + 1, \cdots, k_I) , \]

for \( k_i \geq 0 \), for all \( i, 1 \leq i \leq I \),

\[ T_{i}k = (k_1, \cdots, k_i - 1, \cdots, k_I) , \]

and

\[ T_{ij}k = (k_1, \cdots, k_i - 1, \cdots, k_j + 1, \cdots, k_I) , \]

for \( k_i \geq 1 \), for all \( i, 1 \leq i \leq I \), are introduced.

In what follows the unknown flow control and routing parameters will be formally introduced. We will first start with the flow control parameter.

**Definition 1.** \( \lambda = (\lambda_k), k \in E \), denotes the flow control: that is, \( \lambda_k \) denotes the dependence of the flow control parameter on the state vector \( k \).

**Definition 2.** The class of controls \( \lambda = (\lambda_k), k \in E \), that satisfies the peak constraint

\[
0 \leq \lambda_k \leq c \tag{3.1}
\]

is called admissible.

Here \( c \) represents the maximum number of packets that the control node can send into the network. It models the maximum capacity of the communication link that connects the controller with the network [13].

In the sequel we need the following lemma:

**Lemma 3.1.** A queueing system with service rate \( \lambda_k \), \( 0 \leq \lambda_k \leq c \), is first order equivalent to a queueing system with service rate \( c \) that feeds back to its input a percentage of its output stream equal to

\[
r_k \overset{\text{def}}{=} 1 - \frac{\lambda_k}{c}.
\]
Proof: In order to show that the two systems are first order equivalent, we have to show that they have equal equilibrium probabilities of being in certain state. This follows directly from Jackson's theorem.

Note that, the service rate of the control queue as perceived by the network can be written as:

\[ \lambda_k = c(1 - r_k^i) \]

Therefore, \( r_k^i \) represents the probability that a packet leaving the control server with rate \( c \) joins the control queue.

The following routing parameters at times of arrival from outside the Markovian queueing network are defined:

\( r_k^i \) is the probability that a packet leaving the control server joins processor \( i \) (i.e., that a transition from state \( k \) to state \( T_i, k \) takes place).

Note that,

\[ r_k^i + \sum_{j=1}^{I} r_k^{ij} = 1 \]  \hspace{1cm} (3.3)

In addition, the following routing parameters at times of departure from a certain processor of the Markovian queueing network are also introduced:

\( r_k^{ij} \) is the probability that a packet leaving processor \( i \) joins processor \( j \) (i.e., that a transition from state \( k \) to state \( T_{ij}, k \) takes place when \( k_i > 0 \)).

\( r_k^i \) is the probability that a packet leaves processor \( i \) to join the control queue (i.e., that a transition from state \( k \) to state \( T_i, k \) takes place when \( k_i > 0 \)).

Note also that, for all \( i \), \( 1 \leq i \leq I \),

\[ \sum_{j=1}^{I} r_k^{ij} + r_k^i = 1 \]  \hspace{1cm} (3.4)

In what follows, \( r_k \) denotes the set of routing probabilities:

\[ r_k = (r_k^i, r_k^i, r_k^{ij}) \]
for all \( i, j, 1 \leq i, j \leq I, \) and \( k \in E. \) Note that \( r_k^* \) is not included in the \( r_k \)'s since it can be derived from the flow control parameter \( \lambda_k \) using Equation 3.2.

We are now in the position to define the transition rates \( q = (q(k, j)), (k, j) \in E \times E, \) of the Markov process \( Q_t. \) These are:

\[
q(k, k) = c r_k^{ii}, \quad (3.5)
\]
\[
q(k, T_i k) = c r_k^{ij}, \quad (3.6)
\]
\[
q(k, T_i k) = \mu^i r_k^{ij}, \quad (3.7)
\]
\[
q(k, T_i j k) = \mu^i r_k^{ij}, \quad (3.8)
\]

for all \( i, j, 1 \leq i, j \leq I. \)

Let \( E \gamma \) and \( E \tau \) denote, respectively, the average throughput and the average time delay of the network of Fig. 3.1.

Definition 3. The set of routing and flow control parameters \((r_k, \lambda_k), k \in E,\) is the action space of the optimization problem.

Definition 4. The set of routing and flow control parameters \((r_k, \lambda_k), k \in E,\) are said to be optimum over the class of admissible controls for a given upper bound of the average time delay of the network \( T, T \in \mathbb{R}_+, \) if the maximum average throughput

\[
F(T) \overset{\text{def}}{=} \max_{E \gamma \leq T} E \gamma \quad (3.9)
\]

is achieved.

Note that by introducing the routing probability \( r_k^* \), the problem of optimal routing and flow control is reduced to a routing problem [8].

4. The Optimal Routing and Flow Control

The solution of the previous optimization problem is accomplished with the use of the “prime methods” from the theory of nonlinear programming. A prime
algorithm that finds the optimal routing and flow control that maximizes the average network throughput under an average time delay constraint consists of the following three steps.

In the first step it is shown in Lemma 4.1 that the question of finding the optimal routing and flow control parameters under the constraint that at any given moment there are at most \( N \) packets in the network, can be cast as a nonlinear optimization problem. The latter is reduced to an iterative algorithm as described in Proposition 4.2. The iterative algorithm is based on a linear program. By exploiting the structure of the linear program structural results of the solution are derived and given in Proposition 4.3, 4.4 and 4.5. It is demonstrated that the optimal routing is essentially deterministic, and the flow control mechanism is of a generalized window type.

The state space of the problem under the additional condition that at any given moment there are at most \( N \) packets in the system is given by

\[
E_N = \left\{ k = (k_1, \cdots, k_I) \mid 0 \leq k_i \leq N_i, \quad i = 1, 2, \cdots, I; \quad \text{and} \quad \sum_{j=1}^{I} k_j \leq N \right\},
\]

where \( N_i \) is either a finite positive integer or infinite. Note that the bounds \( N_i \) above are due to the finite buffers of the queueing network. In an effort to make the equations as transparent as possible, the following notational rule will be used for the rest of the paper: terms that express transitions from (or to) a state outside \( E_N \), have the value zero. Let \( p(k) \) represent the probability that the network is in state \( k \). We have the following

**Lemma 4.1.** \((\lambda_k, r_k), \quad k \in E_N, \) are the optimal routing and flow control parameters if the expected throughput

\[
\sum_{k \in E_N} p(k) \lambda_k
\]

is maximized subject to:

(i) the global balance equations

\[
p(k) \left\{ \sum_{i=1}^{I} c r_k^i + \sum_{i=1}^{I} \mu^i r_k^i + \sum_{j=1}^{I} \mu^i r_{kj} \right\} =
\]
\[
\sum_{i=1}^{I} p(T_i,k)er_{T_i,k}^i + \sum_{i=1}^{I} p(T_i,k)\mu^i r_{T_i,k}^i + \sum_{1 \leq i, j \leq I} p(T_{ji},k)\mu^i r_{T_{ji},k}^{ij}, \tag{4.2}
\]

for all \( k \in E_N \),

\[
\sum_{k \in E_N} p(k) = 1 , \tag{4.3}
\]

(ii) the time delay constraint

\[
\sum_{k \in E_N} p(k) \sum_{i=1}^{I} k_i - T \sum_{k \in E_N} p(k)\lambda_k \leq 0 , \tag{4.4}
\]

(iii) the capacity constraint \( 0 \leq \lambda_k \leq c \) and routing probabilities \( r_k^i \geq 0 \), \( r_k^j \geq 0 \) and \( r_k^{ij} \geq 0 \), for all \( k \in E_N \), \( 1 \leq i, j \leq I \), with

\[
r_k^i + \sum_{j=1}^{I} r_k^{ij} = 1 , \tag{4.5}
\]

\[
\sum_{j=1}^{I} r_k^{ij} + r_k^i = 1 . \tag{4.6}
\]

Proof: Using the transition rates given by the equations 3.5-3.8, the global balance equations

\[
p(k) \sum_{i=1}^{I} \left\{ q(k, T_i,k) + q(k, T_i,k) + \sum_{j=1}^{I} q(k, T_{ji},k) \right\} = \]

\[
\sum_{i=1}^{I} \left\{ p(T_i,k)q(T_i,k,k) + p(T_i,k)q(T_i,k,k) + \sum_{j=1}^{I} p(T_{ji},k)q(T_{ji},k,k) \right\}
\]

can be easily reduced to equation 4.2.

Under the additional constraint that there are at most \( N \) packets in the network, the throughput of the network depicted in Fig. 3.1 is

\[
E \gamma_N = \sum_{k \in E_N} p(k)\lambda_k .
\]
Since the average time delay constraint amounts to
\[ E_T N = \frac{\sum_{k \in E_N} p(k) \sum_{i=1}^I k_i}{E_{\gamma N}}, \]
the condition \( E_T N \leq T \) is equivalent to
\[ \sum_{k \in E_N} p(k) \sum_{i=1}^I k_i - T \sum_{k \in E_N} p(k) \lambda_k \leq 0. \]

One observes that in the equations 4.1-4.4 of Lemma 4.1, the unknowns are the equilibrium probabilities and the routing probabilities. In order to linearize the optimization problem of Lemma 4.1, a new set of variables is introduced. With each point \( k, k \in E_N \), are associated the variables \( x = (x(k,j)), (k,j) \in E_N \times E_N \), defined by:

\[ x(k,k) \overset{\text{def}}{=} p(k)r_{k}^k, \quad (4.7) \]
\[ x(T_i.k,k) \overset{\text{def}}{=} p(T_i.k)r_{T_i,k}^i, \quad (4.8) \]
\[ x(k,T_i.k) \overset{\text{def}}{=} p(k)r_{k}^i, \quad (4.9) \]
\[ x(k,T_ij.k) \overset{\text{def}}{=} p(k)r_{kj}^{ij}, \quad (4.10) \]
\[ x(k,T_i.k) \overset{\text{def}}{=} p(k)r_{k}^i, \quad (4.11) \]

for all \( i, j, 1 \leq i, j \leq I \).

**Proposition 4.2.** The optimal routing and flow control parameters \((\lambda_k, r_k), k \in E\), are given by the equations:

\[ r_k^i = \frac{x(k,T_i.k)}{x(k,k) + \sum_{j=1}^I x(k,T_j.k)}, \quad (4.12) \]

\[ r_k^i = \frac{x(k,T_i.k)}{\sum_{j=1}^I x(k,T_j.k) + x(k,T_i.k)}, \quad (4.13) \]

for all \( i, 1 \leq i \leq I \),

\[ r_k^{ij} = \frac{x(k,T_ij.k)}{\sum_{j=1}^I x(k,T_ij.k) + x(k,T_i.k)}, \quad (4.14) \]
for all $i, j$, $1 \leq i, j \leq I$, and

$$
\lambda_k = c \left( 1 - \frac{x(k, k)}{x(k, k) + \sum_{j=1}^{I} x(k, T_j k)} \right),
$$

(4.15)

where $x = (x(k, j)), (k, j) \in E \times E$, is the solution of the following iterative algorithm:

Algorithm:

Step 0 : $N = 1$,

Step 1 : For the current value of $N$, solve the following linear program:

$$
\text{max} \; c \sum_{k \in E_N} \sum_{i=1}^{I} x(k, T_i k),
$$

(4.16)

subject to the linear constraints:

$$
\sum_{i=1}^{I} x(k, T_i k) + \sum_{i=1}^{I} x(k, T_i k) \mu_i \frac{\mu_i}{c} + \sum_{i=1}^{I} \sum_{j=1}^{I} x(k, T_j k) \mu_i \frac{\mu_i}{c} =
$$

(4.17)

for every $k \in E_N$,

$$
\sum_{k \in E_N} \left\{ x(k, k) + \sum_{j=1}^{I} x(k, T_j k) \right\} 1(\sum_{l=1}^{I} k_l < N) + \sum_{k \in E_N} \left\{ \sum_{j=1}^{I} x(k, T_j k) + x(k, T_i k) \right\} 1(\sum_{l=1}^{I} k_l = N) = 1
$$

(4.18)

for one $i$, such that $k_i > 0$, $1 \leq i \leq I$,

$$
\sum_{k \in E_N} \sum_{n=1}^{I} \left\{ x(k, k) + \sum_{j=1}^{I} x(k, T_j k) \right\} \frac{k_n}{c} 1(\sum_{l=1}^{I} k_l < N) + \sum_{k \in E_N} \left\{ \sum_{j=1}^{I} x(k, T_j k) + x(k, T_i k) \right\} \frac{N}{c} 1(\sum_{l=1}^{I} k_l = N)
$$

(4.19)
\[-Te \sum_{k \in E_N} \sum_{j=1}^{I} x(k, T_jk) \leq 0\]

for one \(i\), such that \(k_i > 0\), \(1 \leq i \leq I\),

\[\sum_{j=1}^{I} x(k, T_{ij}k) + x(k, TIk) = \sum_{j=1}^{I} x(k, T_{ij}k) + x(k, TIk) \] (4.20)

for every \(i\) and \(l\) such that \(k_i > 0\) and \(k_l > 0\), \(1 \leq i, l \leq I\) and \(0 < \sum_{j=1}^{I} k_j \leq N\),

and

\[x(k, k) + \sum_{j=1}^{I} x(k, T_jk) = \sum_{j=1}^{I} x(k, T_{ij}k) + x(k, TIk) \] (4.21)

for every \(i\), such that \(k_i > 0\), \(1 \leq i \leq I\) and \(0 < \sum_{j=1}^{I} k_j \leq N\),

Step 2: If \(E_{\gamma N} = E_{\gamma N-1}\), stop; The computed routing parameters as well as the flow control parameters are optimal and are given by the equations 4.12-4.15 for \(k \in E_N\), and the arrival rates \(\lambda_k = 0\), for \(k \in E - E_N\). Else, \(N := N + 1\), and return to Step 1, using the optimal solution of the linear program as the initial feasible point of the next iteration.

Proof: By summing equations 4.7, 4.9 and using equation 3.3 we obtain

\[p(k) = x(k, k) + \sum_{j=1}^{I} x(k, T_jk) , \text{ for } \sum_{j=1}^{I} k_j \leq N \] (4.22)

and by summing equations 4.10, 4.11 and using equation 3.4 we obtain

\[p(k) = \sum_{j=1}^{I} x(k, T_{ij}k) + x(k, TIk) \] (4.23)

for \(1 \leq i \leq I\) and \(k_i > 0\).
Therefore,
\[
\sum_{j=1}^{I} x(k, T_{ij}k) + x(k, T_{i}k) = \sum_{j=1}^{I} x(k, T_{ij}k) + x(k, T_{i}k)
\]
for every \(i\) and \(l\) such that \(k_i > 0\) and \(k_l > 0\), \(1 \leq i, l \leq I\) and \(0 < \sum_{j=1}^{I} k_j \leq N\), and
\[
x(k, k) + \sum_{j=1}^{I} x(k, T_{ij}k) = \sum_{j=1}^{I} x(k, T_{ij}k) + x(k, T_{i}k)
\]
for all \(i\), \(1 \leq i \leq I\), such that \(k_i > 0\) and \(0 < \sum_{j=1}^{I} k_j \leq N\). This proves equations 4.20, and 4.21.

Noting that, by definition (4.8), (4.10) and the fact that \(k = T_{ij}(T_{ji}k)\)
\[
p(T_{i},k) r_{ji}^{i} = x(T_{i},k, k),
\]
\[
p(k) r_{ji}^{ij} = x(k, T_{ij}k),
\]
\[
p(T_{ji}k) r_{ji}^{ij} = x(T_{ji}k, k),
\]
and finally from (4.11) and the fact that \(k = T_{i}(T_{i}k)\):
\[
p(T_{i}k) r_{ji}^{i} = x(T_{i}k, k),
\]
the global balance equations 4.2 become:
\[
\sum_{i=1}^{I} x(k, T_{i}k) + \sum_{i=1}^{I} x(k, T_{i}k) \frac{\mu^{i}}{c} + \sum_{i=1}^{I} \sum_{j=1}^{I} x(k, T_{ij}k) \frac{\mu^{i}}{c} = \sum_{i=1}^{I} x(T_{i}k, k) + \sum_{i=1}^{I} x(T_{i}k, k) \frac{\mu^{i}}{c} + \sum_{i=1}^{I} \sum_{j=1}^{I} x(T_{ji}k, k) \frac{\mu^{i}}{c}.
\]

Since the sum of the probabilities over the state space is equal to one, we have
\[
\sum_{k \in B_{N}} \left\{ x(k, k) + \sum_{j=1}^{I} x(k, T_{ij}k) \right\} 1(\sum_{l=1}^{I} k_{l} < N) +
\]
\[
\sum_{k \in E_N} \left\{ \sum_{j=1}^{I} x(k, T_{ij}k) + x(k, T_{i}k) \right\} 1(\sum_{l=1}^{I} k_l = N) = 1
\]

for one \( i \), such that \( k_i > 0, 1 \leq i \leq I \).

The throughput of the network is given by the equation

\[
E \gamma_N = \sum_{k \in E_N} p(k) \lambda_k 1(\sum_{i=1}^{I} k_i < N)
\]

or equivalently,

\[
E \gamma_N = c \sum_{k \in E_N} \sum_{i=1}^{I} x(k, T_{i}k)
\]

Finally, the time delay constraint can be written as:

\[
\sum_{k \in E_N} p(k) \sum_{i=1}^{I} k_i - TE \gamma_N \leq 0
\]

or, equivalently,

\[
\sum_{k \in E_N} \sum_{n=1}^{I} \left\{ x(k, k) + \sum_{j=1}^{I} x(k, T_{ij}k) \right\} \frac{k_n}{c} 1(\sum_{i=1}^{I} k_i < N) +
\]

\[
\sum_{k \in E_N} \left\{ \sum_{j=1}^{I} x(k, T_{ij}k) + x(k, T_{i}k) \right\} \frac{N}{c} 1(\sum_{i=1}^{I} k_i = N)
\]

\[- Tc \sum_{k \in E_N} \sum_{j=1}^{I} x(k, T_{ij}k) \leq 0 \]

for one \( i \), such that \( k_i > 0, 1 \leq i \leq I \).

The solution of the linear program gives as output parameters the values of \( x(k, j), (k, j) \in E_N \times E_N \) for the current value of \( N \). The solution of the iterative algorithm gives as output parameters the values of \( x(k, j), (k, j) \in E \times E \). From equations 4.7-4.11 one can easily see that the optimal routing and flow control parameters are given by the equations 4.12-4.15.
Proposition 4.2 gives us a constructive way to compute the optimal routing and flow control policy. In order to better understand the meaning of this result the structure of the linear program is analyzed below. Let \( S \) be the subset of the state space \( E \) that is accessible under the optimal policy obtained in Proposition 4.2. Then,

\[
S = \{ k \in E \mid p(k) > 0 \}.
\]

Let \( S_N \) be the subset of the state space \( E_N \) that is accessible under the solution of the linear program (in Step 2 of the Iterative Algorithm) for the current value of \( N \). Then,

\[
S_N = \{ k \in E_N \mid p(k) > 0 \}.
\]

**Proposition 4.3.** The optimal routing is deterministic for all but at most one state in \( S \). The optimal flow control is of a generalized window type, by which it is meant that packets enter the network with arrival rate \( c \) in all but at most one point of \( S \) and with rate 0 elsewhere (bang-bang control).

**Proof:** Associated with every state \( k, k \in S_N \), are the (global balance) equations 4.17, and the set of equations 4.20 and 4.21. In addition equation 4.19 represents a global inequality constraint for the entire network. If \( k \in S_N \), we conclude from equations 4.22 and 4.23 that

\[
x(k, k) + \sum_{j=1}^{I} x(k, T_j k) > 0,
\]

for \( \sum_{j=1}^{I} k_j \leq N \), and

\[
\sum_{j=1}^{I} x(k, T_{ij} k) + x(k, T_i k) > 0,
\]

for all \( i, 1 \leq i \leq I \) such that \( k_i > 0 \). Therefore, at least one of the elements in the sets \((x(k, k), x(k, T_i k)), 1 \leq i \leq I \), and \((x(k, T_{ij} k), x(k, T_i k)), 1 \leq i \leq I \), is nonzero for each \( k, k \in S_N \). These nonzero elements represent basic variables of an optimal basic feasible solution to the linear program 4.16-4.21 and their number is equal to the
number of constraints given by the equations 4.17, 4.20 and 4.21. The time delay constraint 4.19 allows one more variable of the optimal basic feasible solution to be nonzero. The existence of an optimal basic feasible solution to the linear program 4.16-4.21 is guaranteed by the existence of an optimal feasible solution [14]. This proves, then, that the optimal routing probabilities specified by the equations 4.12-4.14 take the values zero or one except for at most one state in $S_N$. For this state one more of the routing probabilities in $r_k$, or $r_k^*$ is nonzero. Thus, there exists an optimal policy with no more than one random point in the whole action space $(r_k, \lambda_k)$, $k \in E$.

The original optimization problem defined in equation 3.9 exhibited one constraint. The proof of Proposition 4.3 above showed that there is at most one random point in the action space due to the time delay constraint. Therefore, the following extension to Proposition 4.3 is straightforward.

**Proposition 4.4.** If the number of linear constraints is $P$, there exists an optimal policy with no more than $P$ random points in the whole action space $(r_k, \lambda_k)$, $k \in E$.

The random point in the action space specifies the probability of routing from a given state to the next state. Thus, the practical implementation of the control policy at a random point in the action space is based on probabilistic routing. We also note the following structural result.

**Proposition 4.5.** If the time delay constraint is not present or it is present but the optimal value of the dual linear program variable corresponding to the time delay constraint is zero, the optimal routing probabilities only depend on the ratios $\frac{\mu_i^i}{c}$ for $i = 1, 2, \cdots, I$.

**Proof:** All the linear programming constraints, with the exception of the time delay constraint, depend on only the ratios $\frac{\mu_i^i}{c}$, for $i = 1, 2, \cdots, I$. The time delay constraint 4.19 depends on the value of $c$ as well as the value of $\mu_i^i$, for $i = 1, 2, \cdots, I$. When the optimal value of the variable corresponding to the time delay constraint in the dual linear program is zero, the linear program 4.16-4.21 obtained by ignoring the time delay constraint has the same solution. These observations prove the proposition.

Another optimization criterion (see also [4]) that can be applied to the analysis of queueing problems considered in this paper is the following:
\[
\min_{E\gamma \geq \Gamma} E\tau
\]
for \(0 \leq \lambda_k \leq c_i\) and for \(0 < \Gamma\). Via the transformation introduced in Section 4 of [4], (or a similar transformation introduced in [6]) this problem can also be transformed into a linear optimization problem, and the above analysis and conclusions hold for this criterion as well.

5. Applications

In this section we apply the optimization methodology introduced above to some specific examples. A program written in the C programming language, automatically creates the linear program from a diagram that shows all possible transitions out of a state. The outputs of the program are the optimal flow control and the optimal routing parameters. From these values the optimal equilibrium probabilities and other quantities of interest (such as the average throughput and the time delay) can be derived.

(i) Optimal Routing and Flow Control of a Network of Parallel Processors.

The network of this example (Fig. 2.1.) consists of three processors in parallel with service rates \(\mu^1 = 2.0\) packets/sec, \(\mu^2 = 1.0\) packets/sec, and \(\mu^3 = 0.5\) packets/sec, respectively. Each of the processors has a buffer size equal to 10. Packets arrive into the network with state dependent arrival rate \(\lambda_k\) where 0 packets/sec \(\leq \lambda_k \leq 4\) packets/sec. We want to find the optimal state dependent routing and the optimal flow control that maximize the throughput of the network for different upper bounds \(T\) of the time delay constraint. In Fig. 5.1. the maximum throughput of the network for different upper bounds of the time delay constraint is given. In Fig. 5.2. the optimal routing parameters out of a given state for \(T = 1.97\) sec is depicted. An arrow out of state \((Q^1_t, Q^2_t, Q^3_t)\) points towards the state that the system will enter as a result of an arrival under the optimal routing policy. All routing probabilities are arrows pointing towards the switching surface (Fig. 5.2).

(ii) Optimal Flow Control of a Tree-like Network.

The network of this example (Fig. 5.3.) is a tree-like network with service rates \(\mu^1 = 4.0\) packets/sec, \(\mu^2 = 3.0\) packets/sec, \(\mu^3 = 2.0\) packets/sec, \(\mu^4 = 3.0\) packets/sec.
Figure 5.1. The optimal throughput under different time delay requirements for a network of three parallel processors.

Figure 5.2. Optimal routing probabilities for a network of three parallel processors.
Figure 5.3. A tree-like network subject to state dependent routing and flow control.

Figure 5.4. The optimal throughput under different time delay requirements for a tree-like network.
$\text{packets/sec, } \mu^x = 1.0 \text{ packets/sec, and } \mu^y = 2.0 \text{ packets/sec, respectively. Each of}$

$\text{the processors has a buffer size equal to 10. Packets arrive into the network with}$

$\text{state dependent arrival rate } \lambda_k \text{ where } 0 \text{ packets/sec} \leq \lambda_k \leq 10 \text{ packets/sec. In}$

$\text{Fig. 5.4. the throughput of the network for different upper bounds of the time}$

$\text{delay constraint is given.}$

Consider now the example depicted in Fig. 2.2. There exist two bases. Base 1

$\text{has one operating unit and base 2 has two. The repair facility is an } \{-/E_2/1 \text{ queue}$

$\text{with rate per phase } \mu. \text{ The transportation time from the repair facility to base } i$

$\text{is } \text{Erlang with two stages and rate per stage } t_i. \text{ For simplicity of exposition, we}$

$\text{assume that transportation from the bases to the repair facility is instantaneous.}$

$\text{The total inventory cost per unit time is defined by:}$

$$aM - \sum_{i=1}^{2} b_i (K_i^i - \frac{E\gamma_i}{\mu^i})$$

$\text{where:}$

$a \quad \text{is a constant,}$

$M \quad \text{is the number of spares in the multi-echelon system,}$

$b_i \quad \text{is a penalty cost per non-operational unit per unit time, at base } i, \ i = 1, 2.$

$K_i^i \quad \text{is the maximum number of units in operation at base } i.$

$\mu^i \quad \text{is the failure rate for an operating unit, at base } i.$

$E\gamma_i \quad \text{is the throughput measured at the repair facility.}$

$E\gamma_i \quad \text{is the throughput measured at base } i. \text{ Note that } K_i^i - \frac{E\gamma_i}{\mu^i}, \text{ is the expected}$

$\text{number of non-operational units at base } i. \text{ The objective is to find the optimal}$

$\text{number of spares } M \text{ in the system, that minimizes the total inventory cost. We}$

$\text{can easily solve this problem using the optimization methodology introduced in this}$

$\text{paper.}$

$\text{Finally note that in [25] our methodology was applied to the study of flow}$

$\text{control of Metropolitan Area Networks.}$

6. Conclusions

An optimization methodology that can be applied to a variety of Markovian

queueing problems was introduced. This methodology was applied to the derivation
of the optimal state dependent routing and flow control of a Markovian queueing
network.

The optimization problem investigated calls for maximizing the average
network throughput subject to an upper bound on the average network time delay.
It was demonstrated that the latter can be reduced to an iterative algorithm whose
steps require the solution of a linear program. Structural properties of the optimal
solution were also given.

7. Acknowledgments

The authors would like to thank one of the reviewers for carefully reading the
manuscript. The presentation of our results has benefitted from his comments.

The research reported here was supported in part by the National Science
Foundation under Grant # CDR-84-21402 and in part by the Office of Naval
Research under Contract # 00014-85-K-0371.

8. References

a Network of Parallel Processors with Individual Buffers,” Proceedings of the
23rd Annual Allerton Conference on Communication, Control and Computing,
University of Illinois at Urbana-Champaign, October 2-4, 1985, pp. 564-573.

Queueing Networks,” Proceedings of the 30th Midwest Symposium on Circuits
and Systems, Syracuse University, August 17-18, 1987, pp. 1428-1436.

Jacksonian Networks with Acknowledgment Delays”, Proceedings of IEEE

The Partial Information Case,” Technical Report WUCS-89-22, Department of
Computer Science, Washington University.


Received: 4/20/1989
Revised: 2/28/1990
Accepted: 6/28/1990

Recommended by Vidyadhar Kulkarni, Editor