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ABSTRACT

This paper describes a research effort concerned with the design of the next generation of internet
architecture, which has been necessitated by two emerging trends. First, there will be at least a few
orders of magnitude increase in data rates of communication networks in the next few years. For
example, researchers are already prototyping networks with data rates of up to a few hundred Mbps,
and are planning networks with data rates up to a few Gbps. Second, researchers from all disciplines
of science, engineering, and humanities plan to use the communication infrastructure to access widely
distributed resources in order to solve bigger and more complex problems. These trends provide new
challenges and opportunities to researchers in the communication field. One such challenge is the design
of what we call the very high speed internet (VHsI) abstraction which can help efficiently support
guaranteed levels of performance for a variety of applications, and can cope with the ever increasing
diversity of underlying networks with rapidly growing user population and needs. Our strategy towards
achieving this ambitious goal comprises the following:

o Design, specification, and prototype implementation of a novel multipoint congram-oriented ser-
vice that can work well with connection-oriented and datagram high speed networks, can provide
variable grade service on a need basis to its applications, and can provide adequate reconfigura-
bility to deal with survivability requirernents due to network failures.

» Design and implementation of gateway architectures that can support data rates of a few hun-
dred Mbps, can interface with diverse networks, and can implement the congram-oriented service
without becoming a performance bottleneck.

s Development of analytical and simulation models to evaluate important tradeoffs associated with
the design of a congram-oriented protocol, the resource management on diverse networks, and the
design of new gateway architectures.

1 INTRODUCTION

The ongoing research in the computer communication and telecommunication fields suggests two emerg-
ing trends which are complementary to one another. First, in the next few years we will witness commu-
nications networks which can support increasingly high data rates [7,8,14,34,36]. For example, networks
with data rates of a few hundred Mbps are being prototyped and networks with data rates of a few Gbps
are being planned. Second, researchers from all disciplines of science, engineering, and humanities plan
to use the communication infrastructure to access widely distributed resources in order to solve bigger
and more complex problems {24]. These trends pose a number of new challenges and opportunities to
the researchers in the field of communications.

One such challenge is how to deal with the ever increasing diversity of underlying networks at high
speed and at high performance levels, and how to support a wide variety of applications on one com-
munication substrate. In the case of existing and emerging networks, the diversity includes speed,
addressing, packet size and format, routing capabilities, access constraints, error control, resource al-
location, and resocurce monitoring. The application set includes video distribution, computer imaging,
distributed scientific computation and visuvalization, distributed file and procedure access, and multi-
media conferencing. The challenge here is to support different applications that require considerably



different quality of service in terms of bandwidth, end-to-end latency, errors, packet loss, etc. Moreover,
the diversity of networks and applications will remain a fact of life for at least foreseeable future. Thus,
a framework which will allow diverse networks to interwork together and diverse applications to work
on top of interconnected networks is essential.

In the ARPA Internet and 150 models, the internet level is responsible for providing a homogeneous
networking abstraction on top of diverse networks [25,33,3]. The success of the Top /IP protocol suite
and the ARPA Internet can be largely attributed to its internet abstraction which allows diverse networks
to work together, allows a network to become part of the Internet without requiring any changes to its
internal structure, and finally allows higher level protocols to behave as if they operate in a homogeneous
network. However, the existing internet abstraction is based on the best effort datagram delivery which
is becoming increasingly outdated for a number of reasons: it cannot work well with the connection-
oriented high speed networks; it does not do any explicit resource management, and thus cannot provide
variable grade service with guarantees to different applications; and its gateway architectures are not
designed to work at very high speeds.

Federal agencies that support the Internet have recognized its problems and have proposed a three
phase plan to create the next generation of communication infrastructure for scientific communications
[11,24]. Clearly, phase 1 and 11 can be achieved with modest research and with the existing technology.
However, phase 1if is quite revolutionary and poses a number of interesting and challenging research
and technological problems which require new solutions and pushing the state of the art in a number
of areas. Ome such challenge is that of developing what we call the very high speed internet (vasI)
abstraction. This abstraction must efficiently support guaranteed levels of performance for a variety of
applications, and cope with the ever increasing diversity of underlying networks with rapidly growing
user population and needs. An internetworking abstraction is very useful because it decouples the
issues specific to higher level applications from the underlying network technology. That is, if an
internet abstraction is designed carefully and is rich in its functionality, it can protect transport and
application level protocols from the technological changes and evolution of the underlying networks.
We claim that the vHsI abstraction must include the following functionality:

¢ The internet can allow networks to be diverse and autonomous, but must require that they provide
their parametric description to the internet, and either do their own resource management or allow
directly connected gateways to do it on their behalf.

» The internet abstraction should provide mechanisms for applications to request the quality of
service they need and to specify any routing constraints they may have,

» The internet must also include a basic building block or an abstraction which can overcome
limitations of the classical connection and datagram abstractions. We introduce a new abstraction
called congram, which incorporates the strengths of hoth connection and datagram abstractions,
and (hopefully) leaves out their weaknesses'. Such a service is key to providing variable grade
service to different applications with acceptable reconfigurability to deal with network failures.

o The gateway architectures should be such as to allow variable number of input ports with variable
data rates. Also, they have to provide all the internet level per packet processing in hardware in
order to carry traffic at full data rate with low latency.

Why these are the essential elements of the future internet, how to provide the functionality stipulated
by them, and how effective they are in a real internet environment are some of the questions that we
try to address in this paper.

1A congram has a path and some statistical resources associated with it, and it is set up by an application usually for
the duration of a dialogue/conversation. It is not the same as a virtual circuit, because it does not guarantee delivery
of packets in sequence without being dropped or duplicated. Also, it allows low overhead set up and reconfigurations,
and allows resource management for each application dialogue/conversation. Finally, the congram and flow, introduced
by Dave Clark of MIT [3], are similar in semantics. However, congram is different from a flow in terms of its set up and
reconfiguration ¢capabilities.
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Figure 1: Internet Protocol Hierarchy

In the next section, we briefly describe the important objectives of internetworking, present some
fundamental principles of high speed networking, and outline weaknesses of the existing Internet. In
Section 3, we propose a design of the next generation internet abstraction which includes comments on
component networks’ functionality, design of a multipoint congram-oriented internet protocol, resource
management across diverse networks, and design of gateway architectures. Clearly, there are a number
of questions unanswered about the next generation internet abstraction, and in Section 4 we summarize
the work in progress which aims at getting answers to some of these questions. Finally, Section 5 is the
summary.

2 BACKGROUND

The purpose of this section is to present an internet framework, necessary to keep the research on the
next generation of internetworking in perspective. First, we outline the high level and high priority ob-
jectives of the next generation of internetworking. Then, we summarize in abstract terms the principles
of high speed networking, derived from the extensive research on this topic in past few years. Finally,
we conclude this section by outlining the limitations of the existing internet abstraction to motivate the
need for the next generation internet.

2.1 Internet Objectives

In terms of the protocol hierarchy, an internet level protocol interfaces with transport protocols and
various network access protocols as shown in Figure 1. In terms of its overall objectives, the internet level
creates a virtual homogeneous network on top of diverse networks. That is, it allows transport protocols
and applications to operate as if in a homogeneous network and not be concerned with the underlying
networks as shown in Figure 2. In terms of packet forwarding, the internet protocol forwards packets
from one gateway to another, using the transport facilities of different networks, and using gateways
to switch packets between networks. There are also control and routing protocols at the internet level
which help gateways to gather routing information and to manage the operation of the internet.

Considering that the internet is essentially a virtual network, its design objectives in part are the
same as those of a component network. Thus, the internet has to efficiently support guaranteed levels
of performance for a wide variety of applications with growing user population and demands. Note that
this statement of goals does not distinguish between network users and network providers, and does not
explicitly include a number of other goals, such as a fair billing policy, network security, and network
privacy. In the following paragraphs we elaborate on various aspects of our statement of goals:

Efficiency. There are four major components of a computer (inter)network: applications, hosts,
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switching systemns, and communication links. Here, we are primarily concerned with the com-
munication links and switching systems. In a high speed environment, communication links can
support data rates from 100 Mbps to a few Gbps, and various applications can send and receive
data at similar rates. The efficient use of cornmunication links means they have high utilization,
that is, most of the time, they are busy carrying useful user information. Efficient use of switching
systems means that data streams are switched from input ports to output ports with little quening
delay, allowing high link utilization, and without requiring excessive hardware and software.

Diverse Applications. The communication substrate has to support a variety of applications which
require transporting voice, video, and data in an integrated fashion. For example, video dis-
tribution, computer imaging, distributed scientific computation and visualization, distributed file
access, and multimedia conferencing are all target applications. These applications generate traffic
with very different characteristics and have different requirements in terms of expected through-
put, delay, errors, and their ability to dynamically adjust resource requirements. Networks should
provide mechanisms for these applications to request the quality of service they need and to spec-
ify any routing constraints they may have. Of course, networks have to provide mechanisms to
provide such a variable grade service and to meet routing constraints of the applications.

Guaranteed Levels of Performance. The ability to have guaranteed levels of performance means
that the network should allow applications to meet their performance needs with high probability.
Clearly, performnance guarantees are statistical and do not imply inflexible and high levels of
resource needs. For example, a file transfer application may request the transfer of a several
megabit long file to take place within an hour. In this case, the network has to guarantee that
the file is transferred in the given time, but the actual transfer may require a small fraction of the
link bandwidths, allowing considerable flexibility.

Scalability. Experience with existing networks suggests that the network user community and their
needs are rapidly increasing, and that this trend will continue for the foreseeable future. Thus,
scalability means that the switching systems, protocols, and other mechanisms should be such
that they can grow with the increasing demands and still be efficient and be able to make the
required performance guarantees.

It is important to note that these objectives are more difficult to achieve at the internet level than
within a homogeneous network, because of a number of adminisirative and technological reasons: the
underlying networks are under different administrative control; they are technologically diverse; the
internet cannot be optimized for a few application classes because it is the interface to users of a large



number of interconnected networks; and finally an internet abstraction should be designed such that it
can survive fechnological changes to the underlying networks. Table 1 in Section 3.1 lists attributes of
various example networks to provide an overview of the network diversity.

2.2 High Speed Networking Approach

In this section we describe, in relatively abstract terms, how high speed networks (uSN) have tried
to achieve these goals in a homogeneous environment, which is relatively simpler and more tractable
problem. However, this discussion will help us formulate a few principles of high speed networking
which are useful at the internet level as well.

Guaranteed Level of Performance. Two approaches are used to make performance guarantees in
a network. The first approach involves monitoring and control of resource allocation and usage of
each application. This approach requires that an application specify its resource needs a priori,
and unless its needs can be met, it is blocked. Once started, mechanisms are provided to ensure
that it does not use more resources than requested. Because every application uses only its share
of resources, it can meet its performance needs, and help avoid network congestion.

The second approach is to over-engineer the network to the extent that an application is certain
to get the resources it needs. Thus, the applications can be unconstrained and still be sure to
meet their performance needs and get the guaranteed level of performance.

Clearly, networks use both approaches with one of them being more dominant. Most HSNs use
the first approach as the dominant one, because it allows a network to deal with the statistical
behavior of applications better, and it can avoid frequent short term congestion in parts of the
network [1]. Also, in a large HSN environment, the second approach would require prohibitively
large amount of resources to provide adequate over-engineering.

Thus, the first principle of HSN is to do tight monitoring and control of resource allocation and
usage of each application to make performance guarantees.

High Efficiency. With the commercial viability of the fiber optic medium already established, the
performance bottleneck has moved from communication media to switching systems. Thus, in
order to keep up with the data rates of communication links, it is essential that most of the packet
processing and other control operations be performed at high speeds, which implies hardware
implementations. However, if all the switching logic is to be implemented in hardware or in
custom VLS$1, the resulting switching system will be very expensive, complex, and inflexible.

The solution used in HSNs involves separating control and data paths, simplifying the data path
as much as possible, and implementing the data path in hardware and control path in software.
The simple data path can be implemented economically in hardware and can help achieve high
link utilization. This strategy works well assuming that the bulk of communication information
exchanged is data, and since control operations are done in slower software, they are less frequent
and the subsequent data can tolerate this delay.

Thus, the second principle of HSNs is to separate time critical functions from non time critical
functions, and try to make the time critical functions as simple as possible in order to implement
them economically in hardware.

Scalability. The bottleneck with reference to scalability is within the switching systems’ intercon-
nection network. We need to use interconnection networks which scale well with the number of
communication links, where the number of links could be as high as few thousands. Hsy switching
systems use binary multistage routing networks, which are relatively complex and involve mul-
tiple store-and-forward operations within the switch, but have excellent scalability. Thus, with
these switching systems, the HSNs can scale for a large number of communications links and can
potentially be used to create a network as big as the existing telephone network.



"Thus, the third principle of HSN is to choose switching and protocol architectures that scale well
with the growing user population, with a maximum target population being the users of existing
telephone network.

Diverse Applications. There have not been any particularly novel solutions to the problems of
dealing with the diverse applications in a high speed environment, except for the following basic
consensus: it is too early to decide on an architecture that is suitable for all applications, and
so the underlying substrate should allow sufficient flexibility; packet switching is flexible and
can potentially support different applications; an integrated multipoint communication facility is
useful for a set of applications, and also includes point-to-point communication as a special case,
Unfortunately, newer networks have also been (un)intentionally tailored to a subset of applications.
The most vivid example of this trend is the 4TM effort which has adopted a standard for packet
length (64 bytes) which is appropriate for voice traffic, but clearly too short for many other
applications and for higher speed communications.

2.3 Limitations of the Existing Internet Abstraction

The functionality typically associated with the internet level consists of packet forwarding between
similar and/or dissimilar networks, internet congestion control (or internet resource allocation and
management), network management?, a uniform addressing method, and internet routing [26,2]. We
claim that the current internet abstraction has weaknesses in all these areas and needs major improve-
ments to make it appropriate for the next generation of internet. We summarize the weaknesses in the
following paragraphs:

Predictable Performance. The internet level does not allow applications to explicitly request the
amount of resources and the quality of service desired. Moreover, the internet model is unable
to support a predictable level of performance for its applications primarily for two reasons: first,
the internet uses a datagram approach for all applications and does not do any explicit resource
allocation; second, it expects too little of its component networks. As mentioned earlier, the
internet requires that a component network try its best to forward a datagram toward its desti-
nation, but allows the network to lose, resequence, and duplicate datagrams. Additionally, there
is no attempt to even characterize the throughput that a network can deliver to an application,
and no functionality to reserve or preallocate resources for an application. We argue that with-
out proper characterization of component networks and without any resource allocation, it is
extremely difficult, if not impossible, to provide predictable performance to applications.

Resource Management and Congestion Control. The congestion control strategy in the current
internet has not been working well. It allows gateways and networks to become congested and
then uses two mechanisms o clear the congestion: gateways drop (selectively or randomly) packets
while congested; and gateways send 1CMP source quench messages to a host which is sending too
many packets too fast [17,27].

It is not difficult to see that these mechanisms are not appropriate for the VHSI environment.
First, a number of applications simply cannot tolerate gateways dropping their packets. Second,
the source quench message is reacted to with excessive delay, especially in the VHsI, because it
takes too long (measured in number of bits) for these messages to propagate and to initiate an
action in response. In the mean time, a large number of packets would have been dropped, and
the congestion situation might have even changed. We claim that in a VHSI environment, it is
more effective to avoid congestion rather than to let the congestion happen and then try to clear
it.

Transport protocols also do some congestion control in the internet. They use estimates of round-
trip-delays and packet acknowledgements to detect congestion in the internet [18,28]. When

2We include security, billing, capacity management, etc., within the network management



congestion is detected, they shrink their window sizes to reduce the offered load to the network.
In other words, the end-to-end flow control is used to do the congestion control. This does not
work well because it is too slow and conservative to be effective in the vusI for the same reasons
as explained above, if is based on an inaccurate estimate of the congestion, and it would lead to
unpredictable performance to applications.

Packet Forwarding in Gateways. A gateway typically consists of two or more network interfaces
connected o a general purpose processor and memory. Network interfaces do most of the network
specific tasks, and the processor does most of the internet level processing, which is relatively
complex, in software. Clearly, such a gateway architecture cannot keep up with the high data
rates, and thus, cannot deliver acceptable throughput, measured in number of packets per second,
to its users. Also, if a bus is used as the gateway’s internal interconnection network, it can saturate
even for a modest number of input ports.

The recent designs of gateways have moved the internet level processing to the network interfaces
which contain their:own processor and - memory: The main processor deals with only the excep-
tional situations, such as-settingup routing tables for the network interfaces and internet routing
protocol functions. This is only marginally better, because the per packet processing is still done
in software on a stored-program processor.

Internet Routing. The Internet is divided into a number of autonomous systems (As), and an As uses
exterior gateways to spread and gather reachability information about the Internet connectivity
for inter-As routing [21,30,16]. Gateways, responsible for the inter-As routing, do not use any
elaborate routing protocol and do not exchange all the information about the Internet needed by
other protocols to perform optimal routing. In short, the inter-as routing model {essentially the
EGP model) does not have sufficient functionality to ensure optimal routes in any sense.

Addressing. The current internet addressing scheme cannot support the expected growth of the
Internet, mobile hosts, truly diverse networks (telephone network, for example), and does not
provide assistance with routing of packets. Thus, there is a need to design an addressing scheme
which can account for these problems.

In summary, although the Internet has been the center of most of the computer networking research
and has led to a number of fundamental contributions, the time has come to explore a revised internet
abstraction which can correct the above mentioned weaknesses and can work well with the emerging
networks and applications.

3 THE NEXT GENERATION OF INTERNETWORKING

In this section we present our:.design of the next generation. internet abstraction, called the very high
speed internet (VHSI) abstraction. It resembles the existing internet abstraction only in rudimentary
ways. For example, the internet level protocol in the VHSI also interfaces with applications and under-
lying networks, uses transport facilities of the networks to forward packets, and uses gateways to switch
packets between networks. The VHsI abstraction, which includes a number of significant improvements
over the current internet abstraction, is shown in Figure 3. This includes a multipoint congram-oriented
transport facility, resource management servers for diverse networks, an internet route server, and in-
terface to various network access protocols. A host may include a simple internet router (default next
hop for nonlocal hosts), a resource server pointing to a gateway, a network interface, and an interface
fo a number of transport protocols. A gateway may include inter and intra domain routing, resource
servers for multiple networks, and interfaces to several networks.

It is important to point out that the vHSI may also include a connectionless service, a modified
version of the current datagram 1p. However, we have intentionally focused on only the congram-
oriented service, because this is the most novel aspect of the vusi. There are also a number of issues
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related to the interoperability of conneciionless and congram-oriented services at the internet level], but
we have postponed their treatment until after we have acquired sufficient understanding of the proposed
congram-oriented service.

The details of the Vst abstraction are presented in terms of the discussion on the component networks,
a brief description of the multipoint congrame-oriented internet protocol, resource managerment strategies
for diverse networks, design of gateway architectures, and functionality expected of internet routing
protocols. We have included the discussion on the internet routing for the sake of completeness, but it
is not within the scope of our research program.

3.1 Component Networks

The vHSI, as the existing Internet, will include a variety of local, regional, and national networks,
and each class will consist of public networks, private corporate networks, and networks supported
by the federal agencies. Of course, some of the existing networks such as Ethernet and proprietary
networks (e.g. sNA and DECNET) will be part of the VHSI because of their continued usefulness in
some environments and because of their large penetration. We argue that the vHsSI can successfully
deal with the network diversity, only if it can impose certain requiremenis on the component networks
and get them to cooperate at the internet level in a number of important ways. In other words, the
network level diversity implies some cost to the component networks in terms of having to provide
certain functionality to the internet level. We believe that without imposing such constraints, making
end-to-end performance guarantees to applications is very difficult, if not impossible.

Note that the imposition of requirements on the component networks is a departure from the current
Internet philosophy. The current Internet model does not expect anything from the component nei-
works, except for best effort delivery of datagrams. This means that a network can lose, duplicate, and
resequence packets arbitrarily often. In the following paragraphs we summarize the diversity permitted
and the minimum functionality expected of the component networks in the vESI.

Network Diversity

In terms of diversity, networks can have different speed, packet size, packet format, resource management
policies, access protocols, routing capabilities, and access constraints. Figure 4 shows a small part of 2
hypothetical vHs1, and Table 1 lists important attributes (in some cases assumed) of various networks
to get a feel for the diversity. For example, it is assurned that the backbone network of the future
ScienceNet (network n3) provides a datagram service at the network level and has mechanisms for its
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gateways (such as g2) to do limited resource allocation and management. Note that the networks in this
table are carefully chosen for their diversity. For example, at the national level, an ATM based broadband
integrated service digital network (B1SDN) is included because telephone companies have strong interests
in supporting ATM based public networks; BEN is included because it is an example of the high speed
networking technology that a private corporate network may adopt; and ScienceNet exemplifies networks
which are appropriate for the scientific community and supported by federal agencies. Similarly, there
will be great diversity in local area networks providing differing capabilities. Examples of local area
networks that the vHsI would include are Ethernet, FoDI, and PBXs.

It is irnportant to note that the vHSI allows networks which internally support connectionless or
connection-oriented access. Also, it allows connections with different semantics, e.g. BPN and FDDI
connections are different, but both are permitted in vEsE. Most of the network diversity that we ate
concerned with is fundamental and cannot be avoided as a result of standardization. For example, it
is unrealistic to assume that any standardization will result in zll networks using the same packet size
and format (such as ATM cells), or communication links of the same bandwidth.
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Packet Length
Network R Fixed | Var | Max RM |DGRAM| CO | PTP [MTP| BDCAST ACCON
Ethernet 10 . 1500 none . . . No Transit
BPN 100 . n internal . . nooe
ScienceNet | 100 . 1000 none . . none
Corporate 45 . 200 none . . No Trunsit
Regional 45 . 200 none . . none
¥DDI 100 . 4600 fimited . . . . nene
R Maximum Transfer Rate in Mbps
Max Maximum Packet Length in Bytes
RM Resource Management
DGRAM  Datagram Communication
cO Connection Oriented Communication
PTP Point-to-point Communication
MTP Multipoint Communication

BDCAST  Broadcast Communication
ACCON Access Constraints

Table 1: Component Network Diversity

Network Requirements

Parametric Description of Network Capabilities. Given the variety of capabilities of the com-
ponent netwozks in VHS1, it is essential that the internet protocol include mechanisms for describing the
capabilities of networks and for exchanging these descriptions among the gateways to guide the routing
decisions. For example, when selecting a route for a connection requiring a particular bandwidth (say 1
Mbps), it is essential that the route not traverse subnetworks incapable of supporting that bandwidth.
Simmlarly, connections requiring low packet loss rates should not be routed through networks that lose
packets frequently.

The following list gives a few of the parameters that might be included as part of a network description.
A few of these parameters are given relative to a standard reference path, which, for example, might be
a path carrying heavy traffic between endpoints that are geographically distant.

s Bandwidth options. This specifies the various connection bandwidihs that the network can sup-
port. It may be specified as a single value, a few discrete values, or a range of values.

o Bandwidth allocation option. This specifies the type of bandwidth allocation that the network
can support. Options include peak bandwidth allocation, statistical allocation (which allows
connections with varying instantaneous data rates to statistically share the bandwidth, but al-
lows explicit allocation to ensure predictable performance), and no bandwidth aliocation (which
provides no performance guarantees).

e Packet loss rate. This specifies the frequency of packet loss on a standard reference path.

o Packet misordering separation. This specifies the time between transmission of packets on a
standard reference path at which the likelithood of packet misordering exceeds some threshold.
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® Packet delay. This specifies delay on a standard reference path (perhaps average and ninety-ninth
percentile).

» Multipoint capability. This specifies the ability and characteristics of the multipoint connections
that can be supported across the network. Characteristics include number of endpoints and
various operations permitted on the connection.

e Routing Constraints. This specifies any access constraints that the network may have. For
example, a network can decide not to route traffic originating from certain hosts or networks or
traffic to have traveled over some networks, Also, some networks can specify not to route any
transit traffic through them.

The parameters listed above are envisioned as static and can be obtained from the network operator
or the network operations center. It may also be useful to allow more dynamic traffic information to
be included and updated periodically. Using parameters such as these, along with the knowledge of
individual connection requirements, it is possible for the internet protocols to make better decisions
about routing of new connections,

Resource Management. We have argued that in a high speed environment it is necessary to do
resource management on a per application congram/connection basis to make performance guarantees
to applications. This requires the network to either do its own resource management, or allow its
directly connected gateways to provide this functionality. The purpose is to allow every component
network to ensure that if an application is using its specified share of resources, the network can meet
application’s performance constraints, such as end-to-end delay, throughput, and packet loss rate.

Obviously, not all of the existing and the emerging networks have this functionality. However, we
believe that suitable mechanisms can be designed which would allow either networks or their gateways
to do appropriate resource management while requiring minimal changes to their internal structure.
Details of how to do this are presented in Section 3.3.

3.2 Multipoint Congram-oriented High Performance Internet Protocol
Congram Justification

As mentioned earlier, one of the strengths of the vHsI is its multipoint congram-oriented internet
service, which can provide variable grade service with performance guarantees to applications. The
protocol primarily responsible for providing this service is called the Multipoint Congram-oriented
High performance Internet Protocol {McHIP).

There is little doubt that the next generation internet protocol must provide high performance with
high predictability. Also, an integrated multipoint communication facility is important for a number
of applications such as video distribution, multimedia conferencing, LAN interconnect, network man-
agement, and other distributed systems applications [6,35]. However, one issue that researchers still
argue about is that of connection vs. connectionless service. In the following paragraphs we briefly
present our arguments in favor of a service which aims at combining strengths of both the connection
and datagram.

Connection vs. Connectionless

The issue of connection vs. connectionless service is at least as old as computer communications and
has been a continual source of religious debates. The reason for its persistence is that the semantics of
a connection have been evolving with the rapid changes in network technology and with new applica-
tions. Initially, a connection meant a physical circuit, which is inflexible and inefficient for the bursty
applications found in computer communications. Subsequently, a connection meant a virtual circuit



—-12-

(as in x.25 networks) on top of packet switching, providing additional flexibility and efficiency over the
physical circuit. However, this connection implied a relatively static path for packet routing and reliable
delivery of packets. Reliability, in turn, implied complex and slow mechanisms for hop-to-hop flow and
error control. The need for exploring a connection-oriented architecture is recently expressed by the
National Research Network Review Committee in its report “Toward a National Research Network” as
indicated by the following paragraph from this report [24]:

Current connectionless services create significant overhead per packet, and this overhead implies
severe limitations on packet rates in the switch. The source of the current connectionless world in
which our networks and gateways find themselves was the tradeoffs among bandwidth, storage, and
switch complexity. However, these tradeoffs are changing dramatically, and certainly there will be
a significant change by the time the phase 3 networks arrive.

The information available with connection-oriented communication can be exiremely valuable in
simplifying the processing requirements of the switch; this is especially important since the switch
is likely to become the bottleneck in phase 3.

The 14B (Internet Activities Board) has also recognized the need for a connection-oriented service and
has recently started a new working group called “sT and the Connection-oriented Internet Protocol”
[12].

McHIP and emerging high speed networks are taking the concept of a connection a few steps further in
order to make it more suitable for a wide variety of applications and networks. We call this connection
abstraction congram, becatse it incorporates important aspects of connection-oriented and datagram
services, and because it avoids any prejudice resulting from using old terms, such as connection or
datagram. A congram in our context means a plesio-reliable service with no hop-to-hop flow and error
control®. A congram only implies a predetermined path for packets and some resources statistically
bound to the congram (application). Also, appropriate low overhead mechanisms are provided to allow
establishment and reconfiguration of the congram path. Note that reconfigurability is important to
ensure survivability in the event of network failures. Thus, the important point to note about the
plesio-reliable congram abstraction is that the connection part of this abstraction provides efficient per
packet processing and variable grade service with performance’ guarantees, and the plesio-reliability
part provides survivability and flexibility as ir a datagram model. In short, this abstraction has the
potential to incorporate the valuable aspects of both connectionless and connection-oriented approaches.
We argue that there is a need to explore the potential of such a congram-oriented service at the internet
level.

McHIP Overview

The purpose of this subsection is to give an overview of McHIP. McHIP supports two types of congrams:
perpetual internet congram (PICon) and user congram {UCon). PICons are long lived congrams between
McHIP entities, and their purpose is to carry data for UCons that are in the transient state. There are
three possible ways for an application to send its data using congrams, as shown in Figure 5. First,
an application establishes its own UCoun, sends the data, and terminates the UCon (track A). Second,
an application still establishes its own UCon, but uses PICons for sending its data while its UCon is
being set up or reconfigured (track B). Finally, an application may not establish its own UCon but use
PICons to send small amounts of data (track C). The details of tracks B and C are left for the future
reports, but the motivation for them is presented later in this section.

The details of track A are presented in terms of three phases of a congram: congram set up, operation,
and termination. Figure 6 shows messages exchanged between the transport/application protocol and
McHIF during these three phases. The internet is considered as a black box which can route a multipoint
congram and can transport data among the endpoints. The attributes of a congram are also shown.
They fall in four categories: bandwidth, delay, reliability, and access permissions. The bandwidth

3 Plesio comes from the Greek word plesios which means close to or almost,
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Figure 5: Congram Optlons

atiributes include values for peak bandwidth, average bandwidth, and burst factor, at the desired
and minimum acceptable levels. The degraded performance flag (OPF) indicates if the application can
tolerate performance degradation in case of network congestion. Thus, this flag allows an application
to specify its willingness to let the network reduce its resources during the life of the congram. The
delay attributes {D) include minimum and maxinmim delay for any packet at the desired and minimally
acceptable levels. The access permissions (P) for the congram are defined for the owner, group, and
others, and within each class, an endpoint can have read as well as write permissions. The network route
mask (NRM) is a set of predicates that specify the routing constraints of the congram. It is important
to note that all applications need not specify all attributes, and that what constitutes the appropriate
Iist 1s a subject of further research. Now let us consider each phase of the congram in detail.

Congram Set up

The congram set up phase typically consists of identifying a path, allocating resources on this path,
and initializing appropriate tables and hardware mechanisms to ensure that subsequent packets will
be switched with minimal processing. As an example, consider Figure 4 and assume that host hl on
Ethernet nl is trying to initiate a multipoint congram with hosts h2-h5.

Host h1l (McHIP-h1) needs to query the resource server on gateway gl to check if a congram of given
attributes can be supported on network nl. Assuming there is enough bandwidth available on network
nl, the resource server will allow the congram. Subsequently, McHIP-hl will learn from its routing
server that hosts h2-h5 can be reached via gl. Hence McHIP-hl sends the inet-open-con() request
to McHIP-gl, which consults its routing server to decide that h4 and h5 are directly reachable on
network BPN and that h2 and h3 are reachable via g2, McHIP-gl decides to open a multipoint congram
on BPN with g2, h4, and h5 (which, for BPN consists of opening a congram and adding each endpoint
singularly). Subsequently, McHip-g2 forwards inet-open—con{) to McHIP-h2 and McHIP-h3. The names
and sequence of the message exchange are documented in Figure 7.
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Figure 6: Multipoint Congram in McHIP

In any case, every gateway agrees to route a multipoint congram only if the corresponding network
has enough resources for the congram. In the case of networks such as Ethernet and ScienceNet, which
use the datagram approach, suitable mechanisms are provided for gateways to monitor the resource
usage within the network. Gateways are authorized to block congrams if they determine that enough
resources are not available to meet the performance needs of the application.

During the congram set up, gateways have to do various table initializations to simplify the per packet
processing for the subsequent packets. There are two important poinis o note. First, every gateway may
perform these functions differently, depending on the type of networks that it is connected to. Second,
congram set up operations, though similar to their counterparts in other connection-oriented protocols,
are additionally complex becaunse of the diversity of underlying networks. For example, gateway g2 in
our example has to remember that when a packet is received from gateway gl, it needs to send copies of
the packet to both hosts h2 and h3. Additionally, g2 may initialize some fragmentation and reassembly
logic to ensure that packets coming on ScienceNet get fragrented into fixed size packets before being
sent on to BPN.

Congram Operation

During the life of a congram, there are primarily two types of operations: data transfer and modifications
of congram atiributes.

Data transfer operations involve the transfer of data packets from the source to various endpoints
in a multipoint congram. The per packet processing for a data packet typically involves matching
the congram id of the input packet in a table to decide on which ocutput link(s) to send the packet.
However, the internet per packet processing in a gateway is more involved and depends on the component
networks. For example, ScienceNet (n3) does not support multipoint congrams, and therefore, gateway
g2 must maintain multiple point-to-point congrams, and make copies of input packets and send them
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inet-open-con() P1 = McHIP-hi
inet-resource-request () McHIP-hi = RS-g1
inet-resource-ack() RS-g1 == McHIP-hi
inet-open-con{) McHIP-hl = McHIP-gl
bpn-open-con(} McHIP-g1i —> BPN
bpn-open~-con-ack() BPN == McHIP-gi
bpn-add-ep () McHIP-gi = BPN for h4
bpn-add-ep-ack{) BPN —=> McHIP-gl
bpn-add-ep () McHIP-g1 = BPN for hb
bpn-add-ep-ack() BPN = HcHIP-gi
bpn-add-ep () McHIP-gl ==> BPN for g2
bpn-add-ep-ack() BPN —> McHIP-gl
inet~open~con() McHIP-gl == HcHIP-h4,McHIP-h5,McHIP-g2
inet-open-con-ack() McHIP-h4 —> McHIP-gi
inet—open-con-ack() McHIP-hG = McHIP-gi
inet-open-con{) McHIP-g2 == McHIP-h2
inet-open~con() McHIP-g2 == McHIP-h3
inet—open-con-ack() McHIP-h2 = McHIP-g2
inet-open-con-ack() McHIP-h3 = McHIP-g2
inet-open-con-ack() McHIP-g2 ==> McHIP-gi
inet-open-con-ack() McHIP-gl == McHIP-hl

Figure 7: Congram Setup

to appropriate endpoints on n3. Also, pateway g2 interfaces a connection oriented network (n2) and
a datagram network (n3). Thus, while forwarding packets from n2 to n3, g2 has to translate the
connection id in packets to network addresses of destinations on n3. Similarly, when g2 forwards
packets from datagram network n3 to connection-oriented network n2, it has to do some sequencing of
packets arriving from n3. Also, we expect that the connection oriented networks and datagram networks
will have drastically different packet lengths, and therefore, a gateway such as g2 must perform packet
fragmentation and reassembly. We believe that it is better to do reassembly at the intermediate gateways
than to send very short packets into a datagram network, resulting in inefficient use of network resources.

McHIP must also make performance guarantees to applications and avoid congestion using tight mon-
itoring and control of resource usage. This implies that gateways act as check points to ensure that the
traffic characteristics of a congram do not change drastically at the network boundaries. If they do,
the gateway must perform appropriate traffic smoothing and sequencing. Section 3.4 describes the per
packet processing at a gateway in more detail.

In addition to data transfer operations, we wish to allow ¢ongram modification operations which
include adding a new endpoint, deleting an endpoint, changing attributes of the congram, and re-routing
part of the congram in the case of a network failure. Most of the congram modification operations are
done in the control processor of the gateway, and are therefore, slow compared to packet forwarding.
However, while the modification is being executed, the application can continue to use the congram at
its old specifications. For example, an application may request an increase in its bandwidth, and while
the internetwork is attempting to allocate more bandwidth, the application would be able to send data
al its previous rate. Again, diversity of networks and elaborate modifications of a congram make the
McHIP more complex and challenging to design.

Congram Termination

Congram termination is relatively simple and essentially involves making sure that the data in transit is
taken care of, and the resources of the congram are deallocated. We allow only the originator of the con-
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gram to close a multipoint congram. Thus, in our example (refer to Figure 4), the application at hl may
decide to close the congram, which results in McuIP-h1 sending a inet-close~con() to McHIP-gl. The
McHIP-gl forwards this inet-close-con() to h4, h5, and g2 and waits for acknowledgements. Mcuip-h4
and McHIP-hb notify their respective applications of the event and send an inet-close-con—-ack() to
McHIP-gl. McHIP-g2 forwards the inet-close-con() to h2 and h3 and also waits for acknowledge-
ments. When McHIP-g2 gets the acknowledgements, it notifies its resource server to deallocate resources
of the congram, and it forwards the acknowledgements to McHIP-gl. Similarly, MCcHIP-gl, after receiving
acknowledgements from mcHIP-h1, McHIP-h2, and McHIP-g2, closes the multipoint connection on BPN,
sends the acknowledgements to McHIP-h1, and finally also deallocates the resources on Ethernet nl.

Motivation for Perpetual Internet Congram (PICon)

Two major concerns, which may also be associated with congrams, with the connection-oriented ap-
proach are the following:

» Connection set up overhead, in terms of latency, may not be acceptable to applications that have
small amounts of data to send or simply cannot wait for the connection set up time.

» Connection reconfiguration, which may be necessary due to network failures, is a high overhead
operation, involving identification of a new path and set up of new tables (modification of state
information). During this time, either service is disrupted or packets are lost. Service disruptions
and lost packets are difficult to deal with in a traditional connection-oriented approach, because
the connection must provide a perfectly reliable service to its higher level protocols. In other
words, the connection oriented approach is less robust to network failures than the datagram
approach.

It is important to note that McHIP provides only a plesio-reliable service, and therefore, its higher level
protocols would include appropriate functionality to deal with the lost packets and service disruptions
[81,32]. Thus, the vHSsI abstraction is inherently robust (as the datagram model), and allows McHIP
to deal with nefwork failures by doing nothing, and letting the higher level protocols take care of
them. Note this is the same approach as that of datagram 1P and has worked very well in the existing
Internet. Of course, it is important to note that the VHSI expects network failures to be rare. Also,
reconfigurability due to network congestion is an unlikely event, because McHIP emphasizes congestion
avoidance by explicit resource allocation. Thus, in the normal course of operation, McHIP expects
and delivers high performance with high predictability to its higher level protocols, but in the case
of rare network failures, it is acceptable for McHIP to let the higher level protocol try to recover from
failures. However, we want to provide mechanisms which can reduce the impact of congram set up and
reconfiguration on higher level protocols.

We deal with these issues by allowing two types of congram at the internet level: user and perpetual
internet congrams. A congram can be in either the transient or established state. A user congram is
set up, used, and terminated by an application. An established user congram has endpoints, path, and
resources assoclated with it, otherwise, it is in the transient state. Thus, a congram that is being set
up or reconfigured is in the transient state.

A perpetual congram is a long lived congram between McHIP entities at some subset of gateways
and hosts. Perpetual congrams are to be configured such that all of them together cover most of the
internet topology. The purpose of perpetual congrams is to carry data for congrams that are in the
transient state (which do not yet have all resources allocated to them). It is possible that one transient
congram may use the concatenation of (segments of) multiple perpetual congrams. Thus, the perpetual
congrams provide temporary resources to congrams in the transient state in order to allow applications
to send data during congram set up and reconfiguration. Under this scheme, if an application has a
small amount of data to send and does not want to set up a congram of its own, it can send this data
on a perpetual congram.
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Figure 8: Basic Resource Management Model

This idea of multiplexing data from user congrams in the transient state onto perpetuat congrams has
a lot of promise, becaunse with this functionality, we can have a congram abstraction which provides vari-
able grade service and performance guarantees, and which also allows efficient reconfigurability. Thus,
this kind of congram abstraction can have advantages of both congram-oriented and connectionless
approaches.

For the sake of clarity, this brief description of McHIP has not included any discussion on how the
protocol deals with error conditions and with link and gateway failures. The full specification of the
protocol, which is nearing completion for a preliminary version, accounts for these situations [20].

3.3 Internet Resource Management

One of our major goals is to able to make performance guarantees to applications across an internet of
diverse networks. To achieve this goal, we have argued that it is necessary to do monitoring and control
of resource allocation and usage on a per congram/connection basis. Figure 8 shows the basic model for
resource management on a point-to-point channel connecting two packet switches. The bandwidth of
the channel is W bps and each packet switch has B packet buffers. Each of m congrams supported on
this channel is statistically allocated some fraction w; of the bandwidth W (called effective bandwidth)
and is also allocated b; buffers. Whenever & new congram is to start, it specifies its resource and
performance needs using an application descripiion model (ADM). The ADM is specified as a number
of parameters, such as D = py,p9, - P, Where p; may be the peak bandwidth and p, the average
bandwidth requested by the congram. D is used to decide the congram’s effective bandwidth and buffer
requirements, and the congram is allowed to start only if these resources are available. Otherwise, the
congram is blocked. Once a congram is established, suitable enforcement mechanisms are provided in
terms of traffic valves (%;) to ensure that the congram is not using more than ifs specified share of
resources, Of course, the basic purpose of all this is to select D and compute w; and & such that
we can maximize the chanmnel utilization, minimize blocking, and still meet the performance needs of
applications with high probability.

Only a few networks do such elaborate resource management. For example, BPN uses D = (peak-buw,
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average-bu, burst-factor), and some other networks use a simplistic D = (peak-bw) [1]. However, most
of the existing and emerging networks do not have this functionality. We argue that suitable mechanisms
can be designed at the infernet level to incorporate this functionality, with only minor modifications to
the internal operation of the networks.

A simple but effective approach is to designate gateways to serve as a resource manager oI resource
server — similar in spirit to 2 name or route server. A resource server is responsible on behalf of its
network for keeping track of resource usage of active congrams and accepting new congrams only if
there are resources to meet the performance needs of the congram. For example, 2 datagram network
does not do any explicit resource management. Our scheme suggests that all or a subset of its directly
connected gateways act as resource servers, and thus keep track of all active congrams and available
resources In the network. Every time a new internet congram is set up within or across this network, one
of these gateways is consulted to check if appropriate resources are available to support this congram.
Various gateways communicate with each other and possibly with packet switches within the network
to ensure that their view of resource availability in the network is consistent.

In the case of broadcast local area networks (such as Ethernet), this scheme can be easily implemented
with good results. The gateway keeps a record of all active congrams with their resource needs and
alsc monitors traffic on the broadecast channel, This furnishes an accurate state of resource availability
to the resource server, and thus allows the gateway to make decisions about new congram requests. Of
course, if the network carries datagram traffic, suitable mechanisms are provided to ensure that it does
not affect the congram traffic.

In the case of a wide area point-to-point network, design of the resonrce servers is a relatively complex
problem. Our strategy is to require every packet switch to periodically report availability of resources
on its output links to one of the gateways. The gateway compiles this information along with the
static parametric description of the network and resource usage of all active congrams in a resource
database. Gateways also periodically exchange appropriate information from their resource databases
with each other to ensure that their view of resource availability in the network is consistent. Cbviously,
the actual resource availability is constantly changing in a real network, especially in the presence of
datagram traffic, and gateways have to make the decisions based on outdated information. We believe
we can design update mechanisms which are robust to the short term perturbations resulting from
information not yet reported to gateways. For example, gateways can maintain a multipoint COngram
among themselves with sufficient resources allocated to the congram. Thus, the resource updates in the
network are likely to be propagated promptly without being discarded, even in the case of temporary
overload. Also, the resource update information contains short term as well as long term usage patterns,
which help gateways to make more accurate judgements about the state of resource availability in the
network.

Another issue to be considered in the case of wide area datagram networks is that packets or datagrams
of an internet congram may travel on different routes, and therefore, gateways need to consider alternate
paths and have to allocate resources on those paths. In datagram networks that allow source routing,
this is not a problem, because the gateway can specify a source route and allocate resources only on this
path. It is important to note that ANsI and other routing standards are moving towards supporting the
source route option for other reasons, but it is also useful for resource allocation [5]. Without such an
option, a gateway must allocate resources on alternate paths based on the expected fraction of traffic
on each path. Feasibility and effectiveness of such resource allocation methods on datagram networks
is one of the topics of the research in progress.

3.4 Gateway Architecture

As mentioned earlier, a gateway in the VHSI has to implement the McHIP protocol and provide the
functionality to be a network resource server and an internet route server. The gateway architectures
must be such as to allow efficient McHIP implementation. Thus, the important design goals for a gateway
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Figure 5B: Packet Formats in a Gateway

architecture in the vaSsI include the ability to interface with variable number of input ports {2-64), to
interface with networks that support data rates up to a few hundred Mbps with high link utilization,
and fo switch input packets with latency less than a few milliseconds.

A pateway, to the first approximation, is a switch and can be designed using a switching fabric
of a fast packet switch as shown in Figure 9. The figure also shows the internal encapsulations and
decapsulations of a packet at important reference points in the gateway. All the per packet processing is
done in hardware using an extended switching fabric (Es¥), and the McHIP congram, resource, and route
management are implemented on a gateway control processor (GCP), connected to the Bs¥. Thus, the
GCP receives MCHIP requests such as open_con(), close_con(}, as well as resource and route requests
and updates. It processes these requests with the help of the resource server and routing server and
initializes the appropriate logic in the EsF to facilitate the subsequent packet forwarding. An imporiant
aspect of this architecture is that the c¢ritical path, consisting of per packet processing, is implemented
in hardware for high speed operation, and the non-critical path, consisting of congram, resource, and
route management, in software on the GeP for reasons of flexibility and economy.
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Operation of the BSF is described next. The network interface (1) does the network specific encap-
sulation and decapsulation. The input packet processor (pP) does error checking, table lookup(s) on
congram id to decide output port(s) and the number of copies to be made, and encapsulation of the
packet for internal use. The switching fabric (sF) is responsible for routing packets from an input port
to the appropriate output port or to a set of output ports which means making the required number of
copies and roufing each copy to an appropriate output port. Then on the output side, the packet may
undergo operations such as sequencing (5L — sequencing logic), fragmentation (FL), reassembly (RL),
and traffic smoothing (TsL — discussed in Section 4.3). The output PP adds some network specific
control information (for example, a source route) to be used by the NI and makes additional copies of
the packet to be sent on the corresponding network. Note that a gateway has to send multiple copies
of a packet on the same output port in the case of a multipoint congram whose endpoints are on a
network that does not internally support multipoint communication. These copies are not made within
the ESF, but are made by the output Pp. In the following paragraphs we discuss the design of various
building blocks of the gateway.

Switching Fabric. As mentioned earlier, the gateway can use the same type of switching fabric as
used in fast packet switches. However, two new issues arise in this environment that need special
consideration: switch size and packet length. Switch size has to do with the number of ports in
the switch fabric, which can range from 2 to 64. For example, a gateway connecting a LAN to
a backbone wide area network requires only two ports, which is quite common in the existing
internet. In VHSI, however, we also expect to see larger gateway implementations which will
interconnect several networks with 5-10 ports per network. For example, a gateway may connect
10-20 1AN segments of a campus network directly to a backbone network, in order to avoid the
performance penalties resulting from the hierarchical structure of the campus network. Another
example is that of two high speed public networks that have enough traffic between them to require
approximately ten communication lines interconnecting them via a gateway. In these cases, the
gateway obviously needs at least tens of ports.

When the number of ports is small {e.g. < 8), multistage switch fabrics are unnecessarily complex,
and a simpler crossbar implementation can be satisfactory. As an extreme, a bus is adequate for
a gateway connecting only two ports. Thus, the selection of a switch fabric for a gateway depends
on the gateway connectivity and its expected growth.

The second issue has to do with the packet length for the switching fabric in a gateway. Most
high speed packet switches use fixed length packets, but a gateway invariably has to interface to
networks with different packet lengths and to networks that allow variable length packets. Thus,
the switch fabric in 2 gateway must either switch variable length packets or fragment input packets
internally to fixed length packets, switch them using a fixed length packet fabric, and reassemble
them at the output as needed by the next hop network®. Clearly, both approaches have their
relative advantages.

Our aim in the design of a VHSI gateway is to use an existing switch fabric, without modifications,
and design additional hardware around it to do the internet specific tasks. Two switch fabrics
that we are interested in are the Knockout and BPN. The Knockout switch allows variable length
packets and is optimized for the number of ports in the range of 0-64 [36,37]. The BPN switch is
attractive because it is being locally developed as part of another related research project, and
thus, would be readily available for the prototype effort. The BPN switch is also ATM compatible,
and thus, the gateway design based on the BPN switch fabric would allow future vHSI gateways
to use a wide variety of ATM compatible switching fabrics.

The most important part of the high speed gateway architecture is the hardware implementa-
tion of the per packet processing operations such as sequencing, fragmentation, and reassembly.
Implementation of these operations in hardware is discussed next.

tNote that this internal fragmentation and reassembly is in addition to the internet level fragmentation and reassembly.
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Fragmentation and Reassembly. Considering the increasing discrepancy in packet lengths, in only
a few cases can congrams be established to use paths which avoid fragmentation and reassembly
without any performance penalty. Thus, fragmentation and reassembly at network boundaries
will be a necessity on most of the internet paths. Note, for example, that sending 64 byte long
ATM cells on a datagram network with a maximum packet size of 2000 bytes would result in unac-
ceptable inefficiency. Assuming we do the fragmentation and reassembly at network boundaries,
the important question is: should it be done at the internet level within the gateway, or should
it be left to individual networks? Though it is tempting to leave this functionality to individual
networks, and thus, simplify the internet level processing, we argue that it is a bad idea. A
gateway is responsible for setting up internet congrams, and for making performance guarantees
to applications, and therefore, it is the most appropriate entity to have control over fragmenta-
tion and reassembly. Also, the basic purpose of gateways is to deal with network diversity and
relieve the individual networks and applications from the complexity (such as fragmentation and
reassembly} arising from this diversity. In the following paragraphs we show how fragmentation
and reassembly can be implemented in hardware along with other internet functionality.

The fragmentation of internet packets is relatively straight forward. The fragmentation logic has
to receive a stream of input packets (long packets) with McHIP header, divide each packet into
smaller fragments, copy the appropriate header information to each fragment from the original
packet (with some modifications), and send the fragments out. The fragmentation can be done on
the fly without having to ever buffer more than one packet. Clearly, fragmentation logic is a good
example of a synchronized streams processor (ssP), which takes a stream of packets, performs a
relatively simple and prespecified transformation on them, and outputs the transformed stream.
As part of the BPN project, a high level ssp silicon compiler (sspc) has been developed which can
take the functional description of a ssP and generate a vLsI design for ssp implementation [29].

Implementation of the reassembly logic in hardware for the general case is considered complex
and harmful [22], but it can be simplified in the VHSI environment because gateways have more
knowledge about the underlying networks via the parametric description, and because packets
belonging to a congram normally travel on the same path. For example, gateways know the packet
misordering probability and misordering separation for a given network, Thus, the reassembly
logic can determine how many buffers to allocate and how long to wait for an out of sequence
packet. The reassembly essentially involves sequencing input packets, copying data parts into
bigger segments, and generating the right McHIP header for the reassembled packet. The packet
sequencing logic is the most complex component and is discussed later. Once the packets are in
the right sequence, the reassembly is again easy to implement as an ssp. Note that for fragments
that arrive too late or do not arrive at all, the reassembly process times out and either sends the
partially assembled packet or discards it. Both approaches are useful for different applications.

It is important to note that the gateway has to concurrently do reassembly of packets on multiple
channels for a given output port. The maximum number of concurrent reassemblies is equal to
the number of possible logical channels, which is very large (e.g., 2*¢ for 16 bit long logical channel
numbers). However, realistically there are only a small fraction of logical channels in use at any
time, and only a subset of these channels may require reassembly. Thus, it is reasonable to assume
that there are 16-32 concurrent reassemblies. Of course, if all reassembly pipelines are busy, and
a new congram request is received which requires reassembly, the gateway can deny this request.

Packet Sequencing. The internet gateways can do limited packet sequencing to compensate for
networks that may misorder packets. The idea here is not to guarantee perfect sequencing, because
this functionality belongs to transport and application protocols and should not be duplicated at
the internet level for efficiency reasons. However, we argue that because packet sequencing is
included in reassembly logie, which is implemented in hardware, this functionality can be made
available to other congrams, without significant penalty in terms of delay. Packet sequencing
within the gateway does help in making better performance guarantees to the application. Figure
10 shows the block diagram design of the packet sequencing logic. The major components include
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Figure 10: Packet Sequencer for a VHSI Gateway

— a RAM to provide storage for the out of sequence packets

~ a CAM (content addressable memory) to store the sequence numbers of out of sequence packets
waiting in RAM

— a register (NEP) to keep track of the sequence number of the next expected packet in sequence
— a register {CIP) to contain the sequence number of the current input packet

— multiplexers and demultiplexers

- control logic

At the time of the congram set up, the NEP register is loaded with the expected sequence number
of the first packet and a suitable timeout value is selected which decides how long to wait for an
out of sequence packet before considering it lost. When a packet is received, its sequence number
is compared with the next expected sequence number, and if it matches { NEP = cIP), the packet
is routed directly to the output. This is the normal case. If ¢ip and NEP do not match, the packet
is stored in RAM with its sequence number and a pointer in CAM. For every packet cycle, the next
expected sequence number is also matched with cAM keys to check if the packet to transmit has
previously been received. If it has, the cAM gives the address of the packet in the RAM which is
used to read out the next packet onto the output. The control logic is responsible for enabling
the appropriate multiplexer and demultiplexer selecis and also for keeping track of timeouts. This
scheme can be implemented using two chips: one for the control and cam and the other one
for the RaM. However, it requires the RAM access times to be twice as fast as the input/output
data rate, because in a given packet cycle, it is possible that the output packet is read out from
RAM and an out of sequence input packet is being copied into RAM. We could reduce the speed
requirements on RAM by using parallel or interleaved memory structures but that would increase
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the memory chip count.

As mentioned earlier, a gateway has to do concurrent fragmentation and reassembly for multiple logical
channels, which means we need those many copies of the sequencing, fragmentation and reassembly
logic. It is reasonable to assume that one pipeline consisting of fragmentation and reassembly can be
implemented on three custom chips, and thus, for N concurrent pipelines, we need 3N chips.

It is important to note that we have simplified the packet forwarding in a gateway by using a congram-
oriented protocol, but have made it more complex by introducing packet sequencing, fragmentation,
reassembly, and traffic smoothing. We believe that this is consistent with our objectives of achieving
higher throughput from the gateways and making performance guarantees to applications.

3.5 Internet Routing

The purpose of this section is to summarize the functionality expected of the internet routing protocols
in the vHsI. Although internet routing problems are not within the scope of this research, there are
other research groups that are actively pursuing these issues. We summarize the requirements for the
internet routing within the vHsI in the following paragraphs:

Multipoint routing. An important aspect of the vHsI abstraction is a multipoint congram-oriented
service, which requires an internet routing protocol to take a set of endpoints and decide the next
hop for each in order to build a corresponding congram spanning tree. Of course, the congram
tree should be such as to optimize an appropriate internet cost function.

Routing based on resource requirements. In order to make performance guarantees, a congram
is routed such that its resource needs can be met with high probability. ‘Thus, the internet routing
profocol has to account for the resource requirements of the congram {or the quality of service
it needs) and for the resource availability of the underlying networks. Note that the resource
requirements of a congram may be specified using a set of parameters as described in Section 3.2.

Routing based on access constraints. As mentioned earlier, a network in the VHSI can specify
certaln access constraints to ensure that its resources are used to carry only authorized traffic.
Similarly, an application can specify routing constraints with respect to the subnetworks and
nodes traversed. Clearly, the internet routing protocol has to account for these access /routing
constraints while establishing congrams.

Standard requirements. In addition to above requirements, the internet routing pretocol has to
meet a number of other standard requirements. For example, it should be stable and quickly
converge to a solution in the event of topological changes, should allow load balancing on multiple
paths, should dynamically adjust to significant network changes, and should allow the internet to
be hierarchically organized in domains and subdomains.

Clearly, no existing internet routing protocol has all this functionality. However, there are a number
of promising research efforts in progress which aim at developing routing protocols/models which would
include some or all of this functionality [9]. For example, the IETF (Internet Engineering Task Force)
working group on Open Routing and Internet Task Force on Autonomous Networks are developing
routing models which would include support for policy based routing and type of service routing across
a large internet of diverse networks [15]. Similarly, NBs and ansI have proposals which also include
support for policy based routing [23,10].

4 WORK IN PROGRESS

We have presented a novel internet abstraction, called the VHSI abstraction, as a candidate for the next
generation of internet. The description of the VHSI abstraction in the previous section has established



—24—

its viability. However, there are still a number of research questions to be addressed, and a number of
design exercises to be undertaken to resolve the associated tradeofls, and demonstrate its feasibility in
a realistic environment. We divide this into three areas: multipoins congram-oriented service, resource
management across diverse networks, and gateway architecture.

4.1 Multipoint Congram-oriented Internet Service

There are two important components to this aspect of the research: design and development of a
prototype multipoint congram-oriented service, and evaluation of tradeoffs associated with congram
sophistication vs. performance of congram management.

Specification and Prototype Implementation of McHIP

We have been working-on the design -and specification of a multipoint congram-oriented high perfor-
mance internet protocol.- The current version of the protocol includes the following features [20]:

e The protocol allows an application to request the grade of service it needs by specifying bandwidth,
delay, and reliability attributes, and also the routing constraints that the application may have.

» The protocol includes a simple multipoint congram-oriented service which is easy to implement
and prove correct. This version does not use PICons and does not permit additions and deletions
of endpoints once the congram has been established.

e The protocol works with resource servers to perform resource management on a per congram
basis.

The specifications includes details of the service primitives that higher level protocols can request,
descriptions of various packet types and formats, details of how the protocol provides various services,
and also a number of representative scenarios of its operation. Once the specifications are complete,
we will implement a prototype of McHIP. The plan is to implement all of McHip, including packet
forwarding, in software, and to thoroughly test the protocol and its implementation. Subsequently,
we plan to implement all the per packet processing in hardware as part of the prototype gateway
implementation.

A very important aspect of the prototype effort is to deploy and test these implementations in a
small scale experimental internet, consisting of a BPN (four 16 port switches) and a few segments of
Ethernet and rDDI. This experimental internet is a part of a joint project between the Southwestern
Bell Telephone (swWBT) and Washington University (WU), and is planned to demonstrate the feasibility
of BPN {or high speed packet switching) technology for visual/image communications.

Congram Sophistication

The introduction of a congram abstraction in a protocol raises a number of issues concerning the state
information and resource binding associated with the congram. The two most important reasons for
using a congram in high speed networks are assistance in resource management and simplification of per
packet processing. It is important to note that the congram abstraction is also beneficial to a number of
applications, because it relieves them of considerable complexity associated with the communication. In
fact, applications could take advantage of even more sophisticated congram abstractions, but this leads
to increased complexity in congram management with corresponding performance degradation. Thus,
there exist a number of interesting tradeofls that deal with the sophistication of congram abstraction
vs. the performance and complexity of congrarm management. The goal is to determine how much and
what kind of sophistication can be permitted without compromising the performance and simplicity of
congram management.
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A relatively fundamental issue is what the performance metric should be for congram management.
In high speed networking efforts, the emphasis has been on the performance characterization of the
data path, and not of congram management. We argue that as we define more sophisticated congram
abstractions, we must also concern ourselves with the performance of congram management to prevent
it from hecoming the performance bottleneck. We propose the tuple (v,7,x, ¢) as the performance
metric for congram management, where the elements of the tuple have the following meaning:

e v is the number of congram management operations per second, including congram set up, addi-
tions and deletions of endpoints, and change of attributes of a congram. ‘This parameter is useful
for gateway and host implementations. Clearly,  depends on the mix of congram operations, and
is specified in those terms. v should be maximized.

e T is a vector of times it takes to execute each type of congram operation. For example, in the
case of adding an endpoint to a congram, Taaq _endpoint 15 the time between requesting the add
endpoint operation and.the-time that the endpointis on the congram. Its value depends, among
other things, on other operations in progress-at the same time. = should be minimized.

* & is a vector of the number of messages to be processed and exchanged with other gateways or
hosts to execute each type of a congram operation. &« should be minimized.

* ¢ is the amount of information to be stored as part of the state of a congram. ¢ should be
minirmized.

Estimates of these parameters will also depend on the size and dynamics of the congram in general.
Note that these parameters can also characterize the cost associated with the congram reconfigurations.
For a given congram abstraction, we can get estimates of these parameters by simulations, analytical
modeling, or in some cases by simpler mean value analysis.

In order to provide low overhead congram set up and reconfiguration, we have proposed the idea
of perpetual congrams, which are used to carry data for congrams in the transient state. This idea
of multiplexing data from user congrams in the transient state on to perpetual congrams has a lot
of promise, because with this functionality, we can have an abstraction which provides variable grade
service and performance guarantees, and which also allows efficient reconfigurability. Thus, this kind of
congram abstraction can have advantages of both connection-oriented and connectionless approaches.
However, we need to address a number of other interesting questions: what is the proper topology,
bandwidth, and number of perpetual congrams? Under what circumstances does an application use
only the perpetual congram(s) rather than creating its own congram? How is congestion avoided
on perpetual congrams, and should they change their path/topology and characteristics in order to
dynamically adapt to the demands of congrams in the transient state? The effectiveness of perpetual
congrams will be high if the.congrams in the transient state require a small fraction of resources allocated
on perpetual congrams;-and have good statistical averaging properties. We are starting to address these
questions and evaluate the appropriateness of perpetual congrams in the McHIP environment.

4.2 Resource Management

We have argued that resource management on a per congram basis is the key to making performance
guarantees to applications. The effectiveness of such resource management depends on factors such as
the average size, duration, and burstiness of the congram, and on multiplexing with other congrams.
‘There is an obvious need to quantify the effectiveness of this strategy in terms of these parameters. As
mentioned earlier, 2 number of networks do not do any internal resource management, and in such cases
we have proposed that the gateways provide this functionality. Gateways can keep track of all active
congrams and their resource usage and also monitor resource availability in the network. We propose
to develop simulation models which will evaluate the resource management strategy and associated
tradeofs for two cases: broadcast LaNs and connectionless WaNs.
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Resource Management on Broadcast LANs

In the case of broadcast LANs, the strategy of gateways acting as Tesource servers can be conveniently
implemented, because a gateway can monitor network traffic while keeping a record of active congrams
and their resource needs. We are developing simulations to systemnatically study the effectiveness of
this approach on LANs, such as Ethernet and FDDI. The simulation consists of a number of controlled
sources and a resource server. The sources are programmed to generate both congram-oriented and
connectionless traffic of specified input parameters, such as the average bandwidth, peak bandwidth, and
burst factor. Before establishing a congram, the source first consults the resource server to determine if
enough resources are available to support the given congram. The simulation allows the user to specify
the fraction of network resource to be allocated for the congram-oriented trafic. The remainder is used
by the connectionless traffic, and the resource has the capability to choke connectionless sources if they
start using more than their share of resources. In the case of token networks, priorities can additionally
be assigned to different sources to give them appropriate shares of network resources. Thus, the user of
the simulation decides asinput-parameters the number of sources, characteristics of sources, resource
management policies, and other network parameters. -

As output parameters, the simulation will measure channel utilization, blocking of congram-criented
traffic, and end-to-end delay for packets of different sources. Clearly, the most desired operation point
would be to provide a tight bound on packet delay, and still achieve high channel utilization and low
blocking. Note, however, that these objectives are conflicting in the sense that a tighter bound on packet
delay suggests lower offered load which may result in lower channel utilization. The purpose of this
simulation study is to show that the proposed resource management scheme can provide performance
guarantees in terms of bandwidth and bounded delay to various applications without compromising
channel utilization and blocking.

Resource Management on Connectionless WANSs

The basic objective of resource management on a per congram basis is still the same, that is, to
achieve high performance (high throughput and low delay) with high predictability (tight bound on
delay and low packet loss rate) without compromising network utilization and blocking. However, in
the case of a WAN, which does not do resource management on a per congram basis, using gateways
as resource servers is more difficult. The fundamental constraints are that gateways cannot easily
monitor traffic throughout the entire network, and because the gateways have to work with outdated
resource availability information due to the latency in obtaining information from packet switches. We
plan to design two mechanisms (protocols) to help gateways do resource management in such a WaN
environment: First, allow packet switches to periodically send resource availability information on its
output links to one of the gateways; second, allow gateways to compile this information in a resource
database and exchange this information with each other to keep the resource database consistent. The
first mechanism is similar to-a*routing information-exchange protocol, whereas the second is a form
of maintenance of a distributed database. The real challenge is how to engineer these mechanisms so
that gateways have sufficiently accurate resource availability information without making the resource
update mechanisms too responsive and the update overhead foo high to be acceptable.

4.3 Gateway Architecture

The important design goals of a gateway architecture in the VHSI include the ability to interface with
diverse networks that support data rates up to a few hundred Mbps with high link utilization, to switch
input packets with latency less than a few milliseconds, and to interface with a variable number of input
ports (2-64). We are working on developing a prototype gateway based on the proposed design and the
evaluation of associated tradeoffs as described in the following paragraphs:
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Prototype Gateway Effort

The most important aspect of the gateway design, given a switch fabric, is the design of additional
building blocks, such as packet sequencing, fragmentation, and reassembly logic. We presented a high
level functional design of the building blocks in Section 3.4, and we have undertaken the design of custom
VLSI chips to implement them in hardware. As mentioned earlier, fragmentation and reassembly can he
implemented as a sSSP (synchronous streams processor) using the ssp compiler. Furthermore, we plan to
design a packet processor (Figure 9) for the gateway, which will do error detection, address translation,
and encapsulation of packets for internal use. Clearly, the exact design of the packet processor depends
on the characteristics of the networks to be connected.

In a generic datagram environment, no assumptions can be made about the underlying networks,
path of packet traversal, and packet delay distribution, and therefore, the hardware implementation of
these functions is complex and expensive. However, we claim that in the vHsI environment, we can
considerably simplify fragmentation and reassembly to make their hardware implementation practical.
Thus, the purpose of these design exercises is to demonstrate feasibility of these functions in hardware
as well as to estimate their complexity.

To demonstrate the feasibility of this architecture as a whole, we plan to build a couple of small,
two port gateways, based on the proposed design, and deploy them in the experimental SWBT-Wu
internet (refer to Section 4.1). The prototype gateway will include network interfaces for BPN, FDDI,
and Ethernet, and the Mcuip implementation in software on a gateway control processor (Gcp) for
congram, resource, and route management,

Tradeoffs in Gateway Architecture

We are interested in evaluating the following tradeoffs associated with the gateway architecture:

Traffic Smoothing. One of the functions that a gateway can provide in the VHSI environment is
that of restoration and/or imposition of rate specification on the packets of a congram. The
traffic pattern (or packet flow) of a congram may deviate from the rate specification stipulated
by the endpoints as the packets travel across packet switches and networks. The reasons for
such deviations include inter-congram interference resulting from multiplexing, and a series of
fragmentation and reassernbly operations. The change in the traffic pattern of a congram means a
change in the resource needs of the congram, which, if not accounted for, can lead to undesirable
overload conditions. There are two ways to deal with changes in the trafiic pattern of a congram.
First, while establishing congrams, gateways (or McHIPs) can try to predict these changes and to
allocate resources accordingly. Second, gateways can try to restore and impose the original rate
specification on the packets of the congram as they are forwarded. We are working on evaluating
appropriateness and.- effectiveness. of-‘both these-approaches.

Shared Pipelines. For the sake of simplicity, we have proposed to use multiple copies of the packet
sequencing, fragmentation, reassembly, and traffic smoothing pipeline. Each pipeline is associated
with an output port and is dedicated to a congram for its duration. Thus, during the life of
a congram, the hardware associated with the pipeline cannot be used by other congrams. The
number of pipelines per output port is equal to the average number of active congrams that require
services of the pipeline. If this number if large, the amount of hardware required to implement the
pipelines could be prohibitively large. We want to consider two possible extensions: first, sharing
a pipeline for multiple congrams, and second sharing a pool of pipelines among all output ports.

We plan to undertake the detailed design of such a pipeline and quantify the associated tradeoffs.
This includes investigating architectural alternatives to satisfy buffering, speed advantage, and
complexity requirements.

Fragmentation and Reassembly Overhead. An important aspect of cur gateway architecture is
the implementation of packet fragmentation and reassembly in hardware in gateways. We have
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argued that in the vHsI, the packet lengths are drastically different for different component net-
works, and therefore, it is essential that gateways reassemble packets in order to avoid sending
very short packets on networks that support large packets. However, the performance gains must
be compared against the fragmentation/reassembly overhead and added complexity due to their
hardware implementation.

5 CONCLUSION

We have presented a very high speed internet (VHsI) abstraction that can help efficiently support
guaranteed levels of performance for a variety of applications, and can cope with the ever increasing
diversity of underlying networks with rapidly growing user population and needs. The important aspects
of this abstraction are the following:

¢ A novel plesio-reliable multipoint congram-oriented service which we claim has the advantages of
both classical connection and connectionless approaches.

» A pateway architecture that can support data rates of a few hundred Mbps, can interface with di-
verse networks, and can implement the congram-oriented service without becoming a performance
bottleneck.

s A resource management strategy across diverse networks to provide predictable performance to
congrams.

We have included design of various mechanisms (internet protocols and gateway building blocks)
that would enable us to achieve the required functionality at the internet level. Work is in progress
to evaluate important tradeoffs associated with the design of a congram-oriented protocol, resource
management on diverse networks, and the design of new gateway architectures.
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