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Load Balancing Algorithms for Jacksonian
Networks with Acknowledgement Delays

Andreas D. Bovopoulos™

ABSTRACT

Load balancing algorithms for Jacksonian networks are
derived. The state of the network is represented by the total
number of packets for which the source has not yet received
an acknowledgement. The networks studied are subject to
state independent routing and, state dependent and state
independent flow control. The objective is to maximize the
throughput of the network so that the end-to-end expected
packet time delay does not exceed an upper bound. The
optimal flow control is shown to be of a window type, while
the routing policy balances the traffic inside the network.
Several load balancing algorithms are evaluated.

1. Introduction

If the resources of 2 packet swiiched network are
insufficient to handle the incoming traffic, the packet time
delay increases and congestion problems may arise. In order
to insure that incoming packets receive timely delivery to
their destination, a controller might monitor and control
the network in: such a way that all accepted packets receive
the requested quality of service. TUpon delivery of a
packet to its destination, an acknowledgement packet is sent

from destination to source with & nonzero acknowledgement
deley.

Qur model for this class of congestion problems
consists of a Jacksonian network with a forward as well
as an acknowledgement network. (Nofe that if the
acknowledgement delay is negligible, the acknowledgement
network need not be included in the model.) Assuming
that the source sends packets into the network with rate
¢, load balancing algorithms are derived. These algorithms
maximize the average throughput such that the expected
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packet time delay in the forward neiwork does not exceed an
upper bound. The problems analyzed in this paper can be
classified as centralized, synchronous, and based on pariial
observations, Related work in the area of load balancing i
presented in [BOVST], [BOV88a), [BOVSSb).

This paper is organized as follows. In section 2, the
problem formulation is introduced. In section 3, the load
balancing algorithms for Jacksonian networks with state
dependeni flow conirol and siele independent routing are
found. In section 4, the load balancing problem of a
Jacksonian network with both steie independent flow control
end routing is derived. In section 5, the introduced load
balancing algorithms are applied to specific examples.

2. The Statement of the Problem

A user wishes to optimally utilize the resources of
z Jacksonian network comsisting of a forward and an
acknowledgement network {see Fig. 2.1).

Each of the I processors of the forward network has
zn infinite number of buffers and serves packets with an
exponential service rate. There are J processors in the
acknowledgement network. Let u’ be the service rate of
the i** processor, i € I+ J. Let R = [r"] be the
I+ T+ % (I J-+1) routingmatrix (0 <: < J+J,0< 5 <
I+.J). Using this notation, packets join the network 2t node
i with probability 7%*. Upon completion of service at node i,
packets leave the network with probability #* or are routed
from node 7 to node j with probability r*¥. We assume that
the iopology of the neiwork does not change with fime
and that, at the time o packet reaches its destinetion, an
acknowledgement packel begins its wey from destination to
source,

Let
ME g
The evolution of the gueueing network is described by the
stochastic vector

Q = (@, QM. QM), where Q,' refers to the
number of packets at node 2, 1 €1 < M.

Let k; be the number of packets in processor 1, for all
1,1 <12 < M. The state space of the system is given by
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Cam da



E={k1+"+kM} )
where 0 < kb, i =1,---, M.

E+ and E1 are the expected throughput and expected
forward time delay, respectively, of the network. The user
maximizes its throughput such that the expected time delay
of its packets via the forward network does not exceed a
given upper bound T, that is,

(2.1)

max By
Er<T

3. Load Balancing of a Jacksonian
Network with Acknowledgement
Delays

In the sequel the load balancing problem of a
Jacksonian network with nonzero acknowledgement delays
is studied.

In order to maximize the throughput of the network
in such a way that the expected time delay of the user's
packets does not exceed a given upper bound, a prime
optimization method [LUE84] of solving the problem is
followed. If, at most N packets are permitted io enter the
network, the original Jacksonian network {depicted in Fig.
2.1) is identical to the network depicted in Fig. 3.1, which
in ture can be transformed into a first order equivalent
Jacksonian network (Fig. 3.2).

Let

M
By= Qkit-+kul > ks < N, b,

=1
where 0 < by, i=1,.--, M.

Eyn and BTy are the expected forward throughput
and expected time delay, respectively, given that at any
given moment no more that N packets can be in the
network.

. def

Let the 1 x (M + 1) matrix @ =
the sclution of the traffic flow equations

60 81 ... gM] be

8@ = @R ,
where 6% = 1, Let

3 def ! 9'7 ks
AP SN ()

kytkgt-otkr=ly j=1

(3.1)

forall 1,1 <4 < N, where 0 5k;,fori=1,-_~-,f.

If I; is the total number of packets in processors
1,2,..-,I, then the Norton equivalent, symbolized by ”1111
is given by

1
i Tz (3.2)
9n
If, in addition, I is the total number of packets in
processors I+1,14-2,---, I+ J then the Norton equivalent

of the processors serving the acknowledgement packets is
symbolized by v,i and given by the equation

2
2 __ glz-—l
Vp, = 2 '

o (3.3)

where

g = > IﬁT (i—i)h (3.4)

krjadethrpa=ly jmltl

The state space of the equivalent forward network (Fig.
3.2) is

I
B} = {k1+"'+krl Zki < N} )

i=1
where 0 < k;,foralt¢, 2 =1,---,1.

The controller of the equivalent acknowledgement
network is a processor which is the first order equivalent of
the original controller together with the acknowledgement
network. This controller does not have a maximum service
rate ¢ (the maximum service rate of the original controller)
but rather has a state dependent maximum service rate
ey, for all i, §; € E}. This is the maximum feasible
value of the Norton equivalent of the system consisting of
the acknowledgement network and the controller. Notice
that because this value corresponds to the throughput
of a closed network, its maximum value is achieved
(|[BOV88b), Proposition 2.8.1) when the controller serves
with maximum rate ¢. Given that there are 3 packets in
the forward network, the maximum value of the equivalent
controller is

N-!
daf Zn=1 ' Hr’:l ( ;C?_)yi _ Ef;lh cngﬁ_i

B 1+ EnN:fi eng2

(3:5)

€l N1
1+ E-r:.:l1 H};I(:ﬁr)
foralll; € E}\F

The Norton equivalent function of a Jacksonian
network is a concave increasing function with respect to
the number of packets ([SHA86],/WALSS]). Thus, cy.i, is
a concave increasing function of I, for all [; € E};.

nas o



Let A}, for all k € EY, refer to the service rate of
the equivalent acknowledgement network in Fig. 3.2, A} is
given by
(3.8)

where k€ Ei,.

Definition 2.  A* = (J}),0 £ k£ < N, denotes the control
of the equivaient network. Note that the class of admissible
controls satisfies the peak constraint

0L Sear (8.7)
where & &€ E}. For the case in which the routing
parameters are state independent and the network is
subject to acknowledgement delays, the optimal flow

control is a window flow control and can be derived using
the linear program presenied in the Appendix L.

In [SHAS86E] and {WALSS] it is proven that the Norton
equivalent of a single class Jacksonian network with one
input and many outpuis is a concave increasing function
with respect to the number of packets k. The Norton
equivalent v of the part of the network to which a time
delay constraint is applied is therefore concave increasing
with respect to the number of packets k. Consequenily,
{IBOV88b], Proposition 3.6.2), we conclude that the
optimal flow control policy of the equivalent network of Fig.
3.2 1s ¢ window flow control, with af most one random point
corresponding to the last packet of the window.

The window flow control policy of the equivalent
nejwork can be translated into a flow control policy of the
network depicted in Fig. 3.1. It follows from Eguation
(3.5) that a window fow control policy of the equivalent
network corresponds to a window flow control policy of the
original neiwork. If the last packet of the window of the
equivalent network arrives with an arrival rate less than the
maximum defined by (3.5), then the actual controller of the
network operates with a window of the same size and sends
the last packet with an arrival rate less than ¢. The actual
arrival rate is computed using (3.5). These observations are
summarized in the following proposition.

Proposition 3.1  The optimal flow control of the equiv-
alent network of a Jacksonian nelwork with acknowledge-
ment delay 1s given by

Ck FOoL<k<L-2
;={0<AL45q fk=L—1
0 fL<k<N-1 ,

which corresponds to a window flow control policy of the
form

c FO<k<L—2
Akz{O<Ab¢5c fk=L—1
0 FL<k<N-1

The actual value of Apy can be compuied from the optimal
velues of A}, for ell k, & = 0,1,.--
(3.5).

,L — 1, end Egualion

In the remainder of this section, the load balancing
problem is addressed. Observe that if at most N packets
are permitted to enter the network, the optimal flow
control is 2 window flow control with at most one random
point, corresponding o the rate of the last packet in the
window. An iterative prime optimization algorithm (based

* on the feasible direction techniques described in [LUES4})

is introduced in order o compute the load balancing policy.
If the controller has complete information about the state of
the forward network, it can make the optimal fiow control
decisions. Since an increase in the rate with which packets
are acknowledged improves the accuracy of the controller’s
information concerning the state of the forward network,
any increase in the rate with which the acknowiedgement
packets return to the controller improves the performance
of the network.

The load balancing algorithm presented next is based
on the previous ideas.

Iterative Algorithm 1:

Let L(j) be the maximum i for which A; # 0, (i.e., the
window size after the j** iteration).

Let Evy(j) be the expected throughput when the
network is subject to the routing parameters and flow
control derived during the j7%* iteration.

Step 0 : An arbitrary feasible routing matrix is assigned.
Set L{0}) =1, and n == 1.

The nt* iteration of the algorithm has the following
steps :

ntP Iteration:

Step 1 : For the current window flow control (of
size L(n — 1)) and given routing perameters
in the nefwork, solve the following problem.
Allow L(n — 1) packets io enter the network
with the mazimum errival rele. Then, using
the Flow Deviation Algorithm [KOBS8S], improve
the routing parameters in the acknowledgment
neiwork by keeping the routing parameters in
the forward network unchanged and solving the
following convex nonlinear optimization problem:

) 1
min ) Ok

under the constratnis:

> 6 =

JEIN{({)

PORL A

FEOUT(D)



Jor every i =0, +1,--- | M, where :

Step 2 ¢

Step §:

Step 4:

IN(i) is the set of channels incoming to node ¢ of
the acknowledgement nefwork,

OUT(i) is the set of channels outgoing from node
i of the acknowledgement network.

For the current window flow control (of size
L(n —1)) and given routing parameters in the ac-
knowledgement network, solve the following prob-
lem. Allow L{n — 1) packeis to enter the nelwork
with mazimum errival rate. Then, using the Flow
Deviation Algorithm [KOB8S/, improve the roui-
ing peramelers in the forwerd neiwork by keep-
ing the rouiing parameters in the acknowledge-
ment network unchanged and solving the following
conves nonlinear oplimization problem:

1
min —— ,
E~y(n)

under the constrainis:

> o -

JEIN(3)

> e

JEOUT(1)

for every1=1,2,---, I, where :

IN(i) is the set of channels incoming to node ¢ of
the forward network,

OUT(i} is the set of channels ouigoing from node
i of the forward network.

For the routing perameters computed in Sieps 1
and 8, update the flow control with the use of
the linear program presented in Appendic I. The
solution of the linear program gives ¢ window of
size L.

Let pp for allk, k=10,1,---, L, be the probabilily
ihat there are k packets in the ccknowledgement
network under the flow conirol policy computed

in Step 3. Further, let 0i(k), for all j,
7 =TI +13,I+2---,M, and for all k, k =
1,2,---,L, be the solution of the traffic flow
equation whick mazimizes the Norion eguivalent
of the acknowledgement network, given there are
k packets in the acknowledgement network. Then
set 8 = (T, oe8 () (Ticapr)™ for all
3,4 =TI+ 1,I+2---,M. For the set of
iraffic flows defined by 6 for all j, 5 = I+
1,74 2,---, M, update the flow control using the
iterative algorithm presenied in Appendiz 1. The
solution of the linear program gives &« window of

size L™,

Siep 5: Letpy for allk, k=0,1,--+,L", be the probability
that there are k packets in the forward network
under ithe fow control policy compuled in Step
4. Further, let 8i(k), for all 7, § = 1,2,---,1,
and for all k, k = 1,2,---,L", be the solution
of the traffic flow equation which mazimizes the
Norton equivalent of the forward network, given
there are k packets in the forw_ard network. Then
set 85 = (Rl pe(R))(Shoa pr) ™ for ol 5,
j=1,2,--,1. For the set of traffic flows defined
by 7, for all §, 5 = 1,2,---,1, update the flow
control using the iterative algorithm presented in
Appendiz I. The solution of the hinear program
gives o window of size L#,

Siep 6 ¢ Let L{n) = L¥. If |By(n) — Ex(n — )| <
¢, where ¢ is a properly chosen lolerance, stop;
the compuied routing paremelers os well as the
window L(n) are optimal. Blse, n = n+1, and
repeat all the steps of the iteration.

Intuitively, the near optimal solution of the maximiza-

tion problem
max _ Fv
AR BT
is achieved by an iterative procedure, each step of which
solves the optimization problem

max max By (3.8)

MEr<T R

The previous equation suggests a practical way of control-
ling a network. Specifically, it suggests that for a given flow
conirol on the transport layer, we optimize the routing on
the network layer. Note that the time delay constraint is
dealt with on the transport layer.

4, State Independent Load Balancing
of a Jacksonian Network with
Acknowledgement Delays

In this section the class of Jacksonian networks which
are subject to state independent fiow control and which
operate with acknowledgement delays are analyzed.

The acknowledgement packets are served by dedicated
processors {i.e., the processors I +1,---,J + J) as before.

Let P be the set of all directed paths connecting the
origin and destination nodes. Furthermore, let y* be the
flow on path k, for 2ll &, & € P. Then,

A= S g

kP

(4.1)

The total ioad at node 2 amounts to



g = > v (4.2)

all paths p
utilizing server

The expected number of packets in the forward network is
given by
I

g7
EQ = Zm . (4.3)

j=t

The problem being analyzed can be formulated as the fol-
Iowing convex nonlinear optimization problem:

max Y 4

kEP
under the follownng comnstraints:

0< Yy,

kEP
I .
67 .
D m 2 VT S0,
Je=l kEP
o < pt (4-4)

for every node, 5 = 1,2,---, M.
Constraint {4.4) is never active. Consequently, & feasible
direction technique may ignore its presence.

In the sequel we develop an algorithm which is based
on the Kuhn-Tucker conditions and which solves the
previous convex nonlinear optimization problem. Let ¢ be
the Lagrange multiplier corresponding to the time delay
constrairt. Further, let ¢; be the Lagrange multiplier
corresponding to the upper bound of the arrival rate. The
Kuhn-Tucker conditions can be written as:

oE
-1 + eo(“g;?“~T) e =0, (4.5)
forallk, k € P,

ald, -y =0, (4.6)

kEP
wEQ- Y. v*T)=0 , (4.7)
kP
and
€ Z 0 ? (4‘8)
foralll, ! = 0,1.
From equation (4.5), we find that
dE
(1 + EDT) = €1 + €p Q (4.9)

gy’

forallk, ke P.

. .If Er < T, thcnk g = 0 and €1 = 1, which
mmples that Paep ¥" = I Thep 4 < ¢ then
( oy ) = THegT > 0. If EkE'P ‘yk = g, thﬂn

(FR)? < &=al 5,

From the previous equations we find that for all k,

LeP

if Y ep ¥ <

e vh=e 10

(BEQ)—I {: ﬁéo,_T
ay* > _fa

— 1+eg?

The previous expressions can be used for the creation of an
effective feasible direction optimization technique.

Observe that a set of path flows is feasible if it does
not violate the constraint 0 < 37, . y* < e, if it does not
saturate any of the processors in the network, and if the
expected time delay is accepiable.

Tterative Algorithm 2:

Inttially, all the path flows are equal to zero.
Step 1:  If possible, tncrease the path flows to values that
ere feasible; otherwise, stop.
Step 2: Redistribuie the flows so thai the Kuhn-Tucker
conditions are validated; go te Step 1.

5. Applications

In this section the algorithms presented in the previous
section are applied and thoroughly examined in an example.

A Network of Parallel Processors

In the sequel the optimal filow control and routing of
a network of parallel processors is desired. The network
is depicted in Fig. (6.1). The service rates of the
processors are p! = 2 packets/sec, p® = 1 packet/sec,
and p® = 5 packets/sec. Packeis arrive into the
network with state dependent arrivael rate Ap where
0 packets/sec < A < 8 packeis/sec. Observe that the
first step of Iterative Algorithm 1 requires the computation
of the optimal routing of the traffic in the nefwork.
The computation is done with a flow deviation zlgorithm
[KOB83l. In Fig. (5.2) the optimal value of the parameters
G for all k, k = 1,2,3, as a function of the number N
of circulating packeis is depicted. Observe that if the
number of packets circulating in the network is low, a
larger percentage of packets is directed towards the faster
servers. As the number of circulating packets increases,
the load in the network tends fo become balanced. In
Step 5 of Iterative Algorithm 31, we compute the traffic
flow parameters which maximize the value of the Norton
equivalent of the forward network. Those parameters
are depicted in Fig. (5.3) for different values of the
number of circulating packets. In Fig. (5.4) the maximum



state dependent arrival raies and optimal fow conirol
parameters of the equivalent network are depicted for T =
1.4 sec. In Fig. (5.5) the network of the three parallel
processors s shown to be be subject to state independens
flow conirel. In Fig. (5.6) we derive the optimal
state independent path flows under state independent
fiow control for T = 1.4 sec. In Fig. (5.7) for the
previous described network of the three parallel processors
we compute the performance of the network as a function of
the maximum achieved throughput versus the upper bound
of the accepted expected time delay of the packets in the
forward network, as a function of the acknowledgement
delay. In column A, we compute the performance of the
network under state independent flow control. In column
B1, we compute the performance of the network under state
dependent flow control with acknowledgement delays given
by g4 = ps = 4.0 packets/sec. In column B2, we compuie
the performance of the network under state dependent
flow control with acknowledgement delays given by gy =
ps = 4000.0 packets/sec. In column B3, we compute the
performance of the network under state dependent flow
control with instanteneous acknowledgement delays. Notice
that control policies that use more information resuli in a
better utilization of the network resources.

6. Conclusions

In this paper the load balancing problem of a
Jacksonian network was investigated. The state of the
network was represented by the total number of packets for
which the source had not yet received an acknowledgement.
Two classes of networks were considered. Both classes
were subject to state independent routing. For the first
class, the flow control was assumed to be state dependent,
whereas for the second class, the flow control was assumed
to be siate independent. The objective was to maximize
the throughput of the network such that the end-to-end
expected time delay of the packets did not exceed an upper
bound. Load balancing algerithms were investigated. The
optimal flow control was shown to be a window flow control,
and the derived routing policy balanced the traffic inside
the network. A detailed example of an application of the
introduced load balancing algorithms was also presented.

7. Appendix

Optimel Flow Control of e Jacksonian Network

Using the general methodology introduced in [BOV8&8b]
and [BOV87], we formulate the flow control problem.

When there are k packets in the network, the
probability that an incoming packet joins the network is
a{k,k + 1). The probability that an incoming packet is
rejected is ok, k). Observe that (N, N) = 1.

Let p(k) be the probability that there are k packets
in the equivalent network, for all & € E;. With each
point k, & € E), are associated the variables z =

(${k,j)), (klj) € El x El! defined by

ok, k) € plk)a(k, k) (1.1)
a(k,k+1) E plk)alk, k+1) ,  (7.2)

forallk, * = 0,1,.--,N — 1, and
a(k, k) + alk,k+1) = 1 (7.3)

forallk, b = 0,1,---, N~ 1.

Proposition 7.1  The optimal flow control parameters
A%, k € By, ere given by the equations

z{k,k+1)
FoE) + ok k1)

(7.4)

AL = ¢

where z = {z(k, 7)), (k,7) € BE1 x B, is the solution of the
following iterative algorithm:

Step 0 : N=1, Eyy-; =0.
Iteration:
Step 1:  For the current velue of N, solve the following
linear optimization problem:
N-1
max z erz(k, b+1) (7.5)
k=0

subject to the linear constraints

ok, k+ Vep = (z{k, k) + z(k, b+ 1)) vpry
{7.6)

forallk, k=0,1,---, N ~1,

N1
Do @k, k) + sk k+1)) + =(N,N) =1,
= (7.7)
N-—-1
> (a(k, k) + a(k,k+1))k + Nz(N,N)

k0



N1
- T aa(kk+1) <o (7.8)
k=0
end
=(1,5) 20 , (7.9)

feri,i=0,1,2,--- N.

Step 2: If Eyy = Eyp_1, slop. Else, N := N + 1,
and reg.;eai all the steps of ihe ileration, using
i.fu.: .opt:mal solution of the linear program as the
inttial feasible point of the next iteration,

Proof :

The proof can be found in {BOVash

, and
[BQVST]. The computation of the Norton cquiva.lents]of the
equivalent forward and acknowledgement networks (Fig.

2.2) can be done efficiently using Mean Value An

algorithm {REI80]. alysis
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