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The goal of this article is to construct a connectionist inference engine that is capable of representing 
and learning nonmotonic knowledge. An extended version of propositional calculus is developed and is 
demonstrated to be useful for nonmonotonic reasoning and for coping with inconsistency that may be a 
result of noisy, unreliable sources of knowledge. Formulas of the extended calculus (called penalty logic) 
are proved to be equivalent in a very strong sense to symmetric networks (like Hopfield networks and 
Boltzmann machines), and efficient algorithms are given for translating back and forth between the two 
forms of knowledge representation. The paper presents a fast learning procedure that allows symmetric 
networks to learn representations of unknown logic formulas by looking at examples. A connectionist 
inference engine is then sketched whose knowledge is either compiled from a symbolic representation or 
that is inductively learned from training examples. Finally, the paper shows that penalty logic can be used 
as an high-level specification language for connectionist networks, and as a framework into which several 
recent systems may be mapped. 
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