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ABSTRACT OF THE DISSERTATION 

 Characterization of thin films is critical to the understanding of many 

technological and biological processes. The focus of this dissertation is to develop 

methods to characterize very low concentration species present on surfaces. 

 A reflection adsorption infrared spectroscopy (RAIRS) system was constructed 

and tested. The instrument comprises an Fourier transform infrared (FTIR) spectrometer, 

an optical pathway and a vacuum chamber. The RAIRS system is designed to investigate 

in situ the interaction of vapor-deposited metals and gases, such as CVD precursors, with 

organic thin films, and so a vacuum chamber is required. To accommodate the vacuum 

chamber, an external IR optical pathway was designed and assembled because there was 

not enough room in the internal optical pathway of the FTIR spectrometer.  

The synthesis and characterization of terminal alkyne monolayers (TAMs) adsorbed on 

gold was investigated by RAIRS, single wavelength ellipsometry, time-of-flight 

secondary ion mass spectrometry (TOF SIMS) and x-ray photoelectron spectroscopy 

(XPS). TAMs have the potential to transform surface functionalization for many 

technological applications because they have increased temperature stability and 

electrical conductance. However, the data suggest that TAMs are not well-ordered and 

can be oxidized, which may limit their application. For TAMs with less than 11 

methylene units  in the backbone, the adsorbed layer is highly disordered, oxidized and 

has a multilayer structure. Longer chain length TAMs form disordered monolayers on 

gold. As the methylene chain length increases, the conformational order of the TAMs 
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increases with the alkynes in an upright conformation and bound to the surface via a Au-

C≡C- bond. 

 The use of room temperature ionic liquids (ILs) as matrices in TOF SIMS was 

examined to further characterize biological thin films. The data indicate that the 

secondary ion intensities of lipids, steroids, peptides, proteins and proteins are 

significantly enhanced using IL matrices. Secondary ion enhancements of at least an 

order of magnitude are typically observed. Limits of detection are also greatly improved.  

For example, the limits of detection of 1,2-dipalmityl-sn-glycero-phosphocholine (DPPC) 

and 1,2-dipalmityl-sn-glycero-phosphoethanolamine (DPPE) were at least two orders of 

magnitude better. The data also show that ILs are suitable matrices for imaging SIMS. 

The IL matrices did not cause changes to the sample surface; no “hot spots” were 

observed. 

The mechanism of the secondary ion intensity enhancements using IL matrices 

was then investigated to optimize use in characterization. Only protic ILs, which are 

formed by the transfer of a proton from a Brønsted acid to base, were observed to 

increase analyte signals. The matrix enhancement mechanism therefore involves the 

transfer of protons from, or to, the analyte, to, or from the matrix.  The magnitude of the 

analyte signal enhancements is dependent on the chemistry of the matrix cation, anion 

and analyte. The pKa of the matrix acid and base do not appear to have a strong effect on 

the ion-intensity enhancements. The results also indicate that the chemical identity of the 

matrix anion has a stronger effect on analyte signal enhancements than the matrix cation.    
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Chapter 1 

Introduction 

1.1. Characterization  

The analysis of thin films and biological samples has many applications in 

molecular/organic electronics1-7, solar cells8-11, sensing12-18, biological applications12,19-30, 

and computer memory6,17,18. The complete characterization of complex samples, such as 

a biological tissue or an electronic device, requires the determination of both their 

physical and chemical structure. Further, by understanding their structure one gains 

insights into their mechanical1,4,5,7, electrical1,3-5,7,18,31, optical8-11 and biological 

properties20-23,25-28,32.  

Physical characterization methods investigate the structure of the material 

including the position of atoms on the surface, the crystallinity of the layer and the 

topography.33 Physical characterization methods can be further divided into indirect and 

direct methods. To obtain the physical structure, indirect methods require that the data 

collected are compared to a model of the data. An example of an indirect physical 

characterization method is grazing incidence x-ray diffraction (GIXRD), which measures 

the crystalline structure of thin films.33 In this technique, x-rays impinge on a sample at a 

small incident angles, and a diffraction pattern of the surface layer is obtained. In direct 

methods the position of the atoms or molecules and topography of the sample is directly 

observed. Examples of these techniques include scanning tunneling microscopy (STM), 

atomic force microscopy (AFM), scanning electron microscopy (SEM) and transmission 
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electron microscopy (TEM).33  STM and AFM are examples of scanning probe 

microscopies (SPMs) and have lateral resolutions of Angstroms (10-10 m).33 In these 

methods a sharp probe tip is scanned across a sample surface. The tip is in very close 

proximity to the surface because the SPM employs near-field interactions between the tip 

and sample.33 In STM, the tunneling current is between the tip and surface is employed to 

determine the sample topography, while in AFM the force between the tip and the surface 

is used to image the sample. SEM employs a focused, collimated, high-energy electron 

beam that is rastered across the sample, and the scattered electrons are employed to 

construct an image of the surface with nm resolution. Transmission electron microscopy 

(TEM) is used to image to obtain sub-Angstrom resolution images of thin samples (< 500 

Å thick), and provides information on the crystallinity and orientation of nanoscale 

objects.33 

Chemical characterization methods are employed to determine the elemental and 

molecular composition of samples.   Examples of chemical characterization techniques 

include infrared spectroscopy (IRS), Raman scattering, x-ray photoelectron spectroscopy 

(XPS), secondary ion mass spectrometry (SIMS), and X-ray fluorescence (XRF).33  IRS 

and Raman scattering provide information about the characteristic vibrational modes of 

the bonds and groups present in compounds. SIMS is a desorption mass spectrometry 

method and is complementary to IRS and Raman scattering.33 In this method, an 

energetic primary ion strikes a sample surface, leading to the ejection of secondary 

species, including positive and negative ions, which are characteristic of the sample 

chemistry.34-40 By scanning a focused primary ion beam across the surface, an image of 

the sample chemistry can be obtained.41-44 XPS and XRF provide information on the 
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elemental composition of materials.33 In these methods, an x-ray beam is incident on a 

sample. Upon x-ray adsorption, an electron (XPS) or a photon (XRF) are emitted, and 

they are characteristic of the elements present in the materials.33 

1.2 Research Objectives 

In this thesis, two surface analysis methods were investigated to analyze complex 

samples. A reflection absorption infrared spectrometry system was constructed. As a 

demonstration of its use, terminal alkyne monolayers adsorbed on Au were synthesized 

and characterized. Second ionic liquid matrix-enhanced secondary ion mass spectrometry 

was developed to characterize and image biological samples.  

This thesis is organized in the following way.  Chapter 2 describes time-of-flight 

secondary ion mass spectrometry (TOF SIMS) including its advantages and 

disadvantages, and the instrument used in these studies. 

In Chapter 3 the construction of a reflection absorption infrared (RAIRS) 

spectrometer is described.  The infrared system is designed to examine in-situ the 

interaction of vapor-deposited metals and reactive gases, including chemical vapor 

deposition precursors. This requires that the sample is housed in a vacuum chamber. To 

accommodate the vacuum chamber, an external optical IR pathway was constructed 

because there is not enough room in the internal interferometric optical pathway of the 

FTIR spectrometer.    

Chapter 4 describes the synthesis and characterization of terminal alkyne 

monolayers (TAMs) adsorbed on gold substrates.  The structure of a homogolous series 

of  six n-terminal alkynes was investigated using  XPS, single wavelength ellipsometry, 
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TOF SIMS and RAIRS. Alkanethiolate self-assembled monolayers (SAMs) were used to 

functionalize surfaces in applications ranging from sensing to organic/molecular 

electronics. Terminal alkyne monolayers (TAMs) have the potential to revolutionize 

surface functionalization through greatly increased monolayer temperature stability and 

electrical conductance. However, our studies suggest that TAMs have more 

conformational disorder than alkanethiolate SAMS, which may limit their technological 

applications. 

 In Chapter 5 the use of ionic liquids as matrices in TOF SIMS is investigated. 

Two ionic liquid (IL) matrices derived from the MALDI matrix α-cyano-4-

hydroxycinnamic acid (CHCA) were employed: 1-methylimidazolium α-cyano-4-

hydroxycinnamate (MI CHCA) and tripropylammonium α-cyano-4-hydroxycinnamate 

(trip CHCA).  The molecular ion intensities of biologically-relevant phospholipids, 

peptides and cholesterol are enhanced by at least an order of magnitude. Further, limits of 

detections were also significantly improved. For example the detection limit of 1,2-

dipalmityl-sn-glycero-phosphocholine (DPPC) were 1000x better. The data also show 

that the IL matrices are suitable for SIMS imaging. 

 The mechanism for the enhancement of molecular ions in TOF SIMS is 

investigated in  Chapters  6 and 7. Only protic ILs, which are formed by the transfer of a 

proton from a Brønsted acid to base, are observed to increase analyte signals. The matrix 

enhancement mechanism thus involves in part the transfer of protons from, or to, the 

analyte, to, or from the matrix.  The magnitude of the analyte signal enhancement is 

partly dependent on the chemistry of both the matrix cation and anion. The pKa of the 

matrix acid and base do not appear to have a strong effect on the analyte ion intensity 
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enhancement.  Further, the  identity matrix cation does not significantly alter the 

magnitude of the analyte signal enhancements. Rather, the structure of the anion appears 

to greatly affect the analyte ion enhancements.  

 In Chapter 8 we investigate the analyte signal enhancements of polymers and 

proteins using by IL matrix-enhanced SIMS.   Six polymers including polyisoprene, 

polypropylene glycol, and polystyrene were studied to determine the ion intensity 

enhancements of the n-mer and oligomer ions based on the polymer molecular weight 

and their chemistry.  In addition, the molecular ion intensity enhancements of various 

proteins including bradykinin, angiotensin, insulin and cytochrome c were investigated.  

Using bradykinins with different terminal acids, we found that molecular ion intensities 

are significantly enhanced by using IL matrices if the N or C terminal amino acid can 

accept (or donate) a proton. Chapter 9 discusses the conclusions from this thesis, and 

suggests further studies that can be performed.   
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Chapter 2 

Time of Flight Secondary Ion Mass Spectrometry 

2.1 Introduction  

  Secondary ion mass spectrometry (SIMS) is one of the desorption mass spectrometries. 

It is used in wide variety of fields  including geochemistry1, cosmology2, organic 

electronics, and materials science3 to analyze electronics4-6, polymers7, geological 

materials1 and biomolecules8,9.  In this technique energetic primary ions strike a sample 

surface leading to the ejection of secondary species – neutrals, positive and negative ions, 

and electrons. Figure 1 displays a schematic of the SIMS process. The ejected positive or 

negative secondary ions are then extracted and detected by using a mass analyzer.  The 

majority of the sputtered species (~96 %) are neutrals. The ejected ions (~4 %) may be 

fragment, molecular or cluster ions.  

 

Figure 1: A schematic of the SIMS process.  Figure used with permission.10 
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The first reports of surface sputtering by gaseous ions were in the mid-19th century.11 In 

1949, Herzog and co-workers12 produced the first SIMS instruments. However, it only 

detected elemental and small fragment ions. There were two major developments that 

made it possible to desorb intact molecular ions from large organic molecules. In the late 

1960s Benninghoven and coworkers12-15 developed a single ion counting system, which 

allowed SIMS spectra to be obtained under low ion beam current conditions (“static” 

SIMS). Under these conditions, most of the sample surface is undamaged by the primary 

ion beam, and one can softly ionize the surface layer leading to the ejection of molecular 

ions. Second, time-of-flight instruments were developed in which ions at every mass are 

detected in parallel.16-18   

 

2.2 The Basic Principle of SIMS 

The formation of secondary ions by an incident primary ion beam incident on a surface is 

a complex process and is dependent on a number of parameters. The type and number of 

secondary ions produced are strongly dependent on the primary ion-beam properties 

including its energy, current density and type. Since the ionization and emission of 

species occurs in the top layers of the sample, the yield of secondary ions is also 

influenced by the electronic state of the substrate (the matrix). The secondary ion current, 

Im
± is, therefore, given by 

Im
± 	=	Ip	Y

m	η±	α±	θm                                                                        Equation 2.1 
 

where  Ip is the primary ion current,Ym is the sputter yield, η± is the ion transmission 

efficience for positive (+) or negative (-) ions, α± is the ionization probability of species 

m, and θm is the surface fractional coverage of species m.   
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SIMS is employed in one of two modes that are defined by the primary ion beam 

dose employed.19  In static SIMS the ion dose is less 1 x 1013 ions cm-2  and thus  < 1% of 

the surface is impacted, which allows intact molecular ions and large fragment ions to be 

observed.20,21 Dynamic SIMS uses higher primary ion beam doses, allowing for depth 

profiling of materials.22-24  

2.3 Mass Spectrometric Imaging 

An important application of SIMS is mass spectrometric imaging. Mass spectrometric 

images can be obtained by both ion microscopes and ion microprobes. In an ion 

microscope an ion-optical collection system preserves the spatial relationship of the 

desorbed ions between a sample and a detector. The ion optics employed are very similar 

to the lens system used in an optical microscope.  

A complementary imaging technique is the ion microprobe. In this technique the 

ion beam is rastered, or scanned, across the sample surface. An image of the sample is 

built up from the chemical information acquired at each pixel in a similar way to a 

photograph obtained using a CCD. This approach places less restrictions on the type of 

mass analyzer used and takes advantage of the small ion beam diameters generated using 

liquid metal ion guns.  

2.4 Time-of-Flight Secondary Ion Mass Spectrometer 

All TOF SIMS analyses in this thesis were performed using an ION TOF IV instrument 

(ION TOF Inc., Chestnut Hill, NY) equipped with a Bim
n

+ (m = 1-6, n = 1,2) liquid metal 

ion gun.  A brief description of the components of the ION TOF IV is given in the 

following sections.   
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2.4.1 Vacuum system 

 

Figure 2. A schematic diagram of the ION TOF IV vacuum system.   

The spectrometer consists of an ultrahigh vacuum system with three connected chambers: 

a loadlock, a preparation chamber, and an analysis chamber.  All chambers are separated 

by gate valves.  Figure 2 displays a diagram of the vacuum system. The sample is 

introduced into the vacuum system via loadlock, which is pumped by a turbo pump 

(Pfeiffer TMU 260,  240 l/s N2). Once the pressure of this chamber has reached ~2 x 10-6 

mbar, the sample is transferred into the preparation chamber, which is pumped by a 

second, larger turbo pump (Leybold Turbovac 340M, 460  l/s N2). The primary use of 
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this chamber is to allow the sample to reach vhv pressures (~1 x 10-9 mbar). It can also be 

used to vapor-deposit metals and other compounds, such as CVD precursors, in situ on 

the sample.  Finally, the sample is transferred to the analysis chamber for SIMS 

measurements. The analysis chamber is also pumped by a turbo pump (Leybold 

Turbovac 340M, 460 l/s N2). The turbo pumps of the three chambers are backed by a  

drag pump (Pfeiffer TMU 064, 60 L/s N2) through a buffer chamber to a diaphragm 

pump (Vacuubrandt MD4). The pressures in the analysis chamber is monitored using a 

cold cathode gauge, while the pressures in the loadlock and preparation chambers are 

measured using all range gauges.  

2.4.2 Primary Ion Source 

 In a liquid metal ion gun (LMIG) a metal (or very low melting point alloy), in our 

case Bi, is melted.  Once melted the metal wets a very sharp tungsten tip.  A large electric 

field is applied to the tip leading to the formation of ions in a Taylor cone (Figure 3, 

extractor). The ion current is measured by using an ammeter and controlled using a 

suppressor” potential, which in effect reduces the magnitude of the extraction field.  
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Figure 3. A schematic diagram of a liquid metal ion source. Figure used with 

permission.25 

 

 After the ion beam is formed, ion optics are employed to focus the ion beam on 

the sample.  Three lenses are employed: lens source, lens magnification, and lens target 

(Figure 4). 
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Figure 4. Schematic of the ion optics of the ION TOF IV ion gun.  Figure used with 

permission.25 

 Since the ION TOF employs a time-of-flight mass analyzer, the primary ion beam 

must be chopped into a series of pulses. The beam is first made into pulses of ~20 ns 

using a beam blanker that performs high-speed motionless beam blanking. The blanker 

consists of two plates. One plate is  maintained at 0 V while the other has a voltage 
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applied to it.  The voltage generates an electric field that steers the primary ion beam into 

the plate. To form a pulse, the voltage on this plate is reduced to 0 V for a set time, 

allowing a pulse of ions to proceed towards the sample. The pulse width of the ion packet 

is further compressed to ~600 ps using a buncher.  The buncher reduces the energy 

spread of the ion packet.   

 

 

Figure 5.  A schematic diagram of the bunching process. 

 

 Once an pulse of ions, with energy E1  = eV1 enters and fills the area between two plates, 

a voltage V is applied to the back electrode. This applied voltage accelerates the back of 

the ion packet towards the front of the pulse and so at the sample the ion pulse has a 

compressed width.  This results in large improvements in the mass resolution observed in 
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the SIMS spectra. The bunching voltage, V, is calculated in the following way. The 

distance of the front bunching plate to the sample is x, while the distance from the back 

buncher electrode to the sample is x + d.   At the sample the front of the primary ion 

pulse has an The front of E1, while the back of the pulse has a higher kinetic energy, E2 = 

eV2 = e (V1 + V).  The kinetic energies of the front and back of the pulse can be re-

written in terms of their velocities, v1 and v2, which in turn can be described by the 

distance that the ions have traveled from the buncher and their time of arrival, t. Thus, the 

energy of the front of the packet is given by 

E1	=	eV1	=	
1

2
mv12	

2 =	 1

2
m

d

t2

2
  

and the energy of the packet is  

E2	=	eV12	=	
1

2
mv12

2 	=	
1

2
m

(x+d)

t2

2

 

 

Since V2 = V1 + V and the ratio of the kinetic energies of the ions is 
E12

E1
	=	 V2

V1
	=	 (x+d)2

d2 , the 

bunching voltage, V,  required is 

ܸ ൌ ଵܸሺ
ሺ௫ାௗሻమ

ௗమ
െ 1ሻ ൎ ଵܸ

ଶ௫

ௗ
.  

Finally, it is important to note that bunching cannot be employed in imaging mass 

spectrometry because the primary beam is no longer monoenergetic, which causes the 

primary ion beam diameter to widen significantly from ~100 nm to several µm. 

 

2.4.3 Time of Flight Analyzer 

After the secondary ions are generated, they are extracted into a time-of-flight mass 

analyzer using 2000 V.  In a time-of-flight analyzer, the time of arrival of ions is 



20 
 

measured. If the secondary ions are generated with the same kinetic energy and are singly 

charged, the time of flight, t, of the ion is proportional to the square root of the mass of 

the ion, m½. However, in practice there are many instrumental variables that influence the 

flight time of the ion and so the time of flight of a singly charged ion with mass-to-charge 

ratio, m/z is 

t  = a(m/z)½ + c 

However, ejected secondary ions have a small energy distribution due to uncertainties in 

the time of creation of the ion and the position of creation of the ion in the extraction 

field. To compensate for this energy spread a reflectron is employed.  
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Figure 4. A schematic diagram of a time-of-flight mass analyzer equipped with a 

reflectron.  

In a reflectron mass analyzer there is are two field-free regions with lengths L1 

and L2 separated by an ion mirror with a variable energy gradient. Ions with a large 

kinetic energy penetrate more deeply into the reflectron before stopping and being 

reflected with a potential V into the second field free region. In contrast ions with a lower 

energy penetrate less deeply into the reflectron being stopping and being reflected into 
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the second field free region.  The time of flight through the mass analyzer is now given 

by  ݐ ൌ ሺೌ

ଶ
ሻଵ/ଶሾܮଵ  ଶܮ  4݀ሿ 

where d is the distance that the ion penetrates into the reflectron. Thus, secondary ions 

with different kinetic energies arrive at the detector simultaneously.  After the secondary 

ions exit the flight tube, they are re-accelerated to 10 keV so that heavy ions can be 

efficiently detected by a multichannel plate (MCP).  The MCP amplifies the generated 

secondary ions into a detectable pulse of electrons, which in turn is amplified and 

converted into photons by a scintillator. These photons are detected by a photomultiplier 

that converts the photons back into an electron pulse (current).  The current is a measure 

of the intensity of the secondary ion siganl, while the time of arrival of the secondary ion 

corresponds to the mass-to-charge ratio.   
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Chapter 3 

Construction of a High Vacuum Chamber for Reflection 

Absorption Infrared Spectroscopy (RAIRS) 

Abstract  

A reflection absorption infrared spectroscopy (RAIRS) system was constructed. The 

infrared system is designed to examine in-situ the interaction of vapor-deposited metals 

and reactive gases, including chemical vapor deposition precursors.  The RAIRS system 

is composed of two parts: a vacuum chamber, which houses the sample, and an optical 

pathway. A sample holder was designed and constructed that allows the sample to be 

cooled to 93 K and heated to 378 K.  As a demonstration, an infrared spectrum of an 

octadecanethiol self-assembled monolayer was obtained with a signal-to-noise ratio of 

greater than 14. 
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3.1 Introduction 

Infrared spectroscopy (IRS) is widely used in applications including catalysis1-5, 

food technology6,7, energy storage5,8,9  and organic/molecular electronics10-12. In this 

technique, the absorption of infrared light by molecules is measured as a function of 

frequency. The frequency and intensity of the light absorption is characteristic of the 

bonds and groups present in the compound.13 Since IRS is a non-destructive technique 

and does not require a vacuum chamber, it is a versatile technique for surface analysis.14 

However, most surfaces are opaque to IR experiments, and so transmission experiments 

cannot be performed. Thus, most studies of surfaces employ reflection mode experiments 

(reflection absorption infrared spectroscopy, RAIRS).  

 In this chapter the construction of a reflection absorption infrared spectroscopy 

system is discussed. The infrared system is designed to examine in-situ the interaction of 

vapor-deposited reactive gases, including chemical vapor deposition precursors, and 

metals, which requires that the sample is housed in a vacuum chamber. To accommodate 

the vacuum chamber, an external IR beam is employed because there is not enough room 

in the internal interferometric optical pathway of the FTIR spectrometer. A variable 

sample holder was constructed so that the sample can be cooled to 93 K and heated to 

378 K.  As a demonstration, an infrared spectrum of an octadecanethiol self-assembled 

monolayer was obtained with a signal-to-noise ratio of greater than 14 

3.2 IR excitation of molecules 

 Vibrational energy levels of molecules are quantized, and for most molecules, the 

differences in these levels correspond to energies in the mid-IR region. To absorb IR 
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radiation, a molecule must have a net change in its dipole moment as it vibrates or 

rotates.13 The number of vibrational modes in a molecule is determined by its shape.  

Linear and non-linear molecules have 3N-5 and 3N-6 vibrations, respectively, where N is 

the number of atoms in the molecule.13  For example the linear CO molecule has 1 

vibrational mode, while  the non-linear CH4 molecule has 9 vibrational modes.  There are 

two basic types of vibrational modes: stretches and bends (Figure 1). Stretch modes 

involve changes in the interatomic distances between the atoms along the bond axis and 

can be divided into symmetric and asymmetric modes.  Bending modes are characterized 

by a change in the angle between two bonds, and there are four types: scissors, wags, 

rocks and torsion (twist).13 
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Figure 1: A schematic of the 6 possible vibrational modes. The arrows point to the 

direction of the atoms moving in the plane of the paper, while atoms that are moving out 

of the plane of the paper are denoted by a circle with a dot (atoms moving towards the 

viewer) and a circle with the + (atom moving away from the viewer). 

While the vibrational energies of molecules are quantized, the frequency of the 

modes are often modeled using classical mechanics. For a diatomic molecule, AB, the 

frequency of the vibration can be calculated using Hooke’s Law. The two atoms are 

considered to be attached to each other by a spring. The vibrational frequency of the 

spring is given by 
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ῦ	=	 1

2πc
ඥk/μ                                                                                                   Equation 3.1 

where ῦ (= 1/λ) is the wavenumber corresponding to the frequency of the vibration, c is 

the speed of light, k is the force constant of the bond and μ is the reduced mass of AB.  

The reduced mass of AB is 

μ	=	 mAmB

mA	+	mB
                                                                                                      Equation 3.2 

where mA and mB are the masses of A and B, respectively.13   

3.3 Fourier Transform Infrared Spectroscopy 

Commercial infrared spectrometers are Fourier transform infrared (FTIR) instruments. 

FTIRs have three advantages: they measure all wavelength simultaneously (Fellgett 

advantage), the optical throughput is high (Jacquinot advantage) and the wavelengths of 

light can be precisely measured.14 In an FTIR instrument there is a Michelson 

interferometer, which is schematically shown in Figure 3.  Light emitted by a globar 

(source) impinges on a beam splitter, which is a thin semi-reflective film (typically KBr 

in IR instruments).13,15 The beam splitter divides the light into beams whose relative 

length can be varied. One beam is reflected by a fixed mirror, M1, at a distance L1/2 from 

the beam splitter. A second beam is returned to the beam splitter by a movable mirror, 

M2, which is a distance L2/2 from the splitter. At the beam splitter, the light recombines 

to form a coherent light beam, B. The interference observed for light with wavelength λ 

is dependent on the path difference, δ, between the two mirrors.14 Constructive 

interference is observed when δ is an integral number of path length (δ = nλ) and 

destructive when δ = (n + ½)λ.13 For a monochromatic light, the interference between the 
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two beams will vary sinusoidally as mirror M2 moves. For polychromatic light, the plot 

of beam intensity versus mirror position (wavelength) is called an interferogram. When 

beam B impinges on the sample, light is absorbed as the characteristic vibrational modes 

are excited, which alters the intensities of the interferogram.13    

 

   

 

Figure 2 A schematic of a Michelson interferometer. 

To convert the interferogram from wavelength (time) to the frequency domain the 

data is Fourier transformed.14 The Fourier transform from the time domain to the 

frequency domain is   

fሺωሻ	=	  f(t)e2πiωtdt
∞

-∞
                                                                               Equation 3.7 
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where f(ω) is the function in the frequency domain, and f(t) is the function in the time 

domain.  Typically, only positive path differences are employed in the data analysis, and 

in this case, the Fourier transform is given by  

fሺωሻ	ൌ	2න fሺtሻe2πiωtdt
∞

0
 

3.4 Reflection Absorption Infrared Spectroscopy 

The theory of RAIRS was developed by Francis and Ellison 16, and Greenler 17,18 in the 

1950s and 1960s. The intensity of the IR absorption is dependent only on the interaction 

of the IR light with molecular vibrations that are perpendicular to the surface. This is 

known as the “surface selection” rule and allows the determination of molecular 

orientation on the surface by using the intensity of the IR absorption bands.19-21 Greenler 

showed that upon reflection from a metal surface, IR p(parallel)-polarized light strongly 

interacts with the perpendicular component of the electric field (Ep) of the surface. This 

interaction is strongly dependent upon the incident angle of the IR light, with the 

strongest interaction occurring at near-glancing incident angles, 80 - 88.20 On reflection 

the s(perpendicular)-polarized component of the light (Es) reverses phase by ~ 180 to Es’ 

(Figure 3) at all angles of incidence and so the vector sum of Es and Es’ is close to zero. 

In contrast p-polarized light undergoes a phase change (from Ep to Ep’) that is strongly 

dependent on the incident angle of the IR beam. Here the vector sum of Ep and Ep’ will 

vary with incident angle. In Figure 3, it can be seen that at grazing incident angles the 

perpendicular component of Ep will approximately double upon reflection (Ep (total)  Ep 

+ Ep’  2 Ep) but the tangential component of Ep will remain insignificant upon 
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reflection.20 From the above discussion, it can be seen that several experimental 

conditions are required for RAIRS: 

1) The substrate must be a good reflector. It can be a polished metal or 

semiconductor so long as the material is not IR transparent. 

2) The IR light used should be p-polarized to eliminate any small contribution to 

the IR spectrum by s-polarized light. 

3) The angle of incidence of the IR beam should be close to grazing (i.e. near to 

the Brewster angle, the angle at which the reflected light is completely 

polarized). 

Finally, the IR absorption cross-sections of the organic-film functional groups at their 

characteristic frequencies must be sufficiently large so that the resultant signal-to-noise 

ratio allows adequate energy resolution, typically 2-4 cm-1, to be used so that changes in 

the chemical composition and structure of the film can be observed.  
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Figure 3.  A schematic diagram of the electric fields of the incident and reflected IR 

beam at a bare metal surface. Es and Ep are the s- and p-polarized components of the 

incident IR light; Es’  and Ep’ are the corresponding components of the reflected IR 

radiation. The metal surface is in the xy plane and the plane of incidence is xz. 

 

 

3.5 Construction of a RAIRS Instrument Equipped with a Vacuum System 

 

Figure 4. A schematic of the infrared spectroscopy system. 

The infrared system is designed to examine in-situ the interaction of vapor-deposited 

metals and reactive gases, including chemical vapor deposition precursors. This requires 
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that the sample is housed in a vacuum chamber. To accommodate the vacuum chamber 

an external IR beam is required because there is not enough room in the internal 

interferometric optical pathway of the FTIR spectrometer. There are two major 

components of the IR system, the vacuum chamber and the optical pathway. Each 

component is discussed in detail in the following sections.   

3.5.1 IR Optical Pathway 

The use of an external IR beam imposes two major design criteria that need to be 

addressed:  

1) The intensity of the light that reaches the detector must be maximized. 

2)  Contaminant IR absorbances from gases present in the atmosphere, e.g. water 

vapor and carbon dioxide, must be greatly reduced/eliminated. 

To maximize the amount of light that reaches the detector a Varian FTS 7000 (Digilab 

Inc.) FTIR spectrometer  was employed which has a 10x higher optical throughput than 

other available FTIR spectrometers.22 To reduce IR absorbances by atmospheric gases 

such as H2O vapor and CO2, the entire optical pathwaywas contained in a nitrogen gas-

purged box. 

In the experiment, the IR beam is reflected from the surface close to the Brewster 

angle (i.e. at grazing incidence to the sample surface (~84 - 86°)). This maximizes the 

experimental sensitivity to the organic thin film since:  
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1) In the reflection geometry the IR beam passes through the surface layer once 

before being reflected and again on its outward journey, and so interacts with 

the sample surface twice. 

2) By using a grazing incidence geometry, there is a rapid increase with incident 

angle in the path length of the IR light through the sample. 

Figure 4 displays the detailed optical pathway. Upon exiting the IR spectrometer, the IR 

beam first passes through an aperture to ensure that it is collimated. For ease in 

alignment, the IR beam is reflected off several mirrors before passing into the vacuum 

chamber, and again upon exit before reaching the HgCdTe (MCT) detector (Varian) 

(frequency range ~ 700 – 10,000 cm-1). Before reaching the sample surface, the IR beam 

was first reflected from three planar mirrors set at 45 to the IR beam to rotate the light 

path by 180. It was then be reflected from an off-axis parabolic mirror (Janos 

Technology Inc.) (focal length 12” and rotation angle 30) to focus it onto the center of 

the sample surface. After reflection, the IR beam was reflected from a second off-axis 

parabolic mirror (Janos Technology Inc.) (focal length 12” and rotation angle 30) onto 

an off-axis parabolic collection mirror (Janos Technology Inc.) (focal length 2” and 

rotation angle 90) to focus the IR light onto the external MCT detector. All the mirrors 

used were gold-coated since gold has a uniform reflectance over the entire IR frequency 

range.23  To allow IR light to pass through the vacuum chamber, differentially pumped 

KBr windows (Harrick Scientific Corp.) were employed, which are transparent to IR 

wavelengths.13 

To maximize the light passing to the detector (and, therefore, the sensitivity of the 

experiment), the optical pathway is aligned using the internal FTIR spectrometer  HeNe 
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laser. (In a FTIR spectrometer a HeNe laser is used to align the Fabry-Perot 

interferometer; the laser beam can further be used to align optics that are external to the 

spectrometer.) To further “fine tune” the alignment, the IR beam itself and an IR scope 

(FJW Optical Systems) was employed. 

3.5.2 Vacuum System 

The vacuum system was designed with two different levels. A schematic of the chamber 

is shown in Figure 5. On the upper level, there was a quick access port to introduce 

samples into the vacuum. Once the sample was put inside the vacuum chamber, it was 

lowered to a second level for IR analysis. On this level, there was a Knudsen source for 

metal vapor-deposition and a gas doser for background gas dosing (section 3.5.2.1). To 

quantify the amount of vapor-deposited metal, a quartz crystal microbalance (QCM) 

(Maxtek Inc.) (section 3.5.2.2) was also to be installed on this level.  

The sample manipulator is capable of moving in four directions - along the x,y,z 

axes and one rotation axis - for precise sample alignment and movement from the sample 

introduction (upper) level to the IR analysis (lower) level. Upon moving the sample, there 

was always a small chance that it will become misaligned. To avoid this problem, a 

precision xyz manipulator (McAllister Technical Services) with a repeatability of < 5 x 

10-4 inches in the x,y (horizontal) and z (vertical) directions and a sample guide (see 

section 3.6.X) were employed. The sample mount was employed to cool and heat the 

sample from 93 K to 378 K (see section 3.4.2).  
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3.5.2.1 Gas Handling System 

The pressure of a gas introduced into the vacuum chamber is precisely controlled by 

using a leak valve. The gas handling system consists of three ports for attaching both gas 

and liquid-vapor (e.g. water vapor) sources. The gas handling system was pumped by a 

rotary pump (single stage rotary pump, Leybold Trivac D16B, 13 cfm) and has a base 

pressure of 1 x 10-4 torr.  

3.5.2.2 Quantification of Metal Deposition 

A quartz crystal microbalance (QCM) was to be employed to quantify the amount of 

metal vapor-deposited on the surface. A QCM is an oscillating, gold-coated quartz crystal 

which was placed in the vacuum chamber close to the sample (see Figure 3). Upon vapor 

deposition of metal atoms, the QCM frequency changes.24  From the frequency change, 

the amount of material deposited is determined. 
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Figure 5. RAIRS chamber. a) Front, b) side, c) top schematics, d) picture of instrument. 

d) 
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3.5.2.3 Vacuum system

 

Figure 6. A schematic of the pumping used in the IR system.  

Figure 6 displays the pumping diagram of the system.  The main chamber was pumped 

with a turbomolecular pump, Leybold Turbovac 151 (145 L/s, N2), which was backed a 

dual stage rotary vane pump, Leybold Trivac D25B (21 cfm).  The base pressure of the 

chamber was 1.9 x 10-8 torr and was limited by both the leak rate of the door (V8) and the 

leak rate of the sample manipulator bellows.  The pressure of the chamber was measured 

by an ion gauge (Granville Phillips) (G-Main). There was a gas line attached to the main 

chamber (see section 3.5.1). Valve V1 was employed to vent the chamber to dry nitrogen.  
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3.6. Design and Construction of the Sample Holder 

The sample holder was constructed to meet the following design criteria:  

1) For ease of introduction into the vacuum chamber, the sample was placed on a 

removable holder. 

2) For IR spectroscopy, the sample must automatically be aligned correctly after 

moving from the top level of the chamber (sample introduction level) to the 

bottom level (analysis level). 

3) The sample can be cooled to liquid nitrogen temperatures and heated to above 100 

°C. 

To address these issues, a sample manipulation system was constructed with three 

components: a sample platen, a sample holder and a sample guide. A schematic of the 

sample manipulation system is shown in Figure 7.  
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Figure 7. A schematic  of the sample manipulation system. The sample platen is placed 

on the variable temperature sample holder, which is then lowered onto the sample guide 

for IR analyses. The guide ensures that the sample is in the correct position for RAIRS. 

 

Figure 8. A schematic of the sample platen. The grey circle represents the sample.  

Drawn to scale. 
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 The sample substrate was attached to a platen  (Figure 8; diameter 2.5” and 

thickness 1/8” ) using two tabs (Figure 8; dimensions ½” x ¼” x 1/16” ).  To attach the 

platen to the sample holder, there were four tabs which comprise a locking mechanism 

(Figure 8). The tabs and locking mechanism are at 45° to each other so that they do not 

interfere with the IR beam impinging on the sample.   

 The sample platen was attached to the sample holder, which has two components: 

a metallic block and an insulating piece. The copper block (diameter 2”; thickness 3/8”) 

is employed to heat and cool the sample by using gaseous nitrogen via 1/8” diameter 

stainless steel tubes soldered to the block. The platen was locked to a stainless steel ring 

(¼” wide) surrounding the copper block (Figure 9). The temperature of the sample was 

measured using a K-type thermocouple, which was attached between the sample and the 

platen/block. To insulate the metallic block from the chamber both thermally and 

electrically, the block was attached to an insulating piece, composed of Delrin (Figure 

10). This piece has two other purposes. First, it attached the holder to the 4-axis sample 

manipulator via a ¼” screw. Second, for IR analyses, a hole cut in the Delrin allowed the 

precise alignment of the sample holder in the guide (Figure 10). 
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Figure 9.  The copper block with cooling lines of the sample holder.  Figure is drawn to 

scale.  The light grey is copper, and the dark grey is stainless steel.  The 4 white 

rectangles represent the locking mechanism.  Dashed lines represent the cooling lines. 

   

 

Figure 10: A schematic of the insulating block  Figure is drawn to scale. 
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Figure 11: A top view of the sample guide.  Figure is drawn to scale. 

At the bottom of the chamber, there is a sample guide that was used to align the 

sample for IR analyses. Upon lowering the sample holder into position, a hole in the 

Delrin block fit snuggly into a guide post, ensuring the precise positioning of the sample. 

The guide post was attached to a stainless steel ring (inner diameter 3.5; width 1/8” ; 

height ¼”) with four tabs attached which sat at the bottom of the chamber (Figure 11).  

(To aid in fitting it into the chamber, there is a  gap of 1/8”.). The tabs were employed to 

ensure that the ring is level and to add stability to the ring when the sample holder was 

moved into position (dimension 3 tabs: ¼” x 5/8” x 1/10” ; 1 extended tab  (¼” x 1 ¼” x 

1/10”)  Attached to the stainless steel ring was a bar (dimensions: 2 .875”x ¼”x ¼”). The 
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bar holds the guide post off center by ½”. It is composed of a stainless steel piece with 

dimensions 1.125” x 0.125” x 0.87”.  

 

3.7 Testing 

3.7.1 IR spectra of Octadecanethiol Adsorbed on Au 

As a demonstration of the constructed IRS system, the infrared spectrum of an 

octadecanethiolate self-assembled monolayer (ODT) SAM)  (CH3(CH2)17S-Au) was 

acquired.  As a measure of the noise in the spectrum, the standard deviation of the IR 

signal was determined to be 0.00014  absorbance units from 4000 to 4500 cm-1.  Figure 

12 displays the C-H stretch region of the IR spectrum. It can be clearly seen that the IR 

peaks are well-resolved and have low noise. The signal-to-noise ratio is calculated to be 

greater than fourteen. Further, the IR peak positions are the same as those observed for 

ODT SAMs adsorbed on Au (Table 1).25-27

 

Figure 12. A RAIRS spectrum of an ODT monolayer on gold.   
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 .   

Stretch Experimental Literature25,26 

υa (CH3) 2964 cm-1 2964 cm-1 

υa (CH2) 2918 cm-1 2918 cm-1 

υs (CH3) 2879 cm-1 2878 cm-1 

υs (CH2) 2850 cm-1 2850 cm-1 

 

Table 1. The vibrational frequencies of the C-H stretches of an ODT SAM adsorbed on 

Au.   

3.7.2. Heating and Cooling of the Sample 

 The temperature studies were performed as follows.  For all experiments a 3/8” 

diameter vinyl tube was connected to a regulated N2 source.  The tube was then 

connected to a coppuer tube fashioned into a coil.  The coil was made out of 5’ of Cu 

tubing and the coil itself is 10 ¼” wide and 3 3/4” tall.  There were 9 loops.The tube was 

then connected to a feed through in the chamber.  This connection was insulated.  For the 

cooling experiments the coil was submersed into lN2.  The heating experiments had a 10 

foot heating tape wound through the coil, which was then attached to a variac.  
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Figure 13.  The variation of the sample temperature with a) the pressure of cooled 

nitrogen gas; and b) the temperature of heated nitrogen gas. As a measure of the nitrogen 

gas temperature, the voltage of the variac was used.  

To heat and cool the sample, nitrogen gas is passed through the copper block of 

the sample holder. To cool the sample cold nitrogen gas is passed through the copper 

block. Using this method after 15 – 30 mins, the lowest temperature obtained was -180°C 

(93 K). The temperature was dependent on the pressure of the nitrogen flowing through 
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the sample holder. The lowest temperature obtained was at the lowest gas pressure 

employed, 5 psi (Figure 13a).  

To heat the sample, a constant pressure of nitrogen gas, 10 psi  was employed. 

The gas was heated using resistive heating tape powered by a variac (KRM, 2090VR). 

After 60 mins, the maximum temperature was obtained, and was dependent on the 

voltage applied (Figure 13b).  At 90 V, the maximum temperature achieved was 105 °C 

(378 K).  

For both heating and cooling, the temperature of the sample was stable for at least 

5 mins, which was sufficient time to obtain an IR spectrum.  

3.8. Conclusions 

A infrared spectrometry system was constructed and tested. The instrument is composed 

of two parts: a vacuum chamber, which houses the sample, and an optical pathway. A 

sample holder was constructed so that the sample can be heated and cooled from 378 K to 

93 K, and allows for the reproducible positioning of the sample in the optical pathway. 

As a demonstration of the system, a IR spectrum of an ODT SAM adsorbed on Au was 

obtained. 
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Chapter 4 

Formation and Structure of Terminal Alkyne Self-Assembled 

Monolayers on Au 

Abstract A new class of self-assembled monolayer, terminal alkyne monolayers (TAMs) 

(HC≡C(CH2)nCH3, n = 5, 7, 9, 11, 13, 15) adsorbed on Au, was synthesized and 

characterized using single wavelength ellipsometry, reflection absorption infrared 

spectroscopy (RAIRS), x-ray photoelectron spectroscopy (XPS) and secondary ion mass 

spectrometry (SIMS).  For TAMs with less than 11 methylene units (n < 11) in the 

backbone, the adsorbed layer is highly disordered, oxidized and has a multilayer 

structure. Longer chain length TAMs (n ≥ 11) form disordered monolayers on gold. As 

the methylene chain length increases, the conformational order of the TAMs increases. 

The molecules have an upright conformation and bind to the surface via a Au-C≡C- 

bond. Some oxidized species are present in the TAM. The implications for the chemical 

stability of TAMs are discussed. 
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4.1. Introduction 

For many years, the formation of well-ordered, densely packed self-assembled 

monolayers (SAMs) on metal and semiconductor substrates has been of great interest.1,2 

SAMs are used to functionalize surfaces in applications ranging from sensing3-7 to 

organic/molecular electronics8-22 to anti-corrosion coatings2 to lithography23-31. The 

assembly of these layers is mediated by the interplay of molecule-molecule interactions, 

molecule-substrate attachment and SAM-ambient interface energetics.2 Attachment 

chemistries include covalent-polar interactions (e.g. alkanethiols on Au1,2 or GaAs32) and 

Brønsted acid-base interactions, e.g. alkylphosphonic acids adsorbed on titanium 

dioxide.33  

To date, the most widely studied SAMs are those dervived from alkanethiols 

adsorbed on both metal surfaces, including Au, Ag, Cu, Pd and Pt1,2,32, and 

semiconductor substrates, such as GaAs2,32 and InAs34,35. Thiol-based SAMs have several 

limitations. First, they are not stable above ~70 °C.1,36,37 At between 100 and 140 °C, 

alkanethiolate SAMs undergo a melting transition to a liquid-like state.1,36 Further, as the 

temperature of the SAMs is increased, the number of gauche defects increases, and the 

number of interstitial defects decreases with a concomitant increase in observed domain 

sizes.37 Gauche defects created at temperatures above 77 °C remain present in the sample 

even upon cooling. Second, for electronic applications it is preferable to have a SAM 

linker with π-bond character which facilitates electronic state mixing between the 

molecule and substrate.38,39 

It was recently demonstrated that terminal alkynes can form self-assembled 

monolayers on gold.39-41 Zhang and co-workers39 showed that terminal alkyne 
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monolayers (TAMs) form relatively organized and stable SAMs on Au, determined by 

using water contact angle measurements, ellipsometry, electrochemical blocking and 

infrared spectroscopy (IRS). A second study using x-ray photoelectron spectroscopy 

(XPS), scanning tunneling microscopy (STM) and IRS also demonstrated that 

ethynylbenzene and 1,4-ethynylbenzene form bound monolayers on gold.41 The data 

suggest that alkyne molecules adsorbed on Au have an upright orientation mediated via 

an end-on interaction between the alkyne and gold.39 However, the chemistry of the 

binding to the gold remains unclear. Theoretical analyses of the adsorption of 

ethynylbenzene on Au suggest that a vinylidene/Au (-HC=C-Au) interaction is the most 

stable.42 This interaction involves a 1,2-hydride shift to form a carbene that then datively 

bonds to the gold. However, later experiments suggest that both ethnylbenzene and 1,4-

ethynylbenzene form TAMs via an oxidation reaction facilitated by the Au substrate.41 

The data suggest that the layer is composed of oxygen-containing hydrocarbons such as 

phenylacetic acid and phenyloxirane. In contrast, using surface-enhanced Raman 

scattering (SERS), Lim and co-workers 43 determined that diethynylbenzene monolayers 

bind to gold nanoparticles via a -C≡C-Au bond. 

In this chapter, the synthesis and structure of TAMs adsorbed on Au was 

investigated using a homologous series of alkynes, HC≡C(CH2)nCH3 (n = 

5,7,9,11,13,15). The TAMs are adsorbed on Au by a solution-phase method. Briefly, 

acetylide anions are produced in situ by the reaction of the terminal alkynes with 

ammonium hydroxide (Figure 1). These acetylide anions then chemisorb on the gold 

substrate. Ellipsometry, reflection absorption infrared absorption (RAIRS) spectroscopy, 

x-ray photoelectron spectroscopy (XPS) and secondary ion mass spectrometry (SIMS) 
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were employed to investigate the deposited TAM layers. For TAMs with less than 11 

methylene units (n < 11) in the backbone, the adsorbed layer has a multilayer structure 

and contains both unoxidized and oxidized alkynes. Longer chain length TAMs (n ≥ 11) 

form disordered monolayers on gold, and the conformational order of the TAMs 

increases with the number of methylene units in the backbone. The molecules have an 

upright conformation and bind to the surface via a Au-C≡C- bond. Some oxidized alkyne 

species are also present in the TAM.  

 

Figure 1. Schematic of the reaction to form acetlyide anions. 

4.2. Experimental 

4.2.1 Materials 

Octyne, decyne, dodecyne and tetradecyne were purchased from Sigma Aldrich (St. 

Louis, MO).  Hexadecyne and octadecyne were obtained from TCI America (Portland, 

OR). Ammonium hydroxide and n-propanol were acquired from JT Baker (CMOS grade) 

(Phillipsburg, NJ) and VWR (Radnor, PA), respectively. All chemicals were used without 

further purification. Gold (99.999%) was obtained from Alfa Aesar (Ward Hill, MA). 

Chromium rod was purchased from R.D. Mathis Inc. (Long Beach, CA).  Single side 

polished silicon wafers (<111> orientation) were acquired from Addison Engineering 

(San Jose, CA).   

 

 

H

n n
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4.2.2 Monolayer Synthesis  

SAMs with different alkyl chain lengths and terminal groups on Au were prepared using 

a procedure based on the synthesis of ethynylbenzene monolayers on Au reported by 

McDonagh and co-workers.41 Briefly, Cr (~10 nm) and Au (~100-200 nm) were 

sequentially thermally deposited onto clean Si native oxide-covered wafers. In an 

anaerobic chamber, the gold substrate was immersed in a n-propanoic solution containing 

3 mM of the corresponding alkyne and 3 μl of ammonium hydroxide per ml of n-

propanol. The substrates were immersed in the solution for 24 hours at 45 ± 2°C. After 

removing from the alkyne solutions, the substrates were sonicated in n-propanol for 2 

mins, rinsed with copious n-propanol and dried with a N2 stream. 

4.2.3 Single Wavelength Ellipsometery 

The thickness of alkyne monolayers were determined using single wavelength 

ellipsometry on a  

Gaertner LSE Stokes Ellipsometer (Gaertner Scientific Corp., Skokie, IL). The HeNe 

laser light (λ = 632.8 nm) was incident on the sample at 70°. Layer thicknesses were 

calculated using an isotropic three layer model (air/hydrocarbon/Au) using standard 

hydrocarbon optical constants, nf = 1.5 and kf = 0.0. 

4.2.4 X-ray photoelectron spectroscopy 

Photoelectron specta were obtained on a Perkin Elmer PHI 5600 ESCA system using a 

monochromatic Al Kα source (Ep = 1486.6 eV).  Typically, the pressure of the chamber 

was < 6 × 10-10 mbar during analysis. All XPS spectra were measured with a pass energy 

of 58.7 eV and energy step of 0.125 eV. The data were collected at 45˚ to the normal of 

the sample surface. All spectra were referenced to the Au 4f7/2 core-level peak at 84 eV. 
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4.2.5 Reflection absorption infrared spectroscopy 

The RAIRS spectra were recorded by using a Fourier transform instrument (FT-IR7000, 

Varian, Palo Alto, CA) interfaced via custom optics to a vacuum chamber (base pressure: 

2 x 10-8 torr) with differentially pumped KBr windows. To reduce IR absorbance by 

water vapor, carbon dioxide and other atmospheric gases, the optical pathway is 

contained in a dry nitrogen gas-purged box. The infrared beam is incident on the sample 

at ~86° and detected using an MCT detector (wavenumber range: ~750 cm-1 to 4000 cm-

1).  

4.2.6 Time-of-Flight Secondary Ion Mass Spectrometry 

TOF SIMS analyses were conducted using a TOF SIMS IV (ION TOF Inc., Chestnut 

Ridge, NY) instrument equipped with a Bin
m+ (n = 1 – 7, m = 1, 2) liquid metal ion gun. 

The instrument consisted of an airlock, a preparation chamber, and an analysis chamber, 

which were separated by gate valves. The preparation and analysis chambers were 

maintained at less than 8 x 10-9 mbar to avoid sample contamination. The primary Bi+ 

ions had a kinetic energy of 25 keV and were rastered across a 100 x 100 µm2 area. The 

total accumulated primary ion dose was less than 1 x 1010 ions/cm2, which is within the 

static SIMS regime.44 The secondary ions were extracted into a time-of-flight mass 

spectrometer by using 2000 V and reaccelerated to 10 keV before reaching the detector.  

4.3 Results  

4.3.1 Ellipsometry 

The thickness of each TAM formed on Au was investigated with single wavelength 

ellipsometry (SWE) measurements. Using a refractive index of nr = 1.50 for the 

hydrocarbon layer 32,39 and an isotropic three layer model (air/TAM/Au), we observe that 
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the film thickness is approximately constant for alkynes with less than ~9 methylene 

units in the backbone (n ≤ 9) (Figure 2 and Table 1). The thickness of these layers is 

larger than the calculated molecular length (Table 1) suggesting that multilayers are 

forming. For longer chain alkynes, the thickness of the layer is less than the calculated 

molecular length (Table 1), indicating that a monolayer forms. This is in contrast to 

previous studies where it was observed that the TAM thickness increased linearly with 

the number of methylene units in the backbone.39 For these longer chain alkynes a plot of 

film thickness versus chain length yields a line with a slope of 2.29 Å/C and an intercept 

of -11.23 Å using n = 11 – 15 (goodness of fit, R2 = 0.9999) (Figure 2, dotted line) and a 

slope of 1.30 Å/C and intercept 2.25 Å using n = 9 – 15 (goodness of fit, R2 = 0.7779) 

(Figure 2, dashed line). Neither of these fits is particularly satisfying. The slope obtained 

using n = 11 – 15 (2.29 Å/C) is similar to that observed for n-alkanethiols adsorbed on 

GaAs (001) (slope 2.1 – 2.3 Å/C) but is very large when compared to other monolayer 

systems.32 In contrast, the best fit slope for n = 9 – 15 is similar to that observed for n-

alkanethiols adsorbed on Au (1.19 Å/C) 32,45 and for TAMS adsorbed on Au (1.13 Å/C) 

measured by Zhang and co-workers.39  
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Figure 2. Ellipsometric film thickness of the alkyne monolayers. Black circles are 

obtained in this work. The fits to the ellipsometric film thickness are shown as dotted and 

dashed lines. For reference, the open circles are the film thicknesses obtained by the 

Zhang et al.39 

Alkyne, 
HC≡C(CH2)nCH3 

n Film 
Thickness (Å)

Molecular 
Length (Å)a 

Zhang et al 
Film Thickness 

(Å)a 
octyne 3 13.5 ± 8.0 10.4 8.9 
decyne 5 16.1 ± 1.1 12.8 10.3 
dodecyne 7 15.9 ± 3.1 15.3 14.0 
tetradecyne 11 13.9 ± 1.3 17.8 15.1 
hexdecyne 13 18.5 ± 1.8 20.2 17.0 
octadecyne 15 23.1 ± 2.5 22.7 - 

 
Table 1. Ellipsometric film thickness of the alkyne monolayers adsorbed on Au.  

aThe experimental ellipsometric film thickness and theoretical molecular length were 

obtained from Zhang et al.39 

The intercept for the thickness trends derived from ellipsometric data are 

normally interpreted to be the limiting value for alkyne-substrate interface. Using the fit 

for n = 11 – 15, the intercept is a large negative number (-11.23 Å), which suggests that 
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this interpretation is not valid. For n = 9 – 15, the intercept is more reasonable, 2.25 Å, 

and is similar to that observed for n-alkanethiols on gold (~2 Å). 32,45 However, the fit for 

this range of alkyne molecules is much worse.  

Given the differences in the calculated slopes and intercepts obtained for TAMS, 

it is not entirely clear that a simple isotropic three layer model is appropriate to determine 

layer thicknesses. These data suggest that a more complex model, which includes less 

dense monolayers, defects and contributions from the TAM-Au interfaces, may need to 

be considered. 

4.3.2 XPS 

XPS spectra were recorded of freshly prepared TAMs adsorbed on Au. For each TAM 

studied, the fitted C 1s spectra show that the spectra consist of three peaks with binding 

energies 284.4 eV, 286.2 eV and 289.2 eV. Figure 3 displays are representative C 1s 

spectrum: the C1s spectral region from dodecyne adsorbed on Au. Previous experiments 

of alkanethiolate SAMs adsorbed on Au indicate that signal at 284.3 eV is due to the 

carbons of the methylene backbone (-CH2-).
32,46-49  The peak at 289.2 eV is characteristic 

of a carbon atom in a carboxylic acid or ester (COO).41,50 We assign the peak at 286.2 eV 

to CO bonds present in the layer. This assignment is speculative although it is similar to 
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the binding energies of C-O bonds in poly(ethylene terephthalate) (PET).50 

 

Figure 3. C 1s XPS spectrum of a dodecyne monolayer on Au showing curves fitted to 

the experimental data.  

 The intensity of peak C decreases with increasing methylene chain length from 

5% of the total C 1s intensity for octyne and decyne TAMs to 1.6 % for octadecyne 

TAMs suggesting that the level of oxidation in the TAM decreases with increasing chain 

length (Figure 4). In contrast, the relative intensity of the CO peak (binding energy = 

286.2 eV) first increases with increasing chain length reaching a maximum for dodecyne 

TAMs (n = 9) before decreasing. These results suggest that the for longer methylene 

chain length TAMs (n ≥ 10) that the amount of oxidized species decreases. Since the 

intensities of the peaks at 286.2 eV and 289.2 eV have different dependencies on the 

TAM chain length, the data also indicate that there are more than one oxidized species on 

the surface. 
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Figure 4. Fraction of the –CH2-, CO, COO signals in the C1 XPS spectrum as a function 

of chain length. 

 Since the C1s cross-section is constant for all atoms in TAMs for our condition of 

a 45° photoelectron exit angle, we expect that the C 1s peak intensites (peak areas) are 

correlated with the methylene chain length via the attenuation relationship:51 

dz

0

0

z
I = ρ exp - dz

λcosθ
 
 
 

                                                                                               Equation 

4.1
 

where z is the distance in the alkyl chain matrix from the Au/alkyne interface towards the 

vacuum, zd is the thickness of the alkyl chain matrix, ρ0 is the intrinsic C 1s 

photoemission intensity per unit thickness (dI/dz0) with no overlayer attenuation, λ is the 

C 1s photoelectron attenuation length (= 35.4 Å) and θ is the photoelectron exit angle. 

The ratio of the C1s signal for a TAM with n methylene units to the C1s signal intensity 

for an octadecyne SAM is 
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Equation 4.2
 

where dC is the thickness of the alkyl matrix per C atom, n is the number of C atoms in 

the alkyl chain, α is dc/λ and x = (e-16α – 1). Re-arranging, In/I18 is related to the number of 

Cs in the alkyl backbone by  

n

18

I
ln +1  = -nα+lnx

I

 
 
                                                                                                    

Equation 4.3
 

Thus, a plot of ln(In/I18 + 1) versus n will yield a straight line with a gradient of α. For n ≥ 

11, we find that α is 0.02622 and the C 1s peak intensities are correlated with the 

methylene chain length (Figure 5). However, for shorter chain lengths, the C 1s intensity 

deviates to higher values suggesting that there is more C present on the surface than 

expected for monolayer formation. This suggests that there are multilayers on the surface 

in agreement with the ellipsometric data. 
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Figure 5. Fractional intensity of the C 1s peak (I(C 1s)n/I(C 1s)18 as a function of chain 

length. The dotted line is the theoretical dependence based on a constant monolayer 

coverage and film density for all values of n and references to the C 1s intensity of the 

octadecyne layer.  

 We also observe signals in the O 1s region. Deconvolution of the experimental 

data yields two peaks at 532.4 eV and 530.8 eV. The peak at 532.4 eV is consistent with 

the binding energies of O reported for poly(vinyl alcohol) and poly(methyl acrylate).52 

The signal at 530.8 eV is similar to the binding energies reported for O in ketones.52 

Further, the intensities of the O 1s peaks increase with increasing methylene chain length 

and reach a maximum for dodecyne TAMs before decreasing. The data are consistent 

with the above conclusions and suggest that there is more than one oxidized species on 

the surface. 

 No signals due to any N species, which may arise from ammonium hydroxide, 

were observed indicating that it does not react with the alkynes to form N containing 
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organic compounds nor does it bind to the Au surface. Further, the Au 4f7/2 peak indicates 

that the Au surface is not oxidized during monolayer formation. 

 

4.3.3 Reflection Absorption Infrared Spectroscopy 

Changes in the stretching mode peaks with alkyl chain length provide a qualitative 

measure of the conformational order of each TAM. The peak frequencies are summarized 

in Table 2 and the spectra are shown in Figure 6a. In general, TAMs have broad C-H 

stretches with frequencies that   are higher than those observed for well-ordered 

alkanethiolate SAMs on gold 45-49 (Table 2). However, the frequencies are lower than 

those observed for gas phase alkynes 53 (Table 2). Taken together, these data indicate that 

TAMs are disordered and in a liquid-like state. For n ≥ 11 the peak frequency and 

absorbance of the asymmetric and symmetric CH2 stretches decrease, indicating an 

increase in conformational order and monolayer organization. Further, for long chain 

alkynes (n ≥ 11) an increase in the intensity of νC≡C (C≡C stretch, 2136 cm-1) is also 

detected, which also suggests that the TAMs are becoming ordered and have an upright 

orientation on the Au surface (Figure 6b). This is consistent with both the trends in 

monolayer thickness (Figure 2) and the decrease in oxidized species present on the 

surface (Figure 4).  



68 
 

 

Figure 6. IRS spectra as a function of chain length for alkyne monolayers adsorbed on 

Au: a) 2800 – 3000 cm-1 and b) 2120-2000 cm-1.  
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 Hexadecanethiol 
Adsorbed on Aua 

Alkyne 
Gas 

Phaseb 

HC≡C(CH2)nCH3 on Au, cm-1 

Mode   n = 5 n = 7 n = 9 n = 11 n = 13 n = 15 
CH2 d

- 2919 2930-2960 2932 2931 2931 2930 2926 2927 
CH2 d

+ 2851 2860 -2885 2862c 2860 c 2861 2861 2853 2854 
CH3 ra

- 2965 2960-2991 d d d 2965 2966 2966 
CH3 rb

- ~2958  d d d 2952 2954 2954 
CH3 r

+, 
FR 

2938  2874c 2875c 2876c 2878 2880 2879 

         
ν ≡C-H  3325-3340 - - - - - - 
ν C≡C  2132-2162 d d d 2137 2137 2137 
2 δ≡C-H  1247-1257 - - - - - - 
 

Table 2. Peak positions for alkyne IR modes in the gas phase and adsorbed on Au. Also 

shown for reference are the positions of the C-H stretch modes for hexadecanethiol 

adsorbed on Au. 

aObtained from ref. 54. bObtained from ref. 53. cThe mode is very broad and weak. dThe 

mode is not clearly observed. 

4.3.4 Time-of-Flight Mass Spectrometry 

In the positive and negative SIMS spectra the ions associated with the TAMs are found 

mostly below a mass-to-charge ratio (m/z) of 200. Prominent features in the mass spectra 

include fragment ions of the methylene chain and are characterized by ions with the 

general formula (CH2)x(CH)y
+, (CH2)xCH3

+ and (CH2)x
+. Several oxygen containing ions, 

including CO(CH2)x
+, (CH2)xO

- and CO2
-, are also observed indicating that oxidized 

alkyne species are adsorbed on the Au surface. These ions are often observed in 

monolayers with ester, carboxylic acid and alcohol groups. 

In contrast to alkanethiolate SAMs adsorbed on Au, at higher masses (m/z > 200) 

no characteristic quasimolecular and cluster ions were observed, such as AuM±, Au2M
-, 



70 
 

AuM2
- and M± where M denotes the alkyne molecule, -C≡C(CH2)nCH3. However, several 

Au-containing fragment ions indicative of the TAM binding to the substrate are detected. 

In the positive and negative-ion spectra we observe ions with the formula [AuxC2H2]
± 

(Figure 7a). Since these ions have the same formula and appear in both positive and 

negative-ion spectra, this suggests that the charge is present on the Au and the alkyne 

binds to the surface via a Au-C≡C- bond. In the mass spectra Au-, O- and C- ions are also 

detected (Figure 7b) indicating that a proportion of the alkynes are oxidized and bind to 

the surface via, for example, a carboxylic acid in agreement with the XPS data (C1s 

Figure 3) and previous studies of ethynylbenzene adsorption Au substrates. 
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Figure 7. High mass resolution negative ion spectra centered at m/z 255.5 and m/z 420 as 

a function of chain length for alkyne monolayers adsorbed on Au. 

4.4. Discussion 

For the homologous series of terminal alkyne monolayers adsorbed on Au, the 

combination of ellipsometric, XPS, RAIRS and SIMS measurements are all consistent 

with a structural trend in which chains with more than 11 methylene units form 

disordered monolayers, which have an upright orientation. As the chain length increases, 
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the conformational order is also observed to increase. For shorter chain lengths, 

monolayers are observed not to form. Rather, multilayer adsorption is detected; the film 

thicknesses are higher than the molecular length (Table 1; Figure 2). This is consistent 

with the oligomerization of the alkynes, which has been extensively studied in bulk and 

in functionalized SAMs. 55-57   

This behavior is in sharp contrast to alkanethiolate SAMs adsorbed on metals and 

semiconductors. 1,2,32 In general, these SAMs form monolayers on the substrate for all 

chain lengths. However, it is interesting to note that TAMs with more than 10 methylene 

units in the backbone start to form ordered layers. Similarly alkanethiolate SAMs with 

more than 9 or 10 methylene units are observed to form ordered monolayers. 1,2 This 

observation suggests that the formation and ordering of TAMs and alkanethiolate SAMs 

are both driven by the same process, hydrogen bonding between the alkane chains. 

 To date the binding of TAMs to Au has been unclear. Zhang and co-workers 39 

and Lim and co-workers43 suggested that the alkyne molecules adsorb on Au via Au-

C≡C- bond. However, DFT calculations of ethynylbenzene adsorption on Au indicated 

that a vinylidene/Au (-HC=C-Au) interaction is the most stable.42 Finally McDonaugh et 

al41 observed that oxidized species of ethynylbenzene and 1,4-ethynylbenzene adsorbed 

to Au. Our data clearly indicate for terminal alkyne monolayers that both unoxidized and 

oxidized species adsorb on the surface. The SIMS data indicate that a proportion of the 

alkynes adsorb to the Au surface via a Au-C≡C- bond (Figure 7a). The IR data is 

consistent with this observation; for long chain alkynes (n > 11) a C≡C stretch was 

observed indicating that the alkyne had an erect orientation and was bound to the surface 

via a Au-C≡C- bond (Figure 6b). However, both the SIMS and XPS data show that 
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oxidized species are present on the surface (Figure 3 and 7b). The chemical identity of 

the oxidized species is not clear. The C1s XPS spectra indicate that C-O and C=O bonds 

are present, with a C-O binding energy similar to that in PET. In PET the C-O bond is in 

the backbone of the polymer, -C-O-CH2-CH2.
50 The O1s spectra confirm that there are 

two oxidized species present. In SIMS, Au-, C- and O- containing ions, such as 

AuCO2CHx
- (x = 2, 3) ions (Figure 7b), are observed which suggest that the oxidized 

alkyne is a carboxylic acid. Taken together with the XPS data, this suggests the alkyne 

undergoes a reaction to form a carboxylic acid, which binds to the surface via a Au-

C(=O)OC bond. 

 From the above discussion, it is clear that the TAMs are likely to be less stable 

than alkanethiolate SAMs adsorbed on Au. Zhang et al 39 reported that TAMs are 

electrochemically stable and prevented the aggregation of Au nanoparticles in solution 

for up to 8 weeks. However, recent experiments indicate that dodecyne adsorbed on Au 

can be easily replaced by ferrocenylundecanethioacetate and ferrocenylundecanethiolate. 

40 The amount of displacement by these molecules was observed to be dependent on the 

concentration of the thioacetate and thiolate and reached an equilibrium value. The 

authors suggested that the reaction was limited by the deprotection of the thioacetate to 

form a thiol. At lower concentrations the amount of thiolate available to replace the 

adsorbed.40 However this does not explain why the replacement reaction reached an 

equilibrium value. One possible reason is that the ferrocenylundecanethioacetate quickly 

replaced the oxidize alkyne species present on the surface, and the displacement of the 

adsorbed, unoxidized alkyne is much slower. 
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 It should be noted that, while the acetylide anion mechanism presented above 

explains the data, it may not be the only mechanism that is occuring in these experiments.  

Hydrogenation can occur at the alkyne, with the water present in the ammonium 

hydroxide.  Also oxidative addition could occur to give olefin products.  These may be 

side products in the reaction which additionally explain the side products observed. 

4.5. Conclusions 

The chemisorption of terminal alkynes (HC≡C(CH2)nCH3, n = 5,7,9,11,13,15) on gold 

surfaces has been demonstrated under solution conditions. Long chain length terminal 

alkynes (n ≥ 11) form disordered monolayers on gold. As the methylene chain length 

increases, the conformational order of the terminal alkyne monolayers (TAMs) increases. 

The molecules have an upright conformation and bind to the surface via a Au-C≡C- 

bond. Some oxidized species are present in the TAM, which are tentatively identified as 

carboxylic acids. For TAMs with less than 11 methylene units (n < 11) in the backbone, 

the adsorbed layer is highly disordered, oxidized and has a multilayer structure.  
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Chapter 5 

Matrix- Enhanced Secondary Ion Mass Spectrometry (ME SIMS) using Room 

Temperature Ionic Liquid Matrices 

[Portions of this work have been previously published by Jennifer J.D. Fitzgerald, Paul 

Kunnath and Amy V. Walker, Analytical Chemistry, 2010, 82, 4413-4419 ] 

 
Abstract. Room temperature ionic liquids (ILs) are used in a wide variety of applications 

including as matrices in matrix assisted laser desorption ionization (MALDI) mass 

spectrometry.  The use of ionic liquids (ILs) as matrices has been investigated in TOF 

SIMS.  Two ionic liquid matrices derived from the MALDI matrix α-cyano-4-

hydroxycinnamic acid (CHCA) were employed in these studies: 1-methylimidazolium α-

cyano-4-hydroxycinnamate (MI CHCA) and tripropylammonium α-cyano-4-

hydroxycinnamate (trip CHCA). The molecular ion intensities of biologically-relevant 

analytes including phospholipids, cholesterol and peptides, were greatly enhanced.  

Further detection limits were also improved. For example, the limits of detection of 1,2-

dipalmityl-sn-glycero-phosphocholine (DPPC) and 1,2-dipalmityl-sn-glycero-

phosphoethanolamine (DPPE) were at least two orders of magnitude better.  The data 

also suggest that IL matrices are suitable for imaging SIMS.  The IL matrices did not 

cause changes to the sample surface; no “hot” spots were observed in the SIMS spectra.  

To demonstrate their use in imaging SIMS, an onion skin was imaged. 
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5.1 Introduction 

 Mass spectrometric imaging provides information about the spatial distribution of 

molecules and elements present on sample surfaces without the use of chemical tags, 

such as fluorescent labels. It can be used for lipid1-3, peptide4-7, pharmaceuticals8, 

polymers9,10 and semiconductor materials imaging11. Two different types of ionization 

methods are currently used for MS images: matrix assisted laser desorption ionization 

(MALDI)4-9 and secondary ion mass spectrometry (SIMS)8,9,11,12. 

 MALDI is routinely employed to analyze biological samples because it can easily 

ionize high molecular weight species, such as proteins and oligonucleotides.13  In 

imaging MALDI an image is obtained by scanning a sample through a laser beam.8,9 The 

spatial resolution is limited by the laser spot size, which is typically ~25 µm.5,7,8  Since 

the typical size of individual cell components is less than ~250 µm, it is difficult to obtain 

the spatial distribution of molecules within a cell or nanoscale object. One disadvantage 

of MALDI imaging is that the sample must be carefully prepared to maintain the spatial 

distribution of compounds.14,15 

 SIMS has some advantages over MALDI for imaging. SIMS does not require the 

use of a matrix, and the lateral resolution is better, as high as ~200 nm.  In SIMS, 

imaging is normally performed in microprobe configuration in which a high energy 

focused primary ion beam is rastered across the sample surface. In this configuration  

lateral resolution is determined by a number of factors including the ionization 

probability of the analyte and its concentration, and the ion-beam diameter, as well as 

other instrumental factors.   One of the disadvantages of SIMS is that the ionization 

probability of intact molecules with  mass-to-charge greater than 500 is extremely low.  
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In these cases the lateral resolution is determined by the amount of signal that can be 

generated per pixel. This leads to lateral resolutions that are much lower than the primary 

ion beam diameter.10,15 Cluster ion beams, such as Aun
+15,16, C60

x+15,17,18, SF5
+15, and 

Bin
x+15,19, greatly improve secondary ion production from molecules particularly at high 

mass. This has led to increased image contrast and an increase in experimental lateral 

resolutions to 400nm.20  However, this lateral resolution is still much larger than the 

primary beam diameter. 15 

 Another method to increase secondary ion intensities (by increasing analyte 

ionization probabilities)  is to use a chemical pretreatment.   In matrix enhanced SIMS 

(ME SIMS) a matrix, such as 2,5 dihydroxybenzoic acid (DHB)21, glycerol22 or 

hydrochloric acid23, is either mixed with or sprayed onto the analyte surface. 

Quasimolecular ions of proteins with m/z up to 10,000 have been detected using this 

method.21  However, ME SIMS is unsuitable for imaging because solid matrices can 

crystallize on the sample surface. This causes the recorded distribution of molecules and 

atoms present on the surface to be different from the original (“true”) distribution.  This is 

often manifested by the formation of “hot spots”, which are areas where the recorded ion 

intensities are much larger than elsewhere on the surface (Figure 1).21,24,25 
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Figure 1. SIMS images of DPPC, a phospholipid, mixed with sinapinic acid, a MALDI 

matrix.  Area of analysis: 100 x 100 µm2: 128 x 128 pixels.  Primary ion: Bi+.  Primary 

ion energy: 25 keV.  All images are shown using a heat scale with maximum and 

minimum counts for each pixel shown on the scale bar.  Unpublished data by Sarah 

Machover, Amy V Walker. 

 
 Addition of metals, such as gold and silver can also increase molecular ion 

intensities (meta-SIMS)26-29. Although meta-SIMS is suitable for imaging, Adriaensen et 

al26   have shown that meta-SIMS ion yields are time-dependent. 26  Metal-analyte 

adducts are often formed making it difficult to interpret the data. 

 Room temperature ionic liquids (ILs) have been demonstrated to be effective 

MALDI matrices.27-32  They can be used with a wide variety of analytes including 

oligonucleotides30, peptides30, proteins30, lipids31, oligiosaccaraides32, glycocongugates32, 

and  polymers32.  In MALDI, the performance of the ILs have been shown to be as good, 

if not better, than the analogous solid matrix.  For example, using the solid matrix α-

cyano-4-hydroxycinnamic acid (CHCA), the detection limit of bradykinin was 10 

pmol/ml.33 Using  an IL matrix, 1-methylimidazolium α-cyano-4-hydroxycinnamate (MI 

CHCA) the detection limit was < 1 fmol/ml.33   
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 In addition, ionic liquids are attractive as matrices for imaging mass spectrometry. 

They have very low vapor pressure and so can be employed in the high vacuum.33,34  

Since they are liquids, they do not alter the sample surface density by crystallizing. This 

leads to little to no “hot spot” formation.33  Finally, ILs are composed of preformed ions 

and so there is little mass interferences due to the fragmentation of the matrix.33   

 In this chapter, the use of ionic liquids are described as a new class of matrices in 

SIMS.  Two different ILs matrices were chosen: 1-methylimidazolium α-cyano-4-

hydroxycinnamate (MI CHCA) and tripropylammonium α-cyano-4-hydroxycinnamate 

(trip CHCA) (Figure 1). These IL matrices are derived from the MALDI matrix CHCA 

and have been shown to be effective MALDI matrices for the analytes polyethylene 

glycol, bradykinin and human insulin.33  The analytes chosen were 1,2-dipalmitoyl-sn-

glycero-3-phosphocholine (DPPC) ((M + H)+, m/z 734.04), 1,2-dipalmitoyl-sn-glycero-3-

phosphoethanolamine (DPPE) ((M - H)-, m/z 691.95), cholesterol ((M - H)+, m/z 386.85), 

lys (Des-Arg9-Leu8) bradykinin ((M + H)+, m/z 997.6), and angiotensin I ((M + H)+, m/z 

1295.3) (Figure 2).  These analytes represent three classes of biomolecules - 

phospholipids, steroids and peptides.  DPPC, DPPE and cholesterol are commonly found 

in cell walls24,35, while DPPC and DPPE are the most abundant lipids in the inner leaflet 

of the plasma membrane35,  while cholesterol plays a critical role in the formation of lipid 

domains and helps establish proper membrane fluidity and permeability.36  Bradykinin 

and angiotensin I, are important in vascular signaling and the regulation of blood 

pressure.37,38  The data show that use of IL matrices greatly enhances quasimolecular ion 

intensities, and and also substantially improves limits of detection. Signal intensities are 

at a least an order of magnitude better, while detection limits are improved by ~3 orders 
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of magnitude. Further, no “hot spots” are in the spectra indicating that IL matrices are 

suitable for MS imaging.  To demonstrate this, an onionskin membrane was imaged.   

 

Figure 2. Structures of a) trip CHCA, b) MI CHCA, c) DPPC, d) DPPE, e) cholesterol, f) 

Lys (Des-Arg9-Leu8) bradykinin, and g) angiotensin I. 
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5.2 Experimental 

5.2.1 Materials 

Tripropylamine (99%), 1-methylimidazole (99%), α-cyano-4-hydroxycinnamic acid 

(97%) (CHCA) and cholesterol (99%) were purchased from Sigma Aldrich (St. Louis, 

MO). 1,2-Dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) and 1,2-dipalmitoyl-sn-

glycero-3-phosphoethanolamine (DPPE)were obtained from Avanti Polar Lipids Inc. 

(Alabaster, AL).  Lys-(Des-Arg9-Leu8) bradykinin and angiotensin I were purchased 

from American Peptide (Sunnyvale, CA).  HPLC-grade methanol and chloroform were 

acquired from Omnisolv (Charlotte, NC), and silicon wafers (<111> orientation, single 

side polished) were obtained from Addison Engineering (San Jose, CA). All chemicals 

were used without further purification except the silicon wafers. These were etched using 

RA1 etch (1:1:2 NH4OH:H2O2:H2O), rinsed with water and ethanol, and dried using 

nitrogen gas before use.  The onion skin membrane was obtained from a red onion 

(Schnuck Markets Inc., St. Louis, MO). 

5.2.2 Preparation of Ionic Liquids 

Ionic liquids were synthesized using the method described by Armstrong et al.33  Briefly, 

MI CHCA and trip CHCA were formed by first dissolving 0.5 g of CHCA (0.00265 

mole) in 15 ml of methanol. To synthesize MI CHCA, an equimolar amount of 1-

methylimidazole (212 µl, 0.00265 mole) was dissolved in the CHCA solution.  

Similarily, to prepare trip CHCA an equimolar amount of tripropylamine (505 µl, 

0.00265 moles) was added to the CHCA solution. After sonication for 2 min, the 

methanol was evaporated, leaving the IL.  Prior to use, the ionic liquids were 

characterized by using TOF SIMS, 1H NMR, and IR spectroscopy (see appendix 3). 
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5.2.3 Sample Preparation 

To investigate the detection limits and signal intensity enhancements of DPPC, DPPE 

and cholesterol, three sets of sample were prepared: one for each matrix (either trip 

CHCA or MI CHCA) and a control (no matrix added). For “matrix-enhanced” samples, 

100 µl of IL solution (0.5 M) were mixed with 100 µl  of the analyte solution. The 

concentration of the analyte was varied from 1 mg/ml to 1 x 10-5 mg/ml. The solvent 

employed was 1:1 methanol:choloroform (v/v). For the control samples 100 µl of the 

methanol/chloroform solution was mixed with the 100 µl  of the analyte solution.  After  

mixing, the 200 µl  sample solution was then spun coat onto a ~0.5 cm2 Si substrate for 6 

s at 500 rpm and 20 s at 2000 rpm using a KW-4A spin coater (Chemat Technologies, 

Northridge, CA).  Angiotensin I and bradykinin were prepared in a similar manner, but 

with only single analyte concentration of 1 mg/ml.   

 For imaging, three onionskin samples were prepared placing a piece of membrane 

on an ~1 cm2 Si substrate. The matrix solution (500 µl ; 0.2 M; MI CHCA or trip CHCA) 

was spun coat on the sample for 30 s at 2000 rpm. The control sample was prepared by 

spin coating 500 μl of the methanol/choloroform solvent onto the membrane.   

5.2.4 Time-of-Flight Secondary Ion Mass Spectrometry 

Spectra were obtained using a TOF SIMS IV (ION TOF, Inc., Chestnut Ridge, NY) 

equipped with a Bi liquid metal ion gun.  Briefly the instrument consisted of a loadlock, 

preparation chamber, and analysis chamber each separated by a gate valve.  The main 

chamber was kept at < 8x10-9mbar to prevent sample contamination.  The primary Bi+  

ion had a kinetic energy of 25 keV. The primary ion dose of less was less than 1 x 10-10 

ions cm-2, which is within the static SIMS regime.12  The secondary ions were extracted 
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from the surface by using 2000 V and were reaccelerated to 10 keV before reaching the 

detector.   

High resolution mass spectra and images were obtained using analysis areas of 

(100 x 100) µm2 (500 x 500) µm2(128 pixels x 128 pixels), respectively. The high 

resolution mass spectra had a mass resolution (or mass resolving power; m/Δm) of 4850 

for ions of  m/z 29, while the imaging mass spectra had a unit mass resolution (Δm).  The 

secondary ion intensities reported are the averages of the data obtained from one sample 

with three randomly selected areas per sample.  The detection limit of the analyte was 

determined by finding the lowest concentration for which the quasimolecular ion signal 

has a  signal-to-noise ratio of 2.   

To investigate the spatial variation of the matrix and analyte signals, the DPPE 

and DPPC (1 mg/ml) mass spectra were studied in more detail. For each (100 x 100) μm2 

area,  five (20 x 20) µm2 nonoverlapping regions were selected and  the intensities of the 

quasimolecular, characteristic fragment, and matrix ions obtained. For each (20 x 20) 

µm2 area, the data shown represent the average of the signal intensities over the three 

spots examined. 

5.3 Results and Discussion 

5.3.1 Molecular and Fragment Ions 

Figure 1 displays the protonated and deprotonated molecular ions of DPPC (m/z 734.6, 

[M + H]+), DPPE (m/z 690.5, [M - H]-) and cholesterol (m/z 385.4, [M - H]-).  The data 

clearly show that both MI CHCA and trip CHCA are effective matrices and in general the 

signal intensity enhancement is larger using MI CHCA as a matrix. 
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Figure 3.  High mass resolution SIMS spectra of  the quasimolecular ions of a) DPPE, b) 

DPPC, and c) cholesterol in MI CHCA and trip CHCA matrices, and with no matrix 

applied.  Concentration of DPPE and DPPC: 0.5 mg/ml. Concentration of cholesterol: 1.0 

mg/ml. 
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 The enhancement observed is dependent on the concentration of the analyte (i.e. it 

is dependent on the matrix-to-analyte ratio).  To investigate this effect, the molar matrix 

ratio was varied from ~350:1 to ~3.5 x 107:1 (matrix/analyte). The samples were prepared 

in the following way. To a 100 μl aliquot of the matrix solution,  100 μl of analyte of 

varying concentration (1 to 1 x 10-5 mg/ml) was added and thoroughly mixed.   The 

resulting solution was then spun coat onto a clean Si substrate. 

 Figure 4 displays an example of the data obtained: the variation of the 

enhancement in the quasimolecular ion intensities of DPPC and DPPE with analyte 

concentration. The signal intensity enhancement is calculated using 

Enhancement= I(M ± H)matrix
± /I(M ± H)control

±                          Formula 5.1 
 
where I(M ± H)± is the intensity (peak area) of the quasimolecular ions of DPPC and 

DPPE. In Figure 4 it can been seen that the largest signal intensities are observed for 

concentrations ≥0.1 mg. At concentrations ≤0.01 mg/ml, the signal intensity 

enhancements are 10-20x and 3-15x for MI CHCA and trip CHCA, respectively. For 

cholesterol, the enhancement of the deprotonated molecular ion intensity is smaller, 

typically 3-10x. 

 The signal intensity enhancements appear to be affected by other experimental 

variables. Variations in the ion intensity enhancements are observed particularly at high 

analyte concentrations. For example, at a DPPC concentration of 1mg/ml, the 

enhancement of the protonated molecular ion varies from 100x to 300x when using MI 

CHCA. This is most likely due to uneven mixing of the analyte and matrix in solution or 

small changes in the thickness of the spun coat film. No “hot spots” were observed. 
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 The detection limit of DPPC, DPPE and cholesterol were improved  using IL 

matrices. It was determined by finding the analyte concentration for which the 

quasimolecular ion signal had a signal-to-noise ratio of at least 2.  For DPPC, without 

matrix the limit of detection was 4 x 10-2 mg/ml corresponding to 5.3 nmol. (Note: This is 

the total amount of analyte in solution and not the amount present on the Si substrate 

which is less due to losses in the spin coating process.) Using the matrices, we found the 

detection limit is 1000x better: for MI CHCA and trip CHCA the limits of detection were 

2.7 pmol (2 x 10-5 mg/ml) and 5.3 pmol (4 x 10-5mg/ml), respectively. Assuming that all 

of the DPPC is deposited evenly across the Si substrate (~0.5 cm2), for a (100 x 100) μm2 

analysis area, this corresponds to  0.54 and 1.1 fmol of DPPC for MI CHCA and trip 

CHCA, respectively.   

 This is ~10x lower than the reported smallest amounts of analyte detected using 

ME SIMS and a traditional MALDI matrix (50 fmol bovine insulin using 2,5 DHB as the 

matrix) and a 1000 fold increase in a limit of detection from not using any matrix. 

Similarly, for DPPE the detection limit was improved. Without a matrix the limit of 

detection was 5.8 nmol (4 x 10-2 mg/ml).  Using MI CHCA, the detection limit was 

1000x better, 5.8 pmol (4 x 10-5 mg/ml), while it was higher for trip CHCA, 29 pmol (2 x 

10-4 mg/ml), a 200x improvement.  For cholesterol, using the matrices all analyte 

concentrations were detected, so the limit of detection was <10-5 mg/ml, which was the 

smallest analyte concentration used. Without a matrix, the detection limit was 6 x 10-5 

mg/ml (16 pmol).   
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Figure 4. The enhancement of the quasimolecular ion intensities of  a) DPPC and b) 

DPPE  with analyte concentration.   
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 Fragment ion intensities were also increased using MI CHCA and trip CHCA 

matrices.  Figure 5 displays the enhancements of characteristic fragment ions of DPPC, 

DPPE and cholesterol at several different analyte concentrations.  As in Figure 4, the 

signal intensity enhancement is calculated using  

Enhancement= I(X±)matrix
± /I(X±)control

±                         Equation 5.2 
 
where I(ion+) is the intensity signal (peak area) of X±.  For DPPC, the enhancement of 

fragment ions, characteristic of the headgroup, m/z 184 (C5H15NPO4
+), and m/z 224 

(C8H19NPO4
+) for DPPC as well as the tail group, m/z 552 (C35H67O4

+) were substantially 

smaller than the enhancement observed for the protonated molecular ion,   (M + H)+, 

suggesting that the extent of fragmentation decreases using an IL matrix. In contrast to 

the quasimolecular ion intensity, the intensity enhancement of these fragment ions 

remains approximately constant with decreasing DPPC concentration (Figure 5a). Similar 

behavior is observed for DPPE: the intensity enhancements of the characteristic ions of 

the headgroup (m/z 148 C2H9NPO4
+) and tailgroup (m/z 552) are much smaller that for 

the quasimolecular ion, (M – H)- (Figure 5b). However, in contrast to the DPPC, the 

enhancement of the characteristic fragment ions decreasing DPPE concentration.   In 

contrast to DPPC and DPPE, for cholesterol the fragment ion abundance, (M – H2O + 

H)+ (m/z 369), was approximately the same as that of the quasimolecular ion.   
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Figure 5. The ion intensity enhancement of representative fragment ions and molecular 

ions at four different concentrations of analyte (1, 0.5, 0.1 and 0.05 mg/ml) for a) DPPC, 

b) DPPE and c) cholesterol with MI CHCA. 
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 TOF SIMS analyses were also performed for lys (Des-Arg9-Leu8) bradykinin 

(m/z 997.6 (M + H)+) and angiotensin I (m/z 1296 (M + H)+) using trip CHCA and MI 

CHCA matrices. Both peptides were analyzed at 1 mg/ml concentration.  In the area 

occupied by the sample for analysis, this corresponds to 2 x 10-8 mol and 1.5 x 10-8 mol 

of analyte, respectively.   Figure 6 displays the SIMS spectra of bradykinin using trip 

CHCA and MI CHCA matrices. It can be clearly seen that an intense quasimolecular ion, 

(M + H)+ is observed as well as sodiated molecular ion, ((M + Na)+, m/z 1020.6) were 

observed when using both IL matrices.  For the neat analyte a very low intensity 

protonated molecular ion is observed but no sodiated ion (Figure 6c).  
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Figure 6. SIMS spectra of lys (Des-Arg9-Leu8) bradykinin using  a) MI CHCA, b) trip 

CHCA and c) no matrix. 
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 However, IL matrices are not always effective in SIMS.  For angiotensin I ([M + 

H]+ m/z 1290) no (M + H)+ ions were observed in the neat analyte spectrum or using MI 

CHCA as a matrix in the positive-ion spectra.  Using trip CHCA as a matrix, an (M + H)+ 

ion was observed in the positive-ion spectrum with a low intensity (signal-to-noise ratio = 

5). 

5.3.2 Imaging 

The data indicate that the analyte and matrix ion intensites are uniform across the sample. 

Figure 7  clearly shows that the ion intensities  of DPPE ((M – H)-, m/z 690) and the 

matrix ((CHCA – H)- m/z 188) are approximately constant indicating that there are no 

“hot spots.” 

   

Figure 7. Negative TOF SIMS images of DPPE ((M – H)-, m/z 690) and the matrix 

((CHCA – H)-, m/z 188). The images are shown on a heat scale, and the scale bar shows 

the minimum and maximum counts per pixel. Concentration of DPPE solution: 1 mg/ml. 

Area of analysis: (100 x 100) μm2. 

To investigate further the spatial variation of the analyte and matrix ions, the 

DPPC and DPPE spectra were examined in detail. For each (100 x 100) μm2 analysis 
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area, five non-overlapping (20 x 20) μm2 were selected. For each (20 x 20) μm2 area, the 

signal intensities corresponding to the quasimolecular, characteristic fragment and matrix 

ions were averaged over the three analysis areas used per sample. Figure 8 displays the 

results obtained using  MI CHCA as a matrix. The data clearly show that the signal 

intensities are constant across the analysis area indicating that ILs are suitable for 

imaging applications. 
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Figure 8. Normalized ion intensities of the molecular and characteristic fragment ions of 

DPPE, DPPC and MI CHCA.   

The concentration of the phospholipid solutions was 1 mg/ml. For the DPPC sample (a), 

the ion intensities studied were those for ions of m/z 184 (C5H15NPO4
+), and m/z 224 

(C8H19NPO4
+), characteristic ions of DPPE, and the matrix ion (CHCA – H)- (m/z 188).  

For DPPC, the signal intensities examined were the matrix ion (MI + H)+ (m/z 83) and 

(C5H8O3)
- (m/z 116), characteristic ions of DPPC. The signal intensities were normalized 

to the total number of ion counts to compensate for any small changes in the ion dose. 
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5.4 Imaging 

 To demonstrate this application, three onionskin membranes were imaged. Two 

samples were prepared by spin coating either MI CHCA or trip CHCA on top of the 

onionskin while the third sample, the control, was prepared with application of only the 

solvent. In the positive ion mass spectra for the MI CHCA and trip CHCA coated 

samples, the signal intensities corresponding to (MI + H)+ (m/z 83) and (trip + H)+ (m/z 

144) were approximately constant over the sample, indicating that the matrix is evenly 

coated across it. 

Figure 9 displays optical and negative ion TOF SIMS images of the onion skin 

membranes. For the control sample, very low signal intensities were observed and there 

is no localization of ions such as CN- (m/z 26) which are characteristic of proteins present 

in the cell nuclei. In contrast, for the MI CHCA and trip CHCA samples ions 

characteristic of proteins including CN- (m/z 26), and the b ions of (Gly-Ser) (m/z 144) 

and (Ser-Cys) (m/z 189) were detected. These ions are co-localized in well-defined areas 

and most likely arise from the cell nuclei. In some cases, these areas are within the cell 

while other areas are located at the cell wall, suggesting that some of the cells “burst” 

upon introduction into the vacuum. It is interesting to note that these features are not 

clearly defined in the optical images but can be easily observed in ME SIMS. 
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Figure 9. The optical and negative mass spectrometric images of a red onion skin treated 

with a) no matrix, b) MI CHCA, or c) trip CHCA.   

 

5.5 Mechanism 

It is clear that the mechanism of ion yield enhancement using ionic liquids is different in 

MALDI and SIMS. This is because the secondary ions are generated in a different way. 

In MALDI, a pulsed laser is employed. Secondary ions are generated via collisions 

between neutral analytes and matrix ions in the expansion plume as the sample 
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(matrix/analyte mixture) is ablated from the surface.39 In contrast, in TOF SIMS a pulsed 

primary ion beam is employed. Primary ions impinging on the surface cause a collision 

cascade within the sample which leads to the ejection of secondary species – neutrals, 

electrons and secondary ions.40 However, there are some similarities in the behaviors 

observed using ionic liquid matrices in SIMS and MALDI.32,41,42 First, the detection limit 

of phospholipids is several orders of magnitude better using IL matrices (Figure 4). 

Second, the extent of fragmentation is significantly reduced for most analytes (Figure 5). 

In MALDI, it is believed that ionization is promoted by available matrix protons; ionic 

liquids with an acidic proton promote the production of the desired gas-phase protonated 

quasimolecular ion, (M + H)+.42 In SIMS, it is also likely that ionization is promoted via 

the transfer of protons from (or to) the matrix. We observe that the intensities of 

protonated, or deprotonated, molecular ions of DPPC, DPPE, cholesterol and bradykinin 

are significantly increased using IL matrices (Figures 2 and 6). Further, for cholesterol 

similar ion intensity enhancements are observed for the characteristic fragment ion (M – 

H2O + H)+ (m/z 369) as for the quasimolecular ion (M - H)+ (m/z 385) (Figure 4). The 

formation of this ion also requires the transfer of a proton from the surrounding matrix to 

the analyte. For DPPC, we note that the formation of the fragment ion characteristic of 

the headgroup (m/z 184) also involves the transfer of a proton from the molecular 

environment. However, its ion intensity is only increased ~5x – 10x which is much 

smaller than the enhancement observed for the quasimolecular ion, (M + H)+ (m/z 734) 

(Figure 4). The most likely reason for this is that the formation of this fragment ion 

involves an intramolecular rearrangement, and not just a proton transfer.43  
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The chemical nature of the cation portion (protonated amine) of the matrix also appears 

to have an influence on secondary ion intensities. However there appears to be no 

relationship between the pKa of the matrix components and the secondary ion signal 

intensities. The pKa of methylimidazole is 6.95, while the pKa of tripropylamine is 

10.89.42 The pKa of CHCA (matrix base) is ~2.44,45 Upon formation of the ionic liquid the 

matrix anion (CHCA) becomes almost completely deprotonated, and the matrix cation 

(trip or MI) is almost completely protonated. Upon addition of DPPC (pKa = 2 -3)46 there 

will be a competition between CHCA and DPPC to donate protons to the MI or trip 

amine groups  to form the cation. Thus one would expect to see an increase in 

deprotonated molecular ions, such as (M - H)-. Further the pKa of MI and trip cannot 

account for the observed differences in the ion intensity enhancements observed. Upon 

formation of the ionic liquid, the matrix base with the lower pKa (MI) will be slightly less 

protonated than the base with the higher pKa (trip). This suggests that there will be more 

uncharged MI available for the donation of protons, but this is a vanishingly small effect. 

Thus, the pKa of the matrix can not explain the observed matrix effects. The mechanism 

of matrix enhancement will be further explored in chapters 6 and 7. 

5.6 Conclusion 

The use of two room temperature ionic liquids derived from the MALDI matrix CHCA 

was investigated in TOF SIMS.  The data indicate that molecular ion intensities of DPPC, 

DPPE, cholesterol and bradykinin are increased using IL matrices, indicating that ILs are 

broadly applicable effective matrices for ME SIMS. Further, using IL matrices the 

detection limits of DPPC, DPPE and cholesterol are improved by several orders of 

magnitude. The formation of fragment ions is also suppressed for the phospholipids and 
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peptide samples. However, for cholesterol the signal intensity enhancement of the 

characteristic fragment ion, (M - H2O + H)+, is similar to that observed for the 

quasimolecular ion, (M - H)+.  

   In contrast to solid matrices, such as sinapinic acid (Figure 1), the data indicate that 

the ion intensities are uniform across the sample surface, and ILs are suitable matrices for 

SIMS imaging. To demonstrate this application, onion-skin membranes were imaged. 

Using IL matrices, fragment ions characteristic of proteins, most likely from the cell 

nuclei, were observed which were not observed in SIMS images of control samples (no 

matrix applied). 

  The data indicate that ionization is promoted by proton transfer from (or to) the 

matrix. However there appears to be no relationship between the pKa of the matrix and 

the secondary ion intensity enhancement observed.  
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Chapter 6 

Proton Transfer in Matrix-Enhanced Secondary Ion Mass 

Spectrometry Using Ionic Liquid Matrices 

 

Abstract: Room temperature ionic liquids (ILs) have been demonstrated to be effective 

matrices in SIMS. In this chapter we examine the role of proton transfer in the 

mechanism of secondary ion enhancement when using the analyte DPPC. We employ 

hydrogenated and deuterated DPPC and ILs to determine the origin of proton transfer 

from and to DPPC. The data indicate that protons from the matrix acid transfer to DPPC 

in solution leading to an increase in the secondary ion intensity of the protonated 

molecular ion, (DPPC + H)+. The chemical identity of the matrix cation also affects 

analyte signal intensities. Using deuterated DPPC, we observe that protons (deuterium) 

from the DPPC tail group react with the cation of the IL liquid leading to an increase in 

(cation + D)+ ion intensities. The data suggest that the transfer kinetics of deuterium 

(hydrogen) is correlated with the secondary ion enhancements observed. The highest 

secondary ion enhancements are observed for the least sterically hindered cation. The 

proton affinity and pKa of the cation do not appear to have a large effect on the analyte 

signal intensity, suggesting that in SIMS, steric factors are important in determining the 

efficacy of the IL matrix. 
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6.1. Introduction 

Room temperature ionic liquids (ILs) recently have been demonstrated to act as 

effective matrices for both matrix-assisted laser desorption ionization (MALDI)1 and 

matrix enhanced secondary ion mass spectrometry (ME SIMS)2. They can be employed 

with a wide variety of analytes including lipids2,3, proteins1,4, peptides1,2,4, sterols2, 

oligonucleotides5,6, polymers1,7, carbohydrates4, oligosaccharides7 and glycoconjugates7. 

In SIMS, molecular ion yields are improved by at least an order of magnitude. For 

example, the protonated molecular ion of 1,2-dipalmitoyl-sn-glycero-3-phosphocholine 

(DPPC), (M + H)+ (m/z 734.57) is enhanced up to 300x 2. The detection limits are also 

improved: for DPPC and another phospholipid 1,2-dipalmitoyl-sn-glycero-3-

phosphoethanolamine  (DPPE) are at least two orders of magnitude better using IL 

matrices.2  Indeed, protonated DPPC was detected with <1 fmol of DPPC in the analysis 

area. This allowed the detection of femtomolar amounts of analyte. Similarly in MALDI, 

limits of detection were also greatly improved. Using an IL matrix the detection limit of 

bradykinin was measured to be more than 3 orders of magnitude better, <1 fmol/ml, than 

using the analogous solid -cyano-4-hydroxycinnamic acid (CHCA) matrix.1 Further, 

less fragmentation is observed in the mass spectra using ionic matrices.1,2 The data also 

indicated that IL matrices are suitable for both MALDI1 and SIMS2 imaging. The IL 

matrices did not cause changes to the sample surface via matrix crystallization or other 

processes; no hot spots were observed.  

At first glance, it appears that the mechanism of matrix enhancement will be different 

for SIMS and MALDI. In SIMS, a pulsed ion beam is typically employed.8 Secondary 

ions are generated via a collision cascade within the sample, and this leads to the ejection 
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of secondary ions, neutrals and electrons. The generated secondary ions are characteristic 

of the sample chemistry. For MALDI, a pulsed laser source is employed.9 Secondary ions 

are generated via collisions between the neutral analytes and matrix ions in the expansion 

plume as the sample (analyte/matrix mixture) is ablated. However, there are similarities 

in the behavior of IL matrices in SIMS and MALDI.1-3,7 In MALDI it is likely that 

ionization is promoted via available matrix protons. Armstrong and co-workers1 

demonstrated that only ILs with acidic protons promote the formation of gas-phase 

protonated molecular ions, (M + H)+. In SIMS, it is also believed that ionization is 

promoted via the transfer of protons to, or from, the matrix 2. The intensities of 

protonated, or deprotonated, molecular ions of phospholipids, proteins and sterols are 

significantly increased by using IL liquids. Second, for cholesterol similar signal intensity 

enhancements are observed for the characteristic fragment ion (M – H2O + H)+ (m/z 

369.35) and the deprotonated molecular ion, (M – H)+ (m/z 385.35).2 The formation of 

these ions also involves the proton transfer between the surrounding matrix and the 

analyte.  

While it is clear that the chemical nature of both the cation and anion portions of the 

IL liquid influence secondary ion intensities 1,2,4, there are many questions that remain to 

be answered about the reaction pathways involved. For example, there appears to be no 

relationship between the pKa of the matrix and the secondary ion intensity enhancements 

observed 1,2. The pKas of CHCA (a matrix conjugate base) and 1-methylimidazole (MI, a 

matrix conjugate acid) are ~1.1 and 7.01, respectively 10. Upon formation of the IL, the 

CHCA becomes almost totally deprotonated, and the matrix base (MI) is almost 

completely protonated. The pKa of the phosphonic ester group of phospholipids, such as 
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DPPE and DPPC, is 2-3.11 Upon mixing of the phospholipid with the IL matrix, CHCA 

will donate a proton to the phosphate group leading to an increase in the intensity of 

protonated molecular ions, (M + H)+. This is experimentally observed for DPPC but not 

for DPPE, where an increase in the deprotonated molecular ions, (M – H)- is observed.2 

In this chapter, we investigate the role of proton transfer in secondary ion 

enhancements observed for DPPC using IL matrices in SIMS. Deuterated DPPC and IL 

matrices are employed to determine the origins of proton transfer to and from DPPC.  

Figures 1 and 2 display the structures of the DPPCs and ionic liquids used. The data 

indicate that protons from the matrix acid, CHCA, to DPPC leading to a substantial 

increase in the ion intensity of the protonated molecular ion, (DPPC + H)+. Using 

deuterated DPPCs, we demonstrate that the tail groups dehydrogenate (lose D) leading to 

the formation of C=C bonds. The desorbed D then reacts with the IL cation, and is 

involved in inter- and intra- molecular reactions to form characteristic fragment ions of 

DPPC. Further, the ability of the matrix cation to accept (or donate) protons in an 

exchange is correlated with the analyte signal intensity enhancements. These 

measurements show that both the matrix cation and anion play significant roles in 

determining the magnitude of secondary ion yield enhancements observed in SIMS using 

IL matrices. 
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Figure 1. Structures of a) DPPC; b) d62 DPPC; and c) d75 DPPC. 

 

Figure 2. Structures of the ionic liquid matrices employed: a) MI CHCA; b) dMI CHCA; 

c) MI2 CHCA; d) EI CHCA; e) BI CHCA; and f) trip CHCA.  
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6.2. Experimental 

6.2.1 Materials 

1-methylimidazole (99%), tripropylamine (99%), α-cyanohydroxycinnamic acid 

(97%) and 2,5 Dihydroxybenzoic acid (98%) were purchased from Sigma Aldrich (St. 

Louis, MO). 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC), 1,2-

dipalmitoyl(d62)-sn-glycero-3-phosphocholine (d62 DPPC),and 1,2-dipalmitoyl(d62)-sn-

glycero-3-phosphocholine-1,1,2,2-d4-N,N,N-trimethyl-d9 (d75 DPPC  were obtained 

from Avanti Polar Lipids, Inc. (Alabaster, AL). 1-methylimidazole-d6 (98%) was 

obtained from CDN isotopes (Pointe-Claire, Quebec, Canada).  HPLC grade methanol 

and chloroform were purchased from VWR (Radnor, PA) and Omnisolv (Charlotte, NC), 

respectively. Single side polished <111> Si wafers were purchased from Addison 

Engineering (San Jose, CA). All chemicals were used without further purification.   

6.2.2. Preparation of Ionic Liquids  

All ionic liquids were prepared using a method described by Armstrong and co-

workers 1,4,6. Briefly, 0.5g of α-cyanohydroxycinnamic acid (CHCA, 0.00265 moles) 

were dissolved in 15 ml of methanol. Equimolar amounts of the base (210 µl (0.00265 

moles) of MI or dMI; 505 µl (0.00265 moles tripropylamine) were added to the 

methanolic solution of CHCA. After sonicating the resulting solution, the methanol was 

evaporated, leaving the ionic liquid.  MI2CHCA was prepared in a similar manner to that 

described above with 420 µl of MI (0.0053 moles) added to the 0.00265 moles of CHCA. 

Prior to use the ILs were characterized using time-of-flight secondary ion mass 

spectrometry (TOF SIMS), 1H NMR and infrared spectroscopy. 
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6.2.3. Sample Preparation 

For each “matrix enhanced” sample, 400 µl of 0.5 M IL solution was mixed with 

400 µl of analyte solution (concentration: 1mg/ml). The solvent employed was 1:1 

methanol/chloroform (v/v). For control samples a 400 µl aliquot of the 

methanol/chloroform solution was mixed with 400 µl of analyte solution. Once mixed the 

sample (total volume: 800 µl) was spun coat onto a ~1cm2 Si substrate for 6 s at 250 rpm 

and 20 s at 3000 rpm using a KW-4A Spin Coater (Chemat Technology, Inc., Northridge, 

CA).  

6.2.4 Time of Flight Secondary Ion Mass Spectrometry 

TOF SIMS spectra were taken on an ION TOF IV (ION TOF USA, Chestnut 

Ridge, NY) equipped with a Bi primary ion gun. Briefly the instrument consists of a 

loadlock chamber, preparation chamber and main chamber, all separated by gate valves. 

During experiments, the main chamber was maintained at ≤1 x 10-8 mbar to prevent 

sample contamination. The primary Bi3
+ ion had a kinetic energy of 25 keV. The mass 

spectra were obtained in the static regime 8 with a primary ion dose of less than 1 x 1010 

ions·cm-2. The generated secondary ions were extracted from the surface by using 2000 V 

and reaccelerated to 10 keV before reaching the detector.   

 High resolution mass spectra were obtained using an analysis area of (100 x 100) 

µm2.  The mass resolution (or resolving power; m/Δm) at m/z 29 was 3000. The 

secondary ion intensities reported are the averages of the data from one sample with at 

least three randomly selected areas per sample analyzed. The error bars reported are the 

standard deviation of the data. Mass spectra shown are representative of the data 

collected. 



121 

 

6.3. Results and Discussion 

Previous studies indicate that analyte ionization is promoted via the transfer of 

protons to, or from, the matrix. A protic ionic liquid is a complex mixture of molecular 

species («1 % of the ionic liquid), ion pairs and ions 12. Thus, proton transfer can occur 

between the molecular components of the ionic liquid and the analyte as well as with the 

ions present. For example using DPPC as the analyte and MI CHCA as the ionic liquid 

matrix the following reactions are possible: 

 +0 0
ads g g

DPPC DPPC DPPC + HH 

       Equation 6.1 

   + -0 0
ads ads g g

DPPC + CHCA DPPC + H CHCA - H     Equation 6.2 

   - +0 0
ads ads g g

DPPC + MI DPPC - H MI + H      Equation 6.3 

   0 -0 0
ads g or adsads g

DPPC + CHCA - H DPPC - H CHCA     Equation 6.4 

   + +0 0
ads g or adsads g

DPPC + MI + H DPPC + H MI      Equation 6.5 

   - +0 0
ads ads g or ads g or ads

CHCA + MI CHCA - H MI + H     Equation 6.6 

where (DPPC + H)+ and (MI + H)+ are the protonated molecular ions of DPPC and MI, 

respectively, and (CHCA – H)- is the deprotonated molecular ions of CHCA. The 

subscripts ads and g denote adsorbed and gas phase species, respectively. Equation 1 

describes the gas-phase protonation of DPPC to form (DPPC + H)+. Equations 2 – 6 

describe processes that occur on the substrate surface in the ionic liquid. Equation 2 

describes the protonation of DPPC via the transfer of a proton from CHCA, while 

equations 3 and 4 illustrate the formation of a deprotonated DPPC molecular ion, (DPPC 

– H)-. The pKa of CHCA is ~1.1 10 while the pKa of the DPPC phosphonic ester group is 
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2-3.11 Thus it is likely that protons will transfer from CHCA to DPPC leading to the 

formation of (DPPC + H)+ and (CHCA – H)- ions (equation 2). Similarly, the relative 

values of the pKas of DPPC and MI (pKa = 7.01 10) suggest that a proton will transfer 

from DPPC to MI (equation 3). Equation 5 describes the transfer, or exchange, of protons 

between DPPC and the IL cation, (MI + H)+. Although the pKa of the DPPC choline 

group is 13.913, this reaction is less likely because the choline is already protonated. 

Finally, equation 6 illustrates the acid-base reaction between CHCA and MI (formation 

of the protic IL).  

If proton transfer occurs between the IL and analyte in solution, we predict that 

the quasimolecular ion intensities of analytes, such as DPPC, will vary as a function of 

mixing time, which we define as the length of time the IL and analyte are mixed together 

in the methanol/chloroform solution prior to spin coating on the Si substrate. In contrast, 

if the DPPC is first ablated from the surface and protonated in the gas phase (equation 1) 

it is expected that the secondary ion yields of the analyte will not depend on the mixing 

time. To test whether proton transfer occurs between the IL and analyte in solution the 

following experiment was performed. A solution of DPPC (concentration 1 mg/ml) was 

mixed with 0.5 M MI CHCA for times from 30 s to 1800 s (30 min). At each time point, 

a 400 μl aliquot was removed from the solution, immediately spun coat onto a Si 

substrate and transferred to the TOF SIMS instrument for analysis. Figure 3a displays the 

variation of the protonated molecular ion of DPPC, (DPPC + H)+ (m/z 734.46) with 

mixing time. It can be clearly seen that initially the (DPPC + H)+ ion intensity increases 

and then remains approximately constant until a mixing time of 600 s. At longer mixing 

times, the ion intensity decreases significantly. After 1800 s (30 min) the ion intensity of 
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(DPPC + H)+ is approximately that of the control sample, a DPPC sample without IL 

added. Since the intensity of (DPPC + H)+ changes with mixing time, the gas phase 

protonation of DPPC (equation 1) does not appear to be a major reaction pathway in the 

secondary ion yield enhancements observed using IL matrices. Subsequent experiments 

employed mixing times between 60 and 300 s (1 and 5 min) to maximize the analyte 

quasimolecular ion intensities.  
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Figure 3. Variation of quasimolecular ion intensities with mixing time: a) (DPPC 

+ H)+; b) (CHCA – H)-; and c) (MI + H)+. The ion intensity of (DPPC + H)+ for a control 

sample without matrix is shown in a) at 0s mixing time. 
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The increase, and decrease, in the (DPPC + H)+ ion intensity is mirrored by the 

deprotonated molecular ion of the matrix acid, (CHCA – H)- (Figure 3b). There is a rapid 

rise in the ion intensity of (CHCA – H)- in the first two minutes (120 s) of mixing. At 

later times, the intensity of (CHCA – H)- remains approximately constant until a mixing 

time of ~20 mins (1200 s) whereupon it significantly decreases. These observations 

suggest that CHCA transfers a proton to DPPC leading to an increase in the ion 

intensities of (CHCA – H)- and (DPPC + H)+ (equation 2). This is also consistent with the 

relative pKas of CHCA and DPPC. In solution DPPC is a zwitterion with a negatively 

charged phosphate group and a positively charged choline headgroup 14. CHCA has a 

lower pKa than the phosphate group of DPPC, and so a proton will transfer from CHCA 

to the negatively charged phosphonic ester group neutralizing it. Thus, a protonated 

positively charged molecule of DPPC forms, (DPPC + H)+.  

In contrast to the quasimolecular ions of DPPC and CHCA, the ion intensity of 

the matrix cation, (MI + H)+ initially remains constant (Figure 3c). This suggests that 

protons are not transferred from MI to DPPC either via reaction 3 or 5, which is 

consistent with the relative pKas of MI and DPPC. Further, no (DPPC – H)- ions are 

observed in the negative SIMS spectra (data not shown). Since (DPPC – H)- ions are also 

a product of reaction 4, this pathway also is not operative. These data also suggest that 

reaction 6 is not a major reaction pathway: while the (CHCA – H)- ion intensity increases 

with time, the intensity of (MI + H)+ remains constant. At long mixing times (≥600 s) the 

ion intensity of (MI + H)+ decreases significantly in a similar manner to that observed for 

(DPPC + H)+ and (CHCA – H)-.  
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At long mixing times (≥600 s) significant decreases in all ion intensities are 

observed. This suggests that another slower process is occurring in solution. One possible 

process is that the DPPC – MI CHCA solution undergoes a slow re-arrangement in 

solution forming ion pairs and other charge-shielded structures leading to a decrease in 

the observed ion intensities.  

While the transfer of a proton from CHCA to DPPC can explain the observed 

increase in (DPPC + H)+ ion intensity, there are several features of the mass spectra that 

cannot be explained by this proton transfer. First, an increase in the ion intensities of 

(DPPC – H)+ and (DPPC)+ are also observed (Figure 4). These ions also vary with 

mixing time in a similar manner to that observed for (DPPC + H)+ (Figure 5). Second 

from the above discussion, it could be concluded that the matrix ion does not play a 

significant role in the signal enhancement observed. However, in both SIMS and MALDI 

the chemical identity of the matrix cation affects the observed analyte quasimolecular ion 

intensities and limits of detection 1,2,4. For example in Figure 4, the intensity of (DPPC + 

H)+ is largest when MI CHCA is employed. The ion intensity enhancement of (DPPC + 

H)+ is ~8x, ~6.5x and ~5x using MI CHCA, trip CHCA and dMI CHCA, respectively. 

The ion yield enhancement is calculated using  

+
matrix

+
no matrix

I((M+H) )
enhancement = 

I((M+H) )
                                                                     Equation 6.7 

where I((M + H)+) is the signal intensity (peak area) corresponding the protonated 

molecular ion of DPPC. Third, the protonated molecular ion intensity of DPPC is also 

observed to increase when MI2CHCA is employed as a matrix (Figure 4). In MI2CHCA, 

there are no labile protons available from the matrix anion, CHCA2-. This suggests a 
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proton is transferred from (MI + H)+ to DPPC (reaction 5) which is inconsistent with the 

relative of pKas of CHCA and DPPC. One possible reason for the increase in the (DPPC 

+ H)+ intensity is that a proton transfers to DPPC from neutral CHCA or (CHCA – H)- 

which are also present in solution. This is consistent with the results of the previous 

experiment as well as the relative pKas of CHCA and DPPC. 

 

Figure 4. SIMS spectra from m/z 732 to m/z 737 of DPPC using MI CHCA, trip CHCA, 

dMI CHCA and MI2CHCA as matrices. A control sample (“no matrix”) is shown for 

reference. 



128 

 

 

Figure 5. Variation of the ion intensities of (DPPC)+ and (DPPC – H)+ with mixing time. 

The ion intensities for a control sample without a matrix are shown at 0s mixing time. 

 To address these issues deuterated DPPCs (d62 DPPC and d75 DPPC) were 

employed as analytes. The head and tail groups of d75 DPPC are deuterated while d62 

DPPC has only a deuterated tail group (Figure 1). In Figure 6, in the spectra of d62 and 

d75 DPPC it can be seen that various molecular ions are observed. In the control spectra 

(Figure 6, “no matrix”), ions are observed with the general formula (M – xD)+, (M – xD 

+ H)+ (x = 1,2), M+ and (M + H)+, where M = d75 DPPC (C40H5NO8PD75, m/z 809.03) or 

d62 DPPC (C40H18NO8PD62, m/z 795.95). Since similar ions are observed for d75 and 

d62 DPPC, this suggests that in the SIMS process the tail group becomes dehydrogenated 

leading to the formation of C=C bonds. Thus it seems likely that (DPPC – H)+ and 

(DPPC)+ ions observed in Figure 4 are more correctly written as (DPPC – 2H + H)+ and 

(DPPC – H + H)+, and arise from the dehydrogenation of the tail group and the addition 

of a proton to the DPPC phosphate group from the IL matrix. Similarly, the observation 
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of (DPPC)+ ions suggests that it is formed via the loss of one hydrogen from the tail 

group and the addition of a proton to the phosphate group. Using an IL matrix a larger 

range of molecular ions is observed: up to four D are lost from both d62 and d75 DPPC 

(Figure 6). The most likely reason that more molecular ions are observed is that the ion 

intensities are significantly increased using IL matrices.  This allows the detection of ions 

such as (M – 4D)+ not seen in the spectra with no matrix applied. The data also confirm 

that a proton transfers from CHCA to DPPC. In the mass spectra we observe high 

intensities of (M – xD +H)+ and (M + H)+ ions for all matrices employed including dMI 

CHCA (Figure 6). 
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Figure 6. SIMS spectra showing the molecular ion intensities of a) d62 DPPC and b) d75 

DPPC by using MI CHCA, dMI CHCA and MI2CHCA as matrices. A control sample 

(“no matrix”) is shown for reference. 

 

 Deuterium which originates from the tail group of d75 and d62 DPPC can further 

react with the matrix or DPPC leading to the formation of deuterated ions. There does not 

appear to be H-D exchange with the IL anion. For example, using MI2CHCA there is no 
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increase in the ion intensity of m/z 189 ((CHCA – H + 1)- or (CHCA – 2H + D)-) which 

arises from the reaction of D with CHCA2- (Figure 7). Rather, it appears that D reacts 

with the IL cation, and is involved in intra- and inter-molecular reactions leading to the 

formation of deuterated DPPC fragment ions. For example, in the spectra of d62 DPPC in 

an MI CHCA matrix, we observe a significant increase in the ion intensity of 

[C5H14DNPO4]
+ (m/z 185.08), a characteristic deuterated fragment ion of the DPPC head 

group. Since D is only present in the tail group of d62 DPPC, this suggests that the 

fragment ion was formed via intramolecular transfer of D from the tail group. We also 

observe an increase in the intensities of ions characteristic of deuterated IL cations, such 

as (MI + 2)+. In Figure 8a, it can be clearly seen that the (MI + 2)+ ion intensity is ~2x 

larger in the spectra of d75 DPPC than in the spectrum of fully hydrogenated DPPC. 

Further, the (MI + 2)+ peak intensity increases with the level of deuteration in the analyte: 

the intensity of (MI + 2)+ is larger for d75 DPPC than d62 DPPC, which in turn is larger 

than for DPPC. To confirm that deuterium (hydrogen) transfers from DPPC to the matrix 

cation, MI, we employed a deuterated matrix cation, dMI, and measured the (dMI + 2)+ 

ion intensity in the spectra of DPPC, d62 DPPC and d75 DPPC. In the latter spectra, the 

intensity of (dMI + H)+ is due to either the transfer of a proton from CHCA to dMI in the 

formation of the ionic liquid or from gas-phase processes. In contrast, the (dMI + 2)+ 

intensity will be mainly due to the transfer of deuterium from the deuterated analyte to 

the matrix cation. In Figure 8b, it can be clearly seen that the (dMI + 2)+ intensity 

significantly increases as the number of D increases in the analyte confirming that D 

transfers from DPPC to the matrix cation. The transfer of deuterium from DPPC to the IL 

cation does not appear to vary with mixing time in solution. Using d62 DPPC, we 
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observed that the ratio of (MI + 2)+ to (MI + H)+ remains approximately constant with 

time (data not shown). This suggests that the addition of D to, or exchange of D with, MI 

to form (MI +D)+ arises from a gas-phase process. 

 

Figure 7. SIMS spectra from m/z 187 to m/z 191 showing the (CHCA – H)- ion region for 

DPPC, d62 DPPC and d75 DPPC with MI CHCA as the matrix. The spectra are 

normalized to the intensity of (CHCA – H)- to make clear any changes in the (CHCA – H 

+ 1)- and (CHCA – H + 2)- ion intensities. 
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Figure 8.  SIMS spectra of  the protonated cation intensities  a) (MI + H)+ and (MI + 2)+, 

and b) (dMI + H)+ and (dMI + D)+ using DPPC, d62 DPPC and d75 DPPC as the 

analytes. 

 

 These observations suggest that one possible reason that the chemical identity of 

the matrix cation affects the secondary ion yield enhancements observed by altering the 

proton, or deuterium, reaction kinetics between the ionic liquid and the analyte. To 
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investigate the effect of the matrix cation on molecular ion intensities, we employed four 

different cations based on 1-methylimidazole (MI), 1-ethylimidazole (EI), 1-

butylimidazole (BI) and tripropylammine (trip). The structures of these cations are shown 

in Figure 2. Figure 9a displays the yield enhancements of the protonated molecular ion of 

DPPC, (DPPC + H)+. It can be clearly seen that the highest and lowest secondary ion 

intensity enhancements are observed using MI CHCA and trip CHCA matrices, 

respectively. For d62 DPPC, similar trends are observed (Figure 9a). To explore the 

proton, or deuterium, reaction kinetics between the analyte and matrix cation, we 

employed d62 DPPC as an analyte and calculated the ratio of the ion intensities of (cation 

+ D)+ to (cation + H)+. The (cation + D)+ ion intensity was calculated from the (cation + 

2)+ ion intensity in the following way. There are two contributions to the (cation + 2)+ ion 

intensity. First, this ion can arise from the reaction of D with the matrix cation. Second, 

there is a contribution from the naturally occurring isotope contributions of 12C and 2H 

(D) from the (cation + H)+ ion. Thus, the intensity of the (cation + 2)+ can be described 

as: 

        cation + 2 cation + D cation + H isotopeI I I
                                Equation 6.8 

where I(X+) is ion intensity (peak area) of the X+ ion. Re-arranging this equation, the ion 

intensity of (cation + D)+ peak is: 

        cation + D cation + 2 cation + H isotopeI I I
                                Equation 6.9 

The intensity of the (cation + 2)+ is experimentally measured. The ion intensity of (cation 

+ H)+
isotope is calculated from the intensity of (cation + H)+ using the following equation: 
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13 2

12 1
cation + H cation + Hisotope

C H
I a b I

C H
     

     
    

                       Equation 6.10 

Where a and b are the number of carbons and hydrogen atoms in the matrix cation, and 

13C/12C and 2H/1H are the isotope abundance ratios of the 13C to 12C and 2H to 1H, 

respectively. Therefore, the ion intensity of (cation + D)+ peak is given by: 

        
13 2

12 1
cation + D cation + 2 cation + H

C H
I I a b I

C H
      
      

    
Equation 

6.11 

Figure 9b displays the ratio of (cation + D)+ to (cation + H)+ ion intensities for each 

cation determined from the mass spectra of d62 DPPC. The ratio is largest for MI and EI, 

and substantially smaller for BI and trip. We note that the ion intensity of (EI + 2)+ is 

anomalously large due to an isobaric interference with a tail group fragment of d62 

DPPC, CD3(CD2)
+. Consequently the true intensity of (EI + D)+ is likely smaller than 

calculated here. The data suggest that the transfer of D from d62 DPPC to the IL cation is 

correlated with the secondary ion yield enhancements observed. The largest ion intensity 

ratio of (cation + D)+ to (cation + H)+ and the highest secondary ion enhancement are 

observed for the least sterically hindered cation, MI. The ion intensity ratio is smallest for 

the most sterically hindered cation, trip, and the smallest ion yield enhancements are 

observed for this cation. In MALDI steric factors have been shown to affect the analyte 

signal intensity.4.  We observe that cations with less steric hindrance result in higher 

analyte signal intensities.  However, the preferred steric hindernce contrasts with Crank 

and Armstrong.4 Steric effects may not be the sole factor in determining the analyte ion 

intensities observed. Crank and Armstrong 4 also suggested that both the pKas and the gas 
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proton affinity (PA) of the matrix cation affect the ion intensities observed. They 

observed that cations must generally have both a high pKa (≥ 11) and PA (>930 kJmol-1) 

for the generation of high analyte signal intensities. Table 1 displays the pKa, proton 

affinities and gas phase basicities of the cations employed in this study. In contrast to 

Armstrong and Crank 4 we observe that the best performing cation, MI, has a low pKa 

and PA. Further, there does not appear to be a clear trend between that pKa and PA of the 

matrix cation. This suggests that in SIMS steric factors are the most important in 

determining the performance of the matrix. 

 pKa PA (kJ mol-1) GB (kJ mol-1) 

MI 7.01 959.6 927.7 

EI 7.08 ~950a NA 

BI 7.09 987 954.9 

trip 9.99 991 960.1 

a H.J. Singh, U. Mukherjee, J. Molecular Modeling, 17 (2011) 2687-2692. 

Table 1:  IL azoles and ammonium properties arranged by increasing pKa. In the proton 

affinity (PA) and gas phase basicity (GB) columns NA indicates not available. The pKas 

were obtained from 10, while the PAs and GBs were obtained from 15 except where 

indicated. 
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Figure 9. a) Variation of secondary ion enhancements for the protonated molecular ion of 

DPPC and d62 DPPC with matrix cation. b) Variation of the ratio of I((cation + D)+ to 

I(cation + H)+ with matrix cation using d62 DPPC. 

 

6.4. Conclusions 

We have investigated the reaction pathways involved in quasimolecular ion signal 

enhancements using ionic liquid matrices. The analyte signal intensity is dependent of the 
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mixing time of the analyte with the IL in solution. The data indicate that protons transfer 

from the molecular component of the IL anion, CHCA, to the analyte, DPPC, leading to 

an increase in the ion intensities of (CHCA – H)- and (DPPC + H)+. The chemical 

identity of the IL cation also affects the analyte signal intensity. Using d62 DPPC we 

observe that protons (deuterium) from the DPPC tail group react, or exchange, with the 

cation of the IL liquid leading to an increase in (cation + D)+ ion intensities. The data 

indicate that the deuterium (hydrogen) transfer kinetics is correlated with the observed 

analyte secondary ion enhancements. The highest secondary ion enhancements are 

observed for the least sterically hindered cation, MI. There does not appear to be any 

correlation between the analyte ion intensity and proton affinity or pKa of the cation 

suggesting that, in SIMS, steric factors are the most important in determining the efficacy 

of the IL matrix. 
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Chapter 7 

Towards the Rational Design of Ionic Liquid Matrices for 

Secondary Ion Mass Spectrometry: Role of the Anion 

Abstract: Protic ionic liquids (ILs) are effective matrices in SIMS. A protic IL is formed 

by the transfer of a proton from a Brønsted acid to a Brønsted base. The magnitude of the 

analyte signal enhancement is dependent on the chemical identities of the matrix cation 

and anion. The role of the IL anion structure on analyte signal enhancements has been 

systematically investigated using a variety of samples including lipids, sterols, polymers 

and peptides. Twenty four ILs were synthesized. The twelve matrix acids were based on 

cinnamic acid. Two bases were employed: 1-methylimidazole and tripropylamine. The 

pKa of the matrix acid does not appear to have a strong effect on analyte ion intensities. 

Rather, we observe that adding a single hydroxyl group to the anion on the benzene ring 

leads to significantly increased molecular ion intensities. No analyte signal enhancements 

were observed for –CH3, –CF3 and –OCH3 groups present on the anion benzene ring. The 

position of the –OH group on the anion benzene ring also alters molecular ion intensity 

enhancements. As well as the chemical identity and position of substituents, the number 

of substituents on the anion benzene ring also affects the analyte signal enhancements 

observed. These observations suggest that the activation of the benzene ring also plays a 

role in the analyte ion enhancements observed. 
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7.1 Introduction 

There is considerable interest in the applications and properties of ionic liquids 

(ILs).1-7 Applications of ILs include solvents for organic synthesis2,5, lubricants2,8-11, 

stationary phases in gas-liquid chromatography1,2,7, synthesis of nanostructured 

materials12, electrolytes in polymer membrane fuel cells2,13-15 and as matrices in mass 

spectrometry1,2,7,16-28. There are two main classes of ionic liquids: aprotic, which contain 

no acid proton, and protic, which have an acidic proton on the cationic species.2,4 Protic 

ionic liquids are complex liquids which contain both neutral (typically <1 %) and ionic 

species.2-4 They have a proton available for hydrogen bonding, may have a non-negligible 

vapor pressure and some can even be distilled.2 

 Protic ionic liquids have been demonstrated to be effective matrices for both 

matrix assisted laser desorption/ionization (MALDI)1,2,7,16-22 and secondary ion mass 

spectrometry (SIMS)23,29. Armstrong et al.18 first reported in MALDI that ILs are 

effective matrices for the detection of polymers, proteins and peptides. Later studies have 

also shown that IL matrices can be employed for a wide variety of analytes including 

oligonucleotides19,22,24,25, lipids17,26, glycoconjugates27 and carbohydrates20,25,26,28. 

Subsequently, ILs were demonstrated to be highly efficient matrices in SIMS with 

analyte signals from phospholipids, sterols and peptides enhanced by at least one order of 

magnitude.23 IL matrices have a number of advantages over “traditional” solid matrices. 

The principal advantage of IL matrices is that they are liquids and so do not alter the 

sample chemistry.18 Solid matrices, such as -cyano-4-hydroxycinnamic acid (CHCA), 

co-crystallize with the analyte, which lead to a heterogeneous sample surface and “hot 

spot” formation – areas of greatly increased analyte ion intensities.20,30,31 Second, they 
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have a low vapor pressure and so can be used in a vacuum.4,32 Third, there is little, or no, 

mass interference observed due to the fragmentation of the matrix18,23 or the formation of 

matrix-molecule adducts31,33. This is because ILs are composed of pre-formed ions, and 

so in general there is little low mass interference from the ILs. 

 While there have been many reports of the use of IL matrices in MS1,2,7,16-23,29, 

there have been few studies of the matrix enhancement mechanism.20 An understanding 

of these mechanisms is critical for the design of new matrices as well as the development 

of quantitative analysis and imaging protocols. In both MALDI18 and SIMS23 the 

ionization of the analyte is promoted via available matrix protons. Further, it appears that 

the proton transfer occurs in solution, and in the case of 1,2 dipalmitoyl-sn-glycero-3-

phosphocholine (DPPC) the proton transfers from the matrix acid to the analyte leading 

to the formation of protonated molecular ions, (DPPC + H)+ (m/z 734.57).29 In MALDI 

Crank and Armstrong20 also observed that ILs with cations which have pKa ≥ 11 and 

proton affinity ≥930 kJ mol-1 are the most effective matrices. In contrast, in SIMS there 

does not appear to be a relationship between the pKa and proton affinity of the IL cation 

and the matrix efficacy.29 In this chapter, we systematically investigate the effect of anion 

structure and pKa on the analyte signal enhancements observed in SIMS. Twenty four 

different ionic liquids were investigated. Twelve matrix acids based on cinnamic acid 

were tested with pKas ranging from 0.80 to 4.65 (Figure 1). These include acids that act 

as solid MALDI matrices, such as CHCA, ferulic acid and sinapinic acid.22,34 Two 

cations were used: 1-methylimidazolium (MI) and tripropylammonium (trip). The 

analytes employed include phospholipids, a sterol, polymers and peptides (Figure 2). The 

data show that 75 % of the tested ILs were effective matrices for phospholipids and 
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peptides, and there was little difference in the magnitude of the enhancement if MI or trip 

was employed. Few matrices enhanced the n-mer and oligomer ions of the two polymers 

tested, polypropylene glycol 2220 (PPC) and polystyrene 1110 (PS). Our data clearly 

indicate that the chemical identities, positions and number of substituents on the anion 

benzene ring all affect the analyte signal intensities, indicating that the activation of the 

anion benzene ring is important in the design of IL matrices. Further, it appears that more 

effective matrices have anions with at least one substituent with a labile proton, such as –

OH. The cation is not as important as the anion in designing new IL matrices for SIMS. 
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Figure 1. The structure and pKa of the matrix acids employed, and the abbreviations used 

for the matrix anions. The pKa is the lowest pKa reported for the acid at 25 °C. 

Acid Abbr. Groups pKa

α-Cyano-4-
methoxycinnamic acid 

CMCA R3=MeO; α = -CN 0.80

α-Cyano-4-
hydroxycinnamic acid 

CHCA R3=OH; α = -CN 0.85

4-
trifluorothmethylcinnamic

acid

FMCA R3=CF3 4.21

m-coumaric acid MA R2=OH 4.38

3,4,5-trimethoxy-cinnamic
acid

TMCA R2=R3=R4= MeO 4.48

o-coumaric acid OA R1=OH 4.51

sinapinic acid SA R2=R4= MeO; R3=OH 4.53

methylcinnamic acid MCA R3=Me 4.55

caffeic acid CA R3=R2=OH 4.58

ferulic acid FA R3=OH; R2=MeO 4.58

4-methoxycinnamic acid MXCA R3=MeO 4.60

p-coumaric acid PA R3=OH 4.65


position
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Figure 2. The structures of a) DPPC, b) DPPE, c) leucine enkaphalin, d) bradykinin, e) 

polystyrene, f) polypropylene glycol, and g) cholesterol. 
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7.2 Experimental 

7.2.1 Materials 

1-methylimidazole (99%), tripropylamine (98%), α-cyano-4-hydroxycinnamic 

acid (98%), α-cyano-4-methoxycinnamic acid, p-coumaric acid (98%), m-coumaric acid, 

o-coumaric acid, 4-methylcinnamic acid, ferulic acid (99%), sinapinic acid (98%), caffeic 

acid (98%), 3,4,5 trimethoxycinnamic acid (97%), trans-4-(trifluoromethyl)cinnamic acid 

(99%), 4-methoxycinnamic acid (98%), cholesterol, folic acid, bradykinin, leucine 

enkephalin, polystyrene, and polypropylene glycol were purchased from Sigma Aldrich 

(St. Louis, MO).  1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) and 1,2-

dipalmitoyl-sn-glycero-3-phosphoethanolamine (DPPE) were obtained from Avanti Polar 

Lipids, Inc. (Alabaster, AL).  HPLC grade chloroform was obtained from Omnisolv 

(Charlotte, NC) and HPLC grade methanol was obtained from VWR (Radnor, PA). 

Single side polished <111> Si wafers were obtained from Addison Engineering (San 

Jose, CA).  All chemicals were used without further purification. 

7.2.2 Ionic Liquid Preparation 

All ionic liquids were prepared using the synthesis described by Armstrong and 

coworkers.18-20  Briefly, 0.5g of the acid was dissolved in 15ml of methanol. Equimolar 

amounts of the base (tripropylamine or 1-methylimidazole) were then added to the 

methanolic solution of the acid. After sonication of the resulting solution, the methanol 

was evaporated leaving the ionic liquid. Prior to use the ILs were characterized using 1H 

NMR, infrared spectroscopy and time-of-flight secondary ion mass spectrometry. 
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7.2.3 Sample Preparation 

For each “matrix enhanced” sample, a 400μl aliquot of 0.5 M IL was mixed with 

400μl of analyte solution (concentration of 1 mg/ml). The solvent employed was 1:1 

methanol:chloroform (v:v). For control samples a 400 µl aliquot of the analyte solution 

was mixed with an additional 400 µl of the solvent methanol/chloroform. Once mixed, 

the sample (total volume: 800μl) was spun coat onto a ~1 cm2 Si wafer for 6s at ~300 rpm 

and 20s at 3000 rpm using a Chemat KW-4A spin coater (Chemat Technologies, Inc, 

Northridge, CA). To ensure that the maximum analyte signal intensities were obtained 

the solutions of the analyte and IL were mixed for 1-2 mins prior to spin coating.  

 

7.2.4 Time of Flight Secondary Ion Mass Spectrometry 

All TOF SIMS spectra were obtained using an ION TOF IV instrument (ION 

TOF USA, Chestnut Ridge, NY) equipped with a Bi primary ion gun. Briefly the 

instrument consists of a loadlock, a preparation chamber and an analysis chamber, each 

separated by gate valves. The pressure of the analysis chamber was maintained below 6.5 

x 10-8 mbar. The primary Bi3
+ ion had a kinetic energy of 25 keV and was contained 

within ~150 nm diameter. The mass spectra were obtained in the static regime35,36 with a 

primary ion dose of <1 x 1010 ions cm-2. The generated secondary ions were then 

extracted from the surface using 2000V and reaccelerated to 10keV before reaching the 

detector.   

High mass resolution spectra were obtained using an analysis area of 100 μm x 

100 μm.  The mass resolution (or resolving power; m/Δm) was ~4000 at m/z 29. The 

reported secondary ion intensities are the averages of the data from several samples with 



149 
 

at least three randomly selected areas analyzed per sample. Each sample had 3 positive 

and 3 negative spectra taken at randomly chosen spots within the sample.  Mass spectra 

shown are representative of the data collected. 

 

7.3 Results and Discussion 

In this study twenty four ionic liquid matrices were tested for their efficacy in 

enhancing SIMS signals. The ILs were prepared from twelve different acids based on 

cinnamic acid (Figure 1) and two different bases, 1-methylimidazole and tripropylamine. 

To aid in the following discussion table 1 summarizes the results obtained. In Table 1 for 

each analyte “++” and “+” indicate that the quasimolecular ions are enhanced by >10 

times and 5-10 times, respectively, while “-” and “0” indicate that the signal is not 

enhanced or not observed. The ion intensity enhancement was calculated using  

+
matrix

+
no matrix

I(Q )
enhancement = 

I(Q )                                                                       Equation 7.1
 

where I(Q+) is the intensity (peak area) of the quasimolecular ion. Most ILs greatly 

increased the quasimolecular ion intensities of the phospholipids, DPPC and DPPE, and 

the peptide, leucine enkephalin. The quasimolecular ion intensities of bradykinin and 

cholesterol are either slightly increased or not at all by the ILs tested. In general for 

polystyrene (PS) and polypropylene glycol (PPG) these IL matrices did not give rise to 

increased n-mer or oligomer ion intensities. Further, in Table 1 it can be clearly seen that 

changing the cation does not greatly alter the magnitude of the analyte signal 

enhancements for each anion. This observation suggests that the chemical identity of the 

cation is less important than the identity of the anion. 
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      Analyte 

 

Anion 

DPPC DPPE LE Bradykinin PS PPG Cholesterol 

Cation: MI 

CMCA + ++ ++ - ++ 0 - 

CHCA ++ ++ ++ - 0 0 - 

FMCA - - - - 0 0 - 

MA + ++ ++ + 0 0 + 

TMCA + ++ ++ - 0 0 - 

OA + ++ ++ + ++ ++ + 

SA + ++ ++ + 0 0 - 

MCA - - - - + 0 - 

CA + ++ ++ + - 0 - 

FA  + ++ ++ + 0 0 - 

MXCA - - - - + + - 

PA + ++ ++ + 0 0 - 

Cation: trip 

CMCA + ++ ++ - + 0 + 
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CHCA ++ ++ ++ - 0 0 - 

FMCA - - - - 0 ++ 0 

MA + ++ ++ + 0 0 + 

TMCA + ++ ++ + + + + 

OA + + ++ - + ++ + 

SA ++ ++ ++ ++ 0 0 - 

MCA - - + + + 0 - 

CA ++ ++ ++ + 0 0 + 

FA + + ++ + 0 0 - 

MXCA - - - - 0 0 - 

PA + + ++ + 0 + + 

 

Table 1. Summary of enhancements of protonated and deprotonated molecular ions 

observed for a variety of analytes using IL matrices. The cations were 1-

methylimidazolium (MI) and tripropylammonium (trip). The ability of the matrix to 

enhance quasimolecular ions is rated ++ 10+ times enhancement, + 1-10 times 

enhancement, - no enhancement and 0 no molecular ion observed. 

 

 It is interesting to note that by using IL matrices, the analyte signal intensities 

increase even when using a cluster primary ion beam, such as Bi3
+ which was employed 
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in this study. Cluster primary ion beams, such as Bi3
+, have been demonstrated to greatly 

increase the secondary ion yields of analytes 37. For example, using Bi3
+ the 

quasimolecular ion yields of Irganox 1010, phenylalanine and polystyrene are increased 

between 10x and 100x times 37. Using MI CHCA the enhancement of the protonated 

molecular ions of DPPC, (DPPC + H)+, is up to 300x 23 and ~10-15x* using Bi+ and Bi3
+ 

primary ions, respectively.  These results suggest that the enhancements are not 

multiplicative for cluster primary ions and ionic liquid matrices, i.e. 

   + +
IL cluster no matrix,no cluster

I X a b I X
                                                                 Equation 7.2

 

where I(X+) is the ion intensity (peak area) of X+, and aIL and bcluster are the enhancement 

factors using an IL matrix and cluster primary ion respectively. Using IL matrices for 

some analytes, such as cholesterol, the ion intensity enhancement is 3-10x using Bi+ 23. 

Using Bi3
+ primary ions similar ion intensity enhancements are observed. Consequently 

when using an IL and Bi3
+ primary ion bombardment there is little, or no, enhancement is 

observed in the deprotonated molecular ion intensity, (M – H)+ (m/z 385.35) (Table 1).  

 In the following sections we shall discuss the effect of the anion pKa, chemical 

identity of substituents on the benzene ring and substituent position on the analyte 

quasimolecular ion intensity enhancements.  

7.3.1 pKa of Matrix Acid 

 We have previously demonstrated that protons transfer from the matrix acid to 

analytes in solution leading to an increase in the analyte quasimolecular ion signals 29. 

This observation suggests that the pKa of the matrix acid is an important factor in 

determining the ion intensity enhancements observed; the lower the pKa of the matrix 
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acid (A), the greater the extent of dissociation into H+ and A-. The generated H+ ions then 

react with the analyte leading to an increase in the formation of quasimolecular ions.  

 To investigate the effect of the matrix acid pKa on analyte signal intensities we 

compared the secondary ion intensity enhancements observed for two pairs of anions: PA 

and CHCA, and MXCA and CMCA. The structural difference between CHCA and 

CMCA, and PA and MXCA is the addition of a cyano group at the α position on the alkyl 

chain (Figure 1). This leads to a decrease in the pKa of the matrix acid from ~4.6 to ~0.8 

38. In Table 1 it can clearly be seen that CHCA, CMCA and PA significantly increase the 

quasimolecular ion intensities of DPPC, DPPE and LE. PA also slightly increases the 

molecular ion intensity of bradykinin (between 1-5x) while CHCA and CMCA do not. 

Thus, at first glance it appears that for MXCA and CHCA the pKa of the matrix acid 

leads to significant differences in the analyte ion intensities observed. However, for 

MXCA it is observed that the n-mer and oligomer ions of PPG are enhanced, while for 

CMCA no n-mer and oligomer ions are observed indicating that the pKa of the matrix 

acid is not a significant factor in determining analyte signal intensity. For PA and CHCA, 

the effect of the matrix acid pKa is also subtle. Figure 3 displays the quasimolecular ion 

intensities of DPPC and DPPE using PA and CHCA as matrix anions. In general the 

analyte quasimolecular ion intensity enhancements are slightly larger for CHCA. 

However, in some cases the analyte signals are larger for PA than CHCA (Figure 3b). 

Taken together these data suggest that the pKa of the matrix acid does not play a 

significant role in the analyte signal enhancements and suggests that other factors, such as 

the chemical identity of the anion substituents, are more important in determining the ion 

enhancements observed. 
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Figure 3. TOF SIMS spectra of the quasimolecular ions of a) DPPC, and b) DPPE in MI 

PA and MI CHCA matrices, and with no matrix applied. 

 

7.3.2 Chemical Identity of Substituents on the Benzene Ring of the Anion 

 Four IL anions investigated had a different substituent at the para position of 

the benzene ring (Figure 1, R3): FMCA (R3 = -CF3), MCA (R3 = -CH3), MXCA (R3 = -

OCH3) and PA (R3 = -OH). Only PA was observed to increase the quasimolecular ion 
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intensities of DPPC, DPPE, LE, bradykinin, PPG and cholesterol (Table 1). Further, it 

appears that the ion intensity enhancements observed using trip PA are slightly larger 

than when using MI PA. In general MCA, MXCA and FMCA do not increase the 

quasimolecular ion intensities of the analytes tested, and in some cases the analyte signal 

is suppressed (Table 1).  

 There are two possible reasons for the observed behavior. First, the only anion 

which increased analyte ion intensities was one with a phenolic group (-OH), and so has a 

labile proton. In general the pKa of this phenolic group is much higher than the 

carboxylic acid 39,40. For example, for PA the pKa of the phenolic group is ~9 40 while for 

the carboxylic acid the pKa is 4.65 38. Upon formation of trip PA it likely that some of the 

phenolic groups deprotonate by transferring a proton to the trip (pKa = 9.99 38). In 

contrast for MI PA, the pKa of MI is lower (7.01 38) than the PA phenolic group and no 

proton will be transferred. Thus, there are more sites available for proton exchange in trip 

PA, and so higher analyte ion intensities are observed. Second, the activation of the 

benzene ring may play a role in the observed analyte ion intensity enhancements. 

Strongly electron withdrawing groups, such as –CF3, deactivate the benzene ring by 

creating regions of positive charge, which in turn prevent the reaction of the benzene ring 

with electrophiles, such as H+ 41. This may lead to a decrease in quasimolecular ion 

signals. In contrast, strongly activating substituents, such as –OH, activate the reaction of 

the benzene towards to electrophiles 41, and so improve the exchange of protons with the 

analyte increasing quasimolecular ion intensities. 
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7.3.3 Position of Substituents on the Benzene Ring of the Anion 

The position of the anion phenolic group also affects the analyte signal intensities (Table 

1). Three IL anions tested had the same chemical composition but differed in the position 

of the phenolic group on the benzene ring: PA, MA and OA. Cholesterol, PPG and PS 

ion intensities were strongly enhanced using OA (Figure 4a). Further, the analyte signals 

observed were approximately the same using PA and MA. Interestingly, both cholesterol 

and PS have benzene rings in their structures. Deprotonated negative molecular ion 

intensities are increased better by MA (Figure 4b); the quasimolecular ions of DPPE, 

leucine enkaphalin and bradykinin are strongly enhanced by MA. In the case of 

bradykinin both the protonated ((M + H)+) and deprotonated ((M – H)-) molecular ion 

intensities are strongly increased. For these analytes the order of signal enhancement is 

MA > PA > OA. The only analyte tested which is enhanced the most by PA is DPPC 

(Figure 4c). However, similar ion intensities are observed using MA with less signal 

enhancement observed for OA. There is no obvious reason why the position of the 

phenolic group alters the analyte molecular ion intensities observed. One possible reason 

is that the substituent position alters the formation of aggregates in solution 42,43, which 

alters proton transfer rates between the analyte and the anion in solution.  

 

7.3.4 Number of Substituents on the Benzene Ring of the Anion 

As well as the chemical identity and position of substituents on the anion benzene ring, 

the number of substituents also affects the analyte signal enhancements observed. For 

example, MXCA, which has one –OCH3 group, does not in general increase analyte ion 

intensities (Table 1). In contrast, TMCA, which has three –OCH3 groups, enhances the 
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ion intensities of analytes such as DPPC, DPPE and LE (Table 1). Further, it is also 

interesting to note that MI MXCA weakly increased the oligomer ion intensities of PS 

and PPG, but MI TMCA does not. However, trip TMCA does increase the oligomer ion 

intensities of PS and PPG but no analyte signals are observed for trip MXCA. Since –

OCH3 groups do not possess a labile proton, these observations suggest that the activation 

of the anion benzene ring has an effect on the analyte signal enhancements observed. 

 The addition of –OH groups to the anion benzene ring do not appear to have a 

significant effect on the analyte ion intensity enhancements. CA has –OH groups at both 

the meta and ortho positions of the benzene ring. Thus it could be considered to be an 

anion in which a hydroxyl group has been added at the para position in MA or at the meta 

position in PA. In general similar analyte signal enhancements are observed for MA, PA 

and CA (Table 1). However for analytes that form deprotonated molecular ions ((M – H)-

), such as DPPE, LE and bradykinin, ILs with MA anions are the best matrices (Figure 4). 

This observation suggests that anions with less activated benzene rings are better matrices 

in this case. 
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Figure 4. TOF SIMS spectra of the quasimolecular ions of a) cholesterol, b) DPPC, and 

c) DPPE in MI PA, MI MA and MI OA matrices, and with no matrix applied.  
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 The substitution of –OH in place of –OCH3 groups does appear to affect analyte 

ion enhancements observed. For example, in general CMCA gives rise to larger 

deprotonated molecular ion signals ((M – H)-) than CHCA (analytes: DPPE, LE) (Figure 

5b). In contrast, protonated molecular ion ((M + H)+) intensities are better enhanced by 

CHCA than CMCA (Figure 5a). Again, these observations suggest that anions with less 

activated benzene rings are better matrices for increasing deprotonated molecular ion 

intensities. However this effect is subtle. For TMCA and SA, which differ by the 

substitution of a hydroxyl group for a methoxy group at R3 (Figure 1), similar molecular 

ion intensity enhancements are observed for LE, DPPC and DPPC (Table 1).  
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Figure 5. TOF SIMS spectra of the quasimolecular ions of a) DPPC, and b) DPPE in MI 

CHCA and MI CMCA matrices, and with no matrix applied.  

 

 The position of the –OCH3 and –OH groups on the anion benzene ring does not 

appear to affect the analyte signal enhancements. FA has an –OH group at the R3 position 

and an –OCH3 group at R2 while for CA the position of these groups is reversed (Figure 

1). FA and CA enhance the molecular ions of DPPC, DPPE, bradykinin and LE similarly 
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(Table 1). Further, these anions do not enhance the analyte signals from PS, PPG and 

cholesterol. 

 

7.4 Conclusions 

 We have investigated the role of the IL anion structure on analyte signal 

enhancements using a variety of samples including lipids, sterols, polymers and peptides. 

The pKa of the anion acid, which is a measure of its ability to donate a proton in water to 

the matrix cation or analyte, does not appear to have a strong effect on the analyte ion 

intensities. In general, we observe that a single hydroxyl group, which has a labile proton, 

on the anion benzene ring leads to significantly increased molecular ion intensities. No 

analyte signal enhancements were observed for single     –CH3, –CF3 and –OCH3 groups 

present on the anion benzene ring. The position of the –OH group on the anion benzene 

ring also alters molecular ion intensity enhancements. Cholesterol, PPG and PS ion 

intensities were strongly enhanced using OA while the protonated molecular ion of DPPC 

is enhanced best by PA. The enhancement of negative deprotonated molecular ions ((M – 

H)-) is best for MA. As well as the chemical identity and position of substituents, the 

number of substituents on the anion benzene ring also affects the analyte signal 

enhancements observed. For example, TMCA which has three –OCH3 groups is an 

effective IL matrix while MXCA which has one –OCH3 group is not. These observations 

suggest that the activation of the benzene ring also plays a role in the analyte ion 

enhancements observed. 
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Chapter 8 

 Ionic Liquid Matrices for Improved Detection of Proteins and 

Polymers in Time-of-Flight Secondary Ion Mass Spectrometry 

Abstract 

The analyte signal enhancements of polymers and proteins were investigated using IL 

matrix-enhanced SIMS. Six polymers, polyisoprene, polypropylene glycol, polyethylene 

oxide, poly(2,6-dimethyl-p-phenylene oxide), polymethyl methacrylate and polystyrene, 

were studied to examine the role of molecular weight and chemistry on the ion intensity 

enhancements of the n-mer and oligomer ions. The molecular weight of the polymer does 

not play a significant role in determining the magnitude of the signal enhancements. The 

analyte ion intensities enhancements are strongly dependent on the chemistry of the 

polymer side and end groups. Further it was observed that ILs based on the MALDI 

matrix 2,5 dihydroxybenzoic acid were the most effective matrices for polymers. The 

molecular ion intensity enhancements of proteins including bradykinin, angiotensin, 

insulin and cytochrome c were also investigated.  Using bradykinins with different 

terminal  amino acids, it is observed that molecular ion intensities are significantly 

enhanced using IL matrices if the N or C terminal amino acid can accept (or donate) a 

proton.  No analyte signal enhancements were observed for proteins with complex 

structures, such as insulin. 
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8.1 Introduction 

The analysis of the chemistry and spatial distribution of polymers and biomolecules have 

many technological applications from organic/molecular electronics to sensors.1-4 Protein 

patterning is critical for the fabrication of protein and cell-based sensors, proteomic 

arrays and patterned biomaterials.1 The surface composition of polymers is important for 

controlling properties including their anti-static, lubricating, biocidal, and UV stability.2 

Polymers and proteins can be thought of as high molecular weight compounds composed 

of a series of subunits, which can be systematically varied. For example, proteins are 

composed of twenty two different amino acids, which can be arranged in any order. 

Amino acids are molecules composed of a carboxylic acid, an amine group and a side 

chain that is specific to each amino acid. The protein is formed (“polymerized”) via the 

reaction of an amine on one amino acid with the carboxylic acid of a second amino acid 

forming a peptide bond.  

 While SIMS is able to characterize the spatial distribution on species on surfaces, 

SIMS does not provide a unique molecular ion for proteins like MALDI.5 The SIMS 

spectra of proteins are typically composed of complex fragmentation patterns which are 

dominated by amino acid fragment ions with m/z < 300. Since the amino acid 

composition of proteins is very similar, the interpretation of these spectra is not routine. 

However some useful information about polymer conformations can be obtained. For 

example, Tidwell et al6 investigated the adsorption of albumin on titanium, gold, 

polytetrafluorethylene (PTFE) and a tetrofluoroethylene plasma polymer (TFE). They 

observed that the intensities of the albumin characteristic immonium ions varied 

significantly. On Ti C2NH6
+ and C4NH8

+ had the highest intensities while on Au and 
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PTFE C4NH8
+ was the highest intensity immonium cation. On TFE CNH4

+, C2NH6
+ and 

C4NH8
+ had the same ion intensities. These results suggested that the orientation of the 

adsorbed protein affected the fragment ion distribution.  More commonly, multivariate 

analysis techniques are employed to reduce the large set of correlated fragment ions into 

a more tractable number of associated variables, the principal components.1,5,7-9  For 

example Wagner and co-workers 7-9 have employed PCA to differentiate the SIMS 

spectra of proteins adsorbed on a variety of substrates.  

It is also difficult for polymers to obtain the molecular weight distribution without 

special sample preparation techniques.10 In a similar manner to the analysis of proteins, 

SIMS spectra of polymers typically are composed of low m/z (m/z < 500) ions, which are 

both characteristic fragment and n-mer ions (combination of a small number of monomer 

units or monomer units plus fragement ions). These ions contain information about the 

microstructure of the polymer. For example, Hook and co-workers 11 have employed the 

statistical yield of n-mer ions to analyze the secondary and tertiary structure of polymers. 

Multivariate analysis methods are also employed to investigate structural changes in 

polymers when their chemistry is modified by methods such as plasma treatments.12,13  

Oligomer ions of polymers can be detected in SIMS using a pretreatment method 

called cationization.14-17 In this method, a thin layer of the polymer or protein is normally 

deposited on an etched silver, or other noble metal, substrate. The interaction of the 

metallic substrates with polymers results in the generation of oligomer distributions with 

(Mx + Ag)+ up to m/z 8000.17 Proteins and other biomolecules can also be detected using 

cationisation.14,18,19 For example, McArthur co-workers investigated the effectivenessof 

cationization to generate the molecular ions of angiotensin II and substance P. 14  
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Room temperature ionic liquids (ILs) have been demonstrated to be very effective 

matrices in SIMS.20 The analyte signal enhancements of molecules with m/z 1500 are 

often greater than an order of magnitude, while detection limits are improved by several 

orders of magnitude. However, there have been no detailed studies of the use of IL 

matrices to enhance the SIMS spectra of polymers and proteins.  

 In this chapter the ion intensity enhancements of polymers and proteins are 

systematically investigated using four ionic liquid matrices: 1-methylimidazolium α-

cyano-hydroxycinnamate (MI CHCA), tripropylammonium α-cyano-hydroxycinnamate 

(trip CHCA), 1-methylimidazolium 2,5 dihydroxybenzoate (MI DHB) and 

tripropylammonium 2,5 dihydroxybenzoate (trip DHB). The structures of the IL matrices 

are shown schematically in Figure 1. The IL anions were chosen because CHCA and 2,5 

DHB  are commonly used as MALDI matrices for the analysis of  polymers and 

peptides21,22 Five polymers, polyisoprene, polypropylene glycol, polymethyl 

methacrylate, polyethylene oxide and polystyrene, were studied to determine the ion 

intensity enhancements of the n-mer and oligomer ions based on the polymer molecular 

weight and their chemistry. Table 1 displays the structure of the polymers employed in 

this study. In addition, the molecular ion intensity enhancements of multiple proteins 

including bradykinin, angiotensin, insulin and cytochrome c were investigated. The 

proteins in this study are listed in Table 2, as well as their molecular weight and the 

chemistry of the terminal amino acids. Using bradykinins with different terminal acids it 

is observed that molecular ion intensities are significantly enhanced using IL matrices if 

the N or C terminal amino acid can accept (or donate) a proton. 
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Table 1. The structure of the different polymers used in this study, their molecular weight 

and the identity of site(s) where  proton transfers may occur. 

 Exact 

Mass 

N Terminus  C Terminus 

Angiotensin I 1295.7 Asp Leu 

Leucine Enkephalin 555.3 Tyr Leu 

β-endorphin 3462.8 Tyr Glu 

GHRF (1-44) 5036.6 Tyr Ala 

Ubiquitin 8564 Met Gly 

Cytochrome c 12327 Sera Lysa 

Insulin 5729.6 Gly, Phe Asn, Thr 

Bradykinin 1059.6 Arg Arg 

Bradykinin 2-9 903.5 Pro Arg 
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Bradykinin 2-7 600.3 Pro Pro 

Lys-(Des-Arg9, 
Leu8)-Bradykinin 

997.6 Lys Leu 

Lys-(Des-Arg9)-
Bradykinin 

1031.5 Lys Phe 

Table 2.  The molecular weight of the peptides and proteins employed in this study, and 

their terminal amino acids. 

a The molecular weight of cytochrome c was obtained from ref. 23. 

 

 

Figure 1. The structure of ionic liquid matrices used a) MI CHCA, b) trip CHCA, c) MI 

DHB and d) trip DHB\ 
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8.2 Experimental 

8.2.1 Materials 

1-methylimidazole (99%), tripropylamine (99%), 2,5 dihydroxybenzoic acid (98%), α-

cyanohydroxycinnamic acid (97%), bovine insulin, ubiquitin, and leucine enkephalin 

were purchased from Sigma Aldrich (St. Louis, MO).  Polystyrene (MW 1110, Mn 990),  

polypropylene glycol (MW 2160, Mn 2050), polyethylene oxide (MW 33600, Mn 33000), 

poly(methyl methacrylate) (MW 17900, Mn 16200), poly(2,6-dimethyl-p-phenylene 

oxide) (MW 29500, Mn 18900), and polyisoprene (MW 1020, Mn 870) were purchased 

from Scientific Polymer, Ontario, NY.  Bradykinin, bradykinin (2-9), bradykinin (2-7), 

Lys (Des-Arg9-Leu8) bradykinin, Lys (Des Arg 9) bradykinin, human growth factor (1-

44) and angiotensin I were purchased from American Peptide Company (Sunnyvale, 

CA). HPLC grade methanol was purchased from VWR (Radnor, PA) and HPLC grade 

chloroform was purchased from Omnisolv (Charlotte, NC).  Single side polished <111> 

Si wafers were purchased from Addison Engineering (San Jose, CA).  All chemicals were 

used without further purification or modification.   

8.2.2 Preparation of Ionic Liquids 

All ionic liquids were prepared using a  synthesis method described by Armstrong and 

co-workers.24-27 Briefly, for each ionic liquid 0.5 g of the corresponding acid (CHCA or 

2,5 DHB) was dissolved in 15 ml of methanol.  The mixture was sonicated until all of the 

acid was dissolved.  Equimolar amounts of the base (MI or trip) were added to the acid 

solutions and the resulting mixtures were sonicated for an additional minute.  After 

evaporation of the solvent, the resulting ionic liquid was dissolved in a 1:1 (v:v) methanol 
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and chloroform solution to 0.5 M concentration.  The ionic liquids were characterized 

using 1H NMR, FTIR and TOF SIMS.   

 

8.2.3 Sample Preparation 

For each “matrix enhanced” sample, a 400μl aliquot of 0.5 M IL was mixed with 400μl 

of analyte solution (concentration of 1 mg/ml). For proteins, the solvent employed was 

1:1 methanol:chloroform (v:v) while for polymers it was choloroform. For control 

samples a 400 µl aliquot of the analyte solution was mixed with an additional 400 µl of 

the solvent methanol/choloroform. Once mixed, the sample (total volume: 800μl) was 

spun coat onto a ~1 cm2 Si wafer for 6s at ~300 rpm and 20s at 3000 rpm using a Chemat 

KW-4A spin coater (Chemat Technologies, Inc, Northridge, CA). To ensure that the 

maximum analyte signal intensities were obtained the solutions of the analyte and IL 

were mixed for 1-2 mins prior to spin coating.  

8.2.4 Time of Flight Secondary Ion Mass Spectrometry 

TOF SIMS spectra were taken on an ION TOF IV (ION TOF USA, Chestnut Ridge, NY) 

equipped with a Bi liquid metal ion gun.  Briefly, the instrument consists of a loadlock 

chamber, preparation chamber and main chamber, each separated by gate valves.  During 

experiments the main chamber was maintained at ≤1 x 10-8 mbar to prevent sample 

contamination. The primary ions used were Bi+ and  Bi3
+ with a kinetic energy of 25 keV. 

The primary ion does was <1 x 1010 ions cm-2, which is within the static regime.28  The 

secondary ions were extracted to 2000V and reaccelerated to 10 keV before reaching the 

detector.   
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 High resolution mass spectra were taken using an analysis area of (100 x 100) 

µm2.  The mass resolution (mass resolving power, m/Δm) at m/z 29 was 3000.  The ion 

intensity enhancement is calculated using 

Enhancement= I(M	±	H)matrix
± /I(M	±	H)control

±                                Formula 8.1 

where I(M ± H)± is the intensity (peak area) of the protonated and deprotonated 

molecular ions. The secondary ion intensities reported are an average of three randomly 

selected areas on a sample, and the error is the estimated standard deviation.  

8.3 Results and Discussion 

8.3.1 Polymers  

8.3.1.1. Low Molecular Weight Polymers: Polystyrene and Polyisoprene 

The analyte signal enhancement of two polymers, polystyrene 1110 (PS) and 

polyisoprene (PI) with approximately the same MW (Table 1) were investigated. Figures 

2 and 3 display the SIMS spectra of PS and PI. In the PI spectra, no n-mer or oligomer 

ions were observed using IL matrices or in the control spectrum (Figure 3). However, in 

the PS spectra, n-mer and oligomer ions were observed in the spectra without matrix 

(control) and using MI DHB and trip DHB matrices. No n-mer and oligomer ions are 

detected using MI CHCA and trip CHCA matrices indicating that the formation of these 

ions is suppressed. Taken together this data indicates that the mass of the polymer is not a 

factor in determining the magnitude of the analyte signal enhancements. Rather, the 

chemical structure of the analyte is important: PS has a benzene ring which can accept or 

donate protons whereas PI does not.  
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Figure 2. SIMS spectra of the PS 1110 oligomer ion region using MI CHCA, trip CHCA, 

MI DHB, and trip DHB matrices, and with a control (no matrix applied).  The * denotes 

an oligomer ion. Primary ion: Bi3
+. 
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Figure 3. SIMS spectra of polyisoprene oligomer ion region using MI CHCA, trip 

CHCA, MI DHB, and trip DHB matrices, and with a control (no matrix applied). Note: 

Ions observed at m/z < 800 are cluster ions associated with the IL matrix. Primary ion: 

Bi3
+. 

 

3.1.1.2 Polypropylene Glycol and Polyethylene Oxide 

Polypropylene glycol (PPG) and polyethylene oxide (PEO) have similar structures, but in 

this study had very different MWs (Table 1). In the SIMS spectra the n-mer regions of 
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PPG and PEO were observed using IL matrices. The oligomer region of PPG is also 

detected but not for PEO due to instrument restrictions. Figures 4 and 5 display an 

example of the data obtained: SIMS spectra of PPG. In Figure 4 it can be clearly seen that 

the n-mer and oligomer ions are better enhanced by MI DHB and trip DHB . Analyte 

signal enhancements of up to 100x were observed. MI CHCA and trip CHCA also 

increase analyte signals by a small factor, typically 2-3 x. In the n-mer region (m/z < 

1950), two series of ions are observed, A and B (Figure 5). These series involve the loss 

of a terminal –OH group suggesting that proton transfer to and from the end of the 

polymer chain is important. 

 

Figure 4. SIMS spectra of PPG oligomer ion region using MI CHCA, trip CHCA, MI 

DHB, and trip DHB matrices, and with a control (no matrix applied). Primary ion: Bi3
+. 
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Figure 5.  The oligomer and n-mer region of PPG with trip DHB and no matrix applied.  

The * denote oligomer ions. A and B denote two different series of n-mer ions, and their 

structure is shown above.  Primary ion: Bi3
+. 

3.1.1.3 High Molecular Weight Polymers 

Poly(2,6-dimethyl-p-phenylene oxide) (PDMPO) and poly(methylmethacrylate) 

(PMMA) are both high molecular weight polymers that have oxygen groups in the 

monomer unit (Table 1).  In the SIMS spectra of PDMPO there are no ions observed 

above m/z 1000 with few n-mer ions detected below this mass-to-charge ratio. The n-mer 

ions of PMMA are enhanced by trip DHB up to approximately m/z 1400.  Since these 
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polymers both have groups that accept or donate protons, it was expected that a larger 

number of n-mer ions would be observed. However, the concentration of the analyte may 

have been too low to detect high intensities of n-mer and oligomer ions. 

8.3.2 Proteins 

8.3.2.1 Bradykinin 

The analyte signal enhancements of five different bradykinins were investigated. 

Bradykinin, bradykinin (2-9) and bradykinin (2-7) have differing numbers of arginine and 

proline terminal groups (Table 2). Figure 6a displays the protonated molecular ion ((M + 

H)+) intensity enhancements observed using MI CHCA, trip CHCA, MI DHB and trip 

DHB. It can be clearly seen that the largest signal increases are observed for bradykinin, 

which has two terminal arginines (Figure 6a, “1-9”). The protonated molecular ions of 

bradykinin (2-9), which has one terminal arginine, are enhanced slightly better than the 

molecular ions of bradykinin (2-7), which has two terminal prolines.  Under our 

experimental conditions (pH 7) it is likely that at the C terminus of bradykinin and 

bradykinin (2-9) the side chain of arginine is protonated, while the carboxylic acid is 

deprotonated (pKa(α-COOH) = 2.17; pKa(α-NH3
+) = 9.04; pKa(side) = 12.48).29 Thus a 

protonated molecular ion forms via the transfer of a proton from the IL to the carboxylate 

group at the C terminus. For bradykinin, which has an arginine at the N-terminus, the side 

group is also likely to be positively charged and so will have a larger signal enhancement 

that bradykinin (2-9), which has a proline group at the N-terminus (pKa(α-COOH) = 

1.99; pKa(α-NH3
+) = 10.60).29 For bradykinin (2-7), which has two terminal proline 

groups, the addition of a proton to the carboxylate group at the N-terminus leads to the 
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formation of a neutral species and so little, or no, enhancement of the (M + H)+ ion is 

observed using IL matrices (Figure 6a). In the negative ion mass spectra, the 

deprotonated molecular ion ((M – H)-) intensities of bradykinin (2-9) have the largest 

increases using IL matrices while little, or no, deprotonated molecular ion signal 

enhancements are observed for bradykinin (2-7) or bradykinin (Figure 6b). For 

bradykinin (2-9) the transfer of a proton to the IL matrix from the positively charged N-

terminal arginine leads to the formation of a deprotonated molecular ion, (M – H)- 

because the C-terminal proline can not accept protons. In contrast for bradykinin, where 

the C-terminal arginine has a positively charged side group, the loss of a proton from the 

N-terminus leads to the formation of a neutral species. Similarly, no deprotonated 

molecular ion signal enhancements are observed for bradykinin (2-7) because the N-

terminal proline cannot lose a proton. 

 The protonated and deprotonated molecular ion intensity enhancements of Lys-

(Des-Arg9-Leu8) bradykinin and Lys-(Des-Arg9) bradykinin are consistent with the 

above analysis (Figure 6; Table 2). At the N terminus both Lys-(Des-Arg9-Leu8) 

bradykinin and Lys-(Des-Arg9) bradykinin have lysine groups (pKa(α-COOH) = 2.18; 

pKa(α-NH3
+) = 8.95; pKa(side) = 10.79),29 while a the C terminus Lys-(Des-Arg9-Leu8) 

bradykinin and Lys-(Des-Arg9) bradykinin have leucine (pKa(α-COOH) = 2.36; pKa(α-

NH3
+) = 9.60)29 and phenylalanine (pKa(α-COOH) = 1.83; pKa(α-NH3

+) = 9.13)29 groups, 

respectively. Thus both Lys-(Des-Arg9-Leu8) bradykinin and Lys-(Des-Arg9) bradykinin 

are likely to have a protonated side group  and deprotonated carboxylic acid group at the 

N and C termini, respectively. Upon transfer of a proton from the IL matrix to the 

carboxylate group of the C terminus, a protonated molecular ion ((M + H)+) will form 
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leading to an analyte signal enhancement similar to that observed for bradykinin (2-9).  

Further, the transfer of a proton from the protonated lysine to the IL matrix leads to the 

formation of deprotonated molecular ions, (M – H)-. In contrast, for Lys-(Des-Arg9) 

bradykinin the loss of a proton from the lysine terminal group does not lead to the 

formation of (M – H)- ions because in the SIMS process the side group of phenylalanine 

can be protonated via the formation of a tripropylium ion, C7H7
+, and so a neutral is 

formed. 
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Figure 6. The protonated (a) and deprotonated (b) molecular ion enhancements of 

bradykinin (2-7), bradykinin (2-9),  bradykinin (“1-9”), Lys-(Des-Arg9-Leu8) bradykinin 

(“Lys-Leu”) and Lys-(Des-Arg9) bradykinin (“Lys-Phe”)  using MI CHCA, MI DHB, 

trip CHCA and trip DHB. Primary ion: Bi+. 
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8.3.2.2 Other Proteins 

The SIMS spectra of other proteins was also investigated using MI CHCA, trip CHCA, 

MI DHB and trip DHB IL matrices. Leucine enkephalin (m/z 555) and angiotensin I (m/z 

1296) both have terminal amino acids which can accept or donate protons. Using Bi3
+ 

primary ions quasimolecular ions of both proteins were observed. The analyte signal 

enhancement of leucine encephalin is discussed in further detail in chapter 7. However, 

using IL matrices no quasimolecular ions were observed for bovine insulin, β-endorphin, 

cytochrome c and ubiquitin. These proteins have complex structures and so may 

aggregated in the IL leading to greatly reduced proton transfer between the analyte and 

matrix. 

8.4 Conclusions 

The analyte signal enhancements of polymers and proteins were investigated using trip 

CHCA, trip DHB and MI CHCA, MI DHB matrices in SIMS.  Five polymers, 

polyisoprene, polypropylene glycol, polyethylene oxide, polymethyl methacrylate and 

polystyrene, were studied to examine the role of molecular weight and chemistry on the 

ion intensity enhancements of the n-mer and oligomer ions. It was observed that the 

molecular weight of the polymer was not an important factor in determining the 

magnitude of the analyte signal enhancements observed. Rather, the chemistry of the 

polymer side and end groups were important in determining the ion intensity 

enhancement. Furthermore, it was observed that ILs based on 2,5 DHB were better 

matrices for polymers. There are no clear reasons for this and studies are ongoing to 

investigate these observations. 
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   In addition, the molecular ion intensity enhancements of proteins including 

bradykinin, angiotensin, insulin and cytochrome c were investigated.  Using bradykinins 

with different terminal amiono acids  it is observed that molecular ion intensities are 

significantly enhanced using IL matrices if the N or C terminal amino acid can accept (or 

donate) a proton.  Quasimolecular ions of proteins, such as insulin and cytochrome c, 

were not enhanced using the IL matrices studied, which may be caused by their 

aggregation in solution. 
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Chapter 9 

Conclusions and Future Work 

9.1 Conclusions 

The analysis of thin films is important for wide variety of applications from 

biotechnology1-13 to sensing11,14-18 to organic electronics19-24. In this thesis two techniques 

have been investigated in detail: infrared spectroscopy (IRS) and secondary ion mass 

spectrometry (SIMS). In SIMS the distribution of molecular and elemental species can be 

obtained with ~200 nm lateral resolution.25 IRS is complimentary to SIMS since it 

provides information about the bonds broken and made during chemical processes.26  

A reflection absorption infrared spectroscopy (RAIRS) system was designed and 

constructed. It is composed of a optical pathway and a vacuum chamber. The vacuum 

chamber is necessary because it will be employed to examine in situ the interaction of 

vapor-deposited metals and gases, such as CVD precursors, with organic thin films. To 

facilitate these studies a sample holder was designed, built and tested so that the samples 

can be easily introduced into the vacuum chamber and be heated and cooled during 

experiments. As a demonstration of the RAIRS capabilities, an IR spectrum of an 

octadecanthiolate SAM adsorbed on Au was obtained. 

A new class of self-assembled monolayer, terminal alkyne monolayers (TAMs) 

(HC≡C(CH2)nCH3) adsorbed on Au, was synthesized and characterized using single 

wavelength ellipsometry, RAIRS, x-ray photoelectron spectroscopy (XPS) and SIMS. 

Terminal alkyne monolayers (TAMs) have the potential to revolutionize surface 
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functionalization through greatly increased monolayer temperature stability and electrical 

conductance.  The data indicates that the TAMs are more disordered than alkanethiolate 

self-assembled monolayers on Au. For TAMs with less than 11 methylene units in the 

backbone, the adsorbed layer is highly disordered, oxidized and has a multilayer 

structure. Longer chain length TAMs form disordered monolayers on gold. The 

molecules have an upright conformation and bind to the surface via a Au-C≡C- bond. 

Some oxidized species remain on the surface. These data suggest that the technological 

applications of TAMs may be limited. 

 Room temperature ionic liquids (ILs) are effective matrices in SIMS.  The 

quasimolecular ion intensities of proteins, polymers, phospholipids, and peptides are  

enhanced by at least an order of magnitude using IL matrices. There is also a decrease in 

the fragmentation of analytes. The limit of detection of analytes is also greatly improved. 

For example, the detection limits of DPPC and DPPE were at least two orders of 

magnitude better. Since ILs are liquids, they do not cause changes to the chemistry of the 

sample surface and so can be employed in imaging SIMS. As a demonstration, a red 

onionskin membrane was imaged. Using IL matrices ions characteristic of proteins were 

observed, which could not otherwise be detected. 

 The mechanism of analyte signal enhancements using ion liquids involves the 

transfer of protons to, or from, the analyte to, or from, the matrix.  Only protic ionic 

liquids, which have a labile proton, are effective matrices. Analyte/matrix samples are 

typically prepared by mixing a solution of the analyte with the matrix. The analyte signal 

enhancement is dependent on the mixing time in this solution, which indicates that the 

proton transfer occurs in solution. The chemistry of the matrix cation and anion are 
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important in determining the magnitude of the analyte ion intensity enhancement. 

However the chemistry of the anion appears to be more important. The number, position 

and type of substituents present in the anion greatly effect ion intensity enhancements 

observed. 

 The analyte signal enhancements of polymers and proteins were also investigated 

using IL matrix-enhanced SIMS.  Three polymers, polyisoprene, polypropylene glycol 

and polystyrene, were studied to examine the role of molecular weight and chemistry on 

the ion intensity enhancements of the n-mer and oligomer ions.  In addition, the 

molecular ion intensity enhancements of proteins including bradykinin, angiotensin, 

insulin and cytochrome c were investigated.  Using bradykinins with different terminal 

acids  it is observed that molecular ion intensities are significantly enhanced using IL 

matrices if the N or C terminal amino acid can accept (or donate) a proton.   

9.2 Future Work 

A detailed understanding of the formation, structure, reactivity and manipulation of 

these promising TAMs is required to advance their application in nanolithography, 

sensing, electronics and other technologies. At present the use of TAMs on metal 

substrates, such as gold, appears to be limited by the formation of oxidized species. 

However, the synthesis of TAMs is not yet fully optimized. It is also important to 

develop methods to form TAMS on more technologically relevant substrates such as 

GaAs and InAs,  

In this thesis it was demonstrated that IL are effective matrices for the enhancement 

of quasimolecular ions of biomolecules and polymers. However, few studies have 
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attempted to understand and control the ionization of species using IL matrices. In SIMS 

and MALDI, only protic ILs are effective matrices:  the ionization of the analyte is 

promoted by proton transfer from and to the IL matrix. The acidity and structure of the IL 

matrix will therefore influence the solubility and protonation of the analyte, and an 

understanding of their effects is critical in the design of new IL matrices for SIMS. 
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Appendix 1 

 Design of RAIRS instrument 

 

Appendix A1.1 Photographs of RAIRS instrument constructed. 
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Figure A1.2  Photograph of sample platen with sample loaded.  

 

Figure A1.3 Photograph of sample guide ring inserted into the chamber. 
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Figure A1.4 Photographs of the copper block and insulating Delrin of the sample holder. 
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Appendix 2 

Characterization of Terminal Alkyne Monolayers 

 

Figure A2.1 The a) positive and b) negative TOF SIMS spectra for octyne adsorbed on 

Au. 
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Figure A2.2 The a) positive and b) negative TOF SIMS spectra for decyne adsorbed on 

Au. 
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 Figure A2.3 The a) positive and b) negative TOF SIMS spectra for dodecyne adsorbed 

on Au. 
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 Figure A2.4 The a) positive and b) negative TOF SIMS spectra for tetradecyne adsorbed 

on Au. 
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Figure A2.5 The a) positive and b) negative TOF SIMS spectra for heaadecyne adsorbed 

on Au. 
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 Figure A2.6 The a) positive and b) negative TOF SIMS spectra for octadecyne adsorbed 

on Au. 

 

  



206 
 

Appendix 3 

Characterization of Ionic Liquids 

All ionic liquids were characterized using 1H NMR spectroscopy, IR spectroscopy and 

TOF SIMS.  The full spectra for those characterizations is below in the following order.  

For each ionic liquid the positive mass spectrum will be first, followed by the negative 

mass spectrum, and the IR spectrum.  On the second page will be the 1H NMR spectra 

showing the proton shift.  The ionic liquids are ordered alphabetically by acronym.  The 

structure of the ionic liquid is given at the bottom of each page. 
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Appendix 4 

 Complete Matrix and Analyte Spectra 

Complete spectra of all ionic liquid and analyte spectra are in Appendix 4.  They are 

arranged in the following manner.  First by analyte, and then by alphabetical abbreviation 

of anion. The neat analyte spectra are always first.  The order of the analytes is given 

below: 

DPPC 

d62 DPPC 

d75 DPPC 

DPPE 

Cholesterol 

Bradykinin  

Leucine Enkephalin 

PS 

PPG 

PDMPO 

PEO 

PMMA 
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PI 

Angiotensin I 

Insulin 

Cytochrome c 

GRFH 

β endorphin 

Bradykinin (2-7) 

Bradykinin (2-9) 

Lys-(Des-Arg9) bradykinin 

Lys-(Des-Arg9-Leu8) bradykinin 
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Appendix 5 

Fragment Ions of Deuterated Species 

 The deuteration of the d62DPPC and d75DPPC starting material was questioned 

as to its completeness.  From the Avanti website there could be incomplete deuteration, 

due to the exchange on the alpha carbonyl positions.1  However, we continue to believe 

that there is proton transfer happening to obtain the spectra observed.   

 First, it should be noted that the most important finding of the deuterated studies 

is that ever molecular ion has a gain of H+.  This H+ is from the ionic liquid.  Second, 

deuterium is exchanged with the ionic liquid, leading to [cation + D]+ peaks observed 

(Chapter 6).   

 Third, the head group fragment ions show that deuterium is exchanging within 

these ions.  Previous studies show that the C5H15NPO4
+ ion is formed via the mechanism 

seen below in figure 1.  However, in both d62DPPC and d75DPPC, the hydrogen thought 

to transfer remains a hydrogen and does not get deuterated.  Whe the tail group is 

deuterated a rise in the C5H14DNPO4
+ ion is seen.  This suggests that the current 

mechanism is not correct and the the deuterium is labile on the tail group. 
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Figure 1.  The previously proposed mechanism for the formation of the C5H15NPO4
+ head 

group ion.2 

 

Figure 2.  The head group spectra for a) DPPC and b) d62 DPPC.  The deuterated head 

group ion is observed when the tail group is deuterated, suggesting an intramolecular 

transfer. 
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 The C8H19NPO4
+ ion forms via a differet pathway.  The tail group does not 

impact a C8H18DNPO4
+ fragment, but when the head group is deuterated there is an 

increase in the C8H18DNPO4
+ ion intensity.  This suggests that there are different reaction 

pathwats that can be monitored. 

 

Figure 3: Possible formation of the second head group fragment ion.
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Figure 4.  The head group spectra for a) DPPC, b) d62 DPPC, and c) d75 DPPC.  The 

deuterated head group ion is observed only when the head group is deuterated, suggesting 

an intermolecular transfer. 
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