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Reconstructing surface from a set of spatial curves is a fundamental problem in computer graphics and computational geometry. It often arises in many applications across various disciplines, such as industrial prototyping, artistic design and biomedical imaging. While the problem has been widely studied for years, challenges remain for handling different type of curve inputs while satisfying various constraints. We study three related computational tasks in this thesis. First, we propose an algorithm for reconstructing multi-labeled material interfaces from cross-sectional curves that allows for explicit topology control. Second, we addressed the consistency restoration, a critical but overlooked problem in applying algorithms of surface reconstruction to real-world cross-sections data. Lastly, we propose the Variational Implicit Point Set Surface which allows us to robustly handle noisy, sparse and non-uniform inputs, such as samples from spatial curves.
Chapter 1

Introduction

Modeling a shape from its partial or non-uniform sampling is a common problem in many scientific and engineering fields. An example problem is to reconstruct an interpolating surface from spatial curves describing the shape. This task often arises in biomedical research, where a 3D representation (e.g., a surface) of the target anatomical structure needs to be reconstructed from its planar cross-sectional curves obtained from 3D volume imaging by MRI or CT. Another important application of this problem is computer-aided industrial prototyping and design, where engineers and artists typically start by defining a wire-frame of the desired model, which is then turned into a surface representation for simulation, rendering, and manufacturing. Examples of surface reconstruction from curves are shown in Figure 1.1.

A reconstructed surface has to meet certain correctness criteria. Commonly, the surface should interpolate the curves, and should be geometrically valid (i.e., free of holes and intersections), so it properly defines the boundary of the shape described by those curves. However, the inherent sparsity and non-uniformness of curves pose a great challenge to the reconstruction algorithm, mainly in two aspects. The first one is the ambiguity of the shape conveyed by
the curve representation. Compared to the high-quality point cloud where sampling are usually spread over the shape uniformly, in curve representation, the sampling of the shape is concentrated upon a few curve segments and the majority of space is left empty. This leads to ambiguity in interpreting the empty regions, and thus the global shape. The second challenge arises from the possible noise of curves in practices. While the set of curves could be incomplete, disjoint and inaccurately-placed, it is difficulty to design geometry algorithms for handling all unexpected irregularities. The computer graphics community has studied this task for years with numerous algorithms being developed. An effective way for leveraging the ambiguity is looking for additional data/prior, for instance, the utilization of the 3D volume from MRI, or other domain knowledge about the shape such as topology. Such prior
is usually transformed into constraints on the output surface. How to incorporate those prior with the reconstruction algorithm, or in other words, how to enforce the constraints on the output surface, is an interesting problem being actively researched. On the other side, although important, little progress has been made to tackle the noise of the curves which is commonly seen in practice. Existing methods mostly require “clean” inputs which satisfy various assumption, and simply fail on “dirty” data (See Sec 1.1, 1.2).

As mentioned above, there are two common types of input curves that are drawing people’s attention: cross-sectional curves of anatomical shapes and design-created wire-frames. We first briefly review the two bodies of works.

1.1 Reconstruction from cross-sections

Cross-section inputs often arise in biomedicine, where experts delineate boundaries of anatomical regions on 2D slices of a 3D medical image (e.g., MRI, CT). Cross-section inputs can also be found in other disciplines, such as material science (e.g., sectioned micrographs) and geology (e.g., seismic images). Cross-sections can be parallel or non-parallel, and the cross-section curves can partition each plane into regions of two (e.g., inside and outside) or more (e.g., bone, muscle, fat, etc.) labels (See Fig 1.1 (a) (b)). Take the chicken heart in Fig 1.1 (b) as an example, cross-section curves (left) partition each plane into regions of 7 labels indicated by different color, representing muscles or regions of different functionalities (e.g., yellow represents atrial).

Since the 70’s, extensive research has been conducted on reconstructing surfaces from cross-sectional curves. Earlier methods focused on handling parallel cross-sections that are partitioned by closed curve loops into inside and outside regions [87, 62, 26, 13, 111, 146, 12, 14]. The key idea in these methods is to divide the space (or more practically, a bounding box)
by the cross-sectional planes into “cells” and build surface pieces within each cell. When all planes are parallel, all cells have a uniform and simple shape (a slab) that is bounded by two planes. If the planes are arbitrarily oriented, each cell may be a general convex polytope bounded by an arbitrary number of planes, which makes the surfacing task more challenging.

Over the past decade, research on cross-section-based reconstruction has focused on handling non-parallel inputs. A number of methodologies have emerged including Delaunay meshing [28], projecting curves onto a medial structure [94, 15], solving implicit functions [18, 70, 166, 77], and template fitting [71]. Some of these algorithms are capable of handling even more general inputs such as multi-labeled cross-sections [94, 15, 18], partial planes [15], and unknown regions [18].

While all the above algorithms can generate geometrically valid surfaces that interpolate the curves, few can ensure that the output has a correct topology. Topology is an intrinsic property of a shape that is invariant under continuous deformations. For a 2-label domain, the topology of can be measured by the number of components and the number of handles or genus for each component (See Fig 1.2). Most anatomical structures have a fixed and known topology, and obtaining a topologically correct surface (i.e., a surface with the prescribed number of connected components and genus) is particularly important for downstream tasks such as shape matching and mechanical or fluid simulation. The only topology-aware reconstruction method from cross-sections that we are aware of is by Zou et al. [166], which is designed for the 2-labeled domain.

A common assumption of all existing reconstruction methods, when applied to non-parallel cross-sections, is that two intersecting cross-sections should be consistent along the intersection line (e.g., a point on the intersection line should have the same label on both cross-sections). However, this assumption often fails in practice, because curves on one cross-section are often
1.2 Reconstruction from wire-frames

Descriptive wire-frames are often used in computer-aided design. Several computer-based tools exist [158, 21] that allow experts and artists to create wire-frames that effectively describe a 3D shape.

Surfacing such wire-frames is often known as lofting or skinning, which is a fundamental problem in computer-aided design. Existing methods follow a two-step strategy (See Fig 1.1 (d)), first identifying cycles in the wire-frames which bound individual surface patches, and secondly forming patches in each cycle and clue them to form a complete surface. There are numbers of methods [1, 165, 2] for locating curve cycles and several others [113, 1, 158] for surfacing individual patches.

The two-step strategy only works for "clean" inputs that are made up of complete curve segments meeting at well-identified joints (i.e., a spatial graph). While such networks can be
created using the aforementioned tools, the creation process is often tedious (e.g., the user has to explicitly connect the curves at joints). With the advance of AR/VR devices, more intuitive drawing interfaces have been developed that permit a free-hand drawing experience (e.g., the Tilt Brush by Google). However, the output of these tools typically consists of incomplete curve fragments without connectivity information (e.g., Fig 1.1 (c) left). Hence the existing two-step strategy cannot be used for surfacing such wire-frames.

1.3 Overview

In this thesis, we developed algorithms for reconstructing surfaces from spatial curves that can control/guarantee certain properties on the output side (Chapter 2), as well as explored ways to make the algorithm robust against noisy and irregular inputs (Chapter 3, 4).

In Chapter 2 we focus on reconstructing surfaces from cross-sectional curves with topological constraints. In this work, we extend Zou’s [166] method to multi-labeled domain. Given a set of cross-sections, each partitioned into regions of multiple labels by a curve network, our algorithm produces an interpolating surface network such that the surface bounding each label satisfies a prescribed topology such as numbers of components and genus simultaneously (see Figure 1.2). The key contribution is we extend the well-known level-set to interface-set, which allow us to explore a variety of topology variance in the multi-labeled domain rather than the 2-labeled domain. This work has been published in [77].

In Chapter 3, we address a critical but overlooked problem of handling real-world cross-section curves that are often inconsistent with each other by developing a novel algorithm that can restore consistency to any set of cross-sections in multi-labeled domain while minimizing the change to the curve shape. We formulate the problem into a disjunctive programming and propose an effective solution for the optimization. This work has been published in [75].
In Chapter 4, instead of fixing the curves, we explore another direction for handling noise and irregularity by proposing a new method for directly reconstructing an implicit surface from an un-oriented point set. Our method only involves a single parameter, is easy to be implemented without discretizing the space, and most importantly, is robust to sampling imperfection such as sparse and non-uniform inputs. We credit such nice properties to our key contribution which is the global variational definition of the implicit surface.
Chapter 2

Topology-controlled Reconstruction of Multi-labelled Domains from Cross-sections

2.1 Introduction

Computational modeling of multi-labeled domains arises in many disciplines, such as biomedicine (e.g., organs made up of multiple anatomical regions) and mechanical engineering (e.g., machine pieces made up of blocks of different materials). Such domains are often represented by the non-manifold network of surfaces that partition the domain into labeled sub-domains. This network, known as the material interface, is widely used in applications including geometric processing, physical simulations, and manufacturing.

To be useful for applications, a material interface has to meet certain correctness criteria. Most importantly, the material interface should be geometrically valid (i.e., free of holes and
Figure 2.1: Given several multi-labeled planes depicting the anatomical regions of a mouse brain (a), reconstruction without topology control (b1) leads to redundant handles for the red and yellow labels (black arrows in c1, d1) and disconnection for the green label (e1). Our method (b2) allows the user to prescribe the topology such that the red label has one tunnel (gray arrow in c2), the yellow label has no tunnels (d2), and the green label is connected (e2). The legends in (b1,b2) report, for each label in the reconstruction, the genus of each surface component bounding that label (e.g., “0,0” means two surfaces each with genus 0). User-specified constraints are colored red.

intersections), so that it defines a proper partitioning of the domain into disjoint sub-domains. Furthermore, some applications are also sensitive to the topology of the surface. For example, fluid simulation within one or more sub-domains can be adversely affected if the surfaces bounding these sub-domains fail to have an expected number of connected components or genus. Extraneous components or genus can also be detrimental for many geometric processing tasks, such as mesh simplification and surface parameterization.

Topology control has been extensively studied in the context of modeling two-labeled domains, where the material interfaces are closed manifold surfaces. However, to date, no such control has been seen in modeling domains containing three or more labels in the absence of a template. Ensuring correct topology in a multi-labeled context is arguably more challenging, because the topology of different labels are intertwined: modifying the topology of one label may affect the topology of several other labels. The intertwining makes it difficult even for
humans to manually fix topological errors on a complex material interface without introducing geometric errors (e.g., the mouse brain in Figure 2.1 (b1-e1)).

In this paper, we present a novel algorithm for enforcing topological constraints when reconstructing multi-labeled material interfaces. Our algorithm is designed for inputs consisting of cross-sections of the subject. Such inputs often arise in biomedicine, where experts delineate boundaries of anatomical regions on 2D slices of a 3D medical image (e.g., MRI, CT). Cross-sectional inputs can also be found in other disciplines, such as material science (e.g., sectioned micrographs) and geology (e.g., seismic images). To model a multi-labeled domain, each cross-section contains a curve network that partitions the plane into labeled regions. Our method gives the user the option to specify the desired topology, in terms of number of connected components and genus, for any subset of the labels. The output is a geometrically valid material interface that interpolates the curve networks while meeting the topological requirements (Figure 2.1 (b2-e2)).

Our key contribution is a novel definition, called interface sets, that gives rise to not one, but a space of topology-varying material interfaces. Our definition mimics the level sets, which is a family of closed manifold surfaces defined by a scalar function and parameterized by a scalar value. Similarly, the interface sets are non-manifold surface networks defined by a vector function and parameterized by a vector value. We analyze the topological events in the multi-variate space of interface sets, which are much more complex than those in the univariate family of level sets, and propose a simple and effective method for sampling distinct topologies of interface sets.

Using the interface sets, we extend the recently introduced topology-controlled algorithm of Zou et al. [166] from two-labeled domains to multiple labels. Our algorithm proceeds in two stages. First, within each cell bounded by the cross-section planes, we define a suitable vector
function and enumerate interface sets with different topologies. Each topology is also given a score that measures its likelihood. Next, we perform combinatorial optimization to select one topology per cell so that the overall reconstruction satisfies the user-given topological constraints while the total score is maximized.

In addition to specifying components and genus, the user can steer the method in interactive ways. The user may browse and select from the list of topologies computed by our method for each cell. If a desired topology does not exist in our computed list, we offer a sketching interface whereby the user can easily create new topologies. These user inputs guide the algorithm towards a more satisfactory reconstruction. We demonstrated our algorithm and tool on both simple synthetic inputs and non-trivial biological data sets (e.g., Figures 2.1, 2.8, 2.9).

**Contributions** To the best of knowledge, our method is the first for material interface reconstruction that offers topology control without the use of any templates. Our main contributions are:

1. Defining a multi-variate space of material interfaces, analyzing its topological structure in the discrete setting, and developing a topology sampling method (Section 2.3).

2. Extending the topology-controlled reconstruction algorithm of Zou et al. [166] from two to multiple labels (Section 2.4).

3. Developing interactive tools for refining the surface topology (Section 2.5).

While our method is designed for cross-sectional inputs, we believe some of our contributions (particularly the method of interface sets) can benefit topology-aware modeling from other input types, such as point clouds or labeled medical images.
2.2 Related works

We briefly review the three bodies of work that are closed to ours, namely modeling multi-labeled domains, topology control in modeling two-labeled domains. And please refer to Sec 1.1 for a review of reconstruction from cross-sections.

2.2.1 Modeling multi-labeled domains

Typical representations of multi-labeled domains include (regional or global) implicit functions [163, 97, 164, 88, 60, 160, 103, 125] and volume fractions [31, 3, 10, 9]. While implicit function representations are often based on level sets, current works typically utilize a single level as the underlying function evolves (e.g., during a simulation), which creates a univariate family of domains. We are not aware of any work that explores a multi-variate space of material interfaces.

Many reconstruction methods are capable of creating geometrically valid material interfaces. The majority of these methods are based on iso-contouring [81, 20, 53, 162, 10, 69, 60, 123, 160], a few perform mesh surgeries [35, 46], and others further address the quality of elements (e.g., triangles and tetrahedra) using Delaunay meshing [118, 30, 51, 38, 59] or particle diffusion [101]. However, none of these methods offers explicit control over the topology. While topological errors can be avoided by fitting or evolving a template shape with the correct topology [151], these methods are limited to the availability of templates.

2.2.2 Topology-aware modeling of two-labeled domains

Numerous methods have been developed to fix topological errors on a closed manifold surface (see survey [11]). The vast majority of these methods are concerned with the removal of
redundant topological handles, while some also address connected components [108, 83]. Another class of methods directly reconstruct a topologically correct model from raw inputs, such as a point cloud [133, 134, 159], a collection of cross-section curves [166], or a grayscale volume [16, 161]. These methods are guided by prescribed genus [166, 133], interactive inputs [134, 159], or an existing template [16, 161].

It is non-trivial to obtain outputs with desirable topology in multi-labeled domain, and a naive application or extension of existing method might fail to generate a satisfactory result. For the simple input shown in Figure 2.2 (a), which consists of two parallel planes annotated with three labels (red, blue, outside), applying the method of Liu et al. [94] results in two components of the red label (Figure 2.2 (b), see cutaway). This would be an undesirable result if the user wishes to create a single component of the red label that tunnels through the blue label. A naive way to extend Zou’s method to handle multiple labels is by reconstructing each label independently with the desired topology and combining the reconstructed surfaces. This is exemplified in Figure 2.2 (c), where red and blue labels are reconstructed by Zou’s method respectively with genus 0 and 1. However, as seen in the cutaway view, the combination of two reconstructions results in jarring conflicts and intersections. In contrast, our extension of Zou’s work creates a geometrically valid material interface with the desired genus for both labels (Figure 2.2 (d)).
Figure 2.2: Comparing the topology-oblivious multi-labeled method of Bermano et al. [18] and Liu et al. [94] (b), the topology-constrained two-labeled method of Zou et al. [166] (c), and our topology-constrained multi-labeled method (d) on two cross-sections with three labels (a). Cutaway views are shown in inserts. Legends report the per-component genus for each label (red numbers are constrained).

2.3 Interface sets

Level sets have played fundamental roles in existing methods [133, 134, 166] to provide topology control in modeling two-labeled domains. These methods take advantage of several unique features of level sets. First, given a scalar function, any level set is guaranteed to be geometrically valid (i.e., a closed manifold). Second, the collection of all level sets is parameterized along a single “level” axis and can be easily explored. Third, the level sets have a rich topological variety, and extensive studies are available on the topological evolution of the level set with the level [102, 58].
To enable topology control in the context of multi-labeled modeling, we introduce a space of material interfaces that possesses similar features as level sets. Given a vector function, we define a space of interface sets such that each interface set is a geometrically valid material interface. The space is parameterized by a vector value (as opposed to a scalar level in level sets) and can be systematically explored. Lastly, this space reduces to the family of level sets in the special case of two labels, and it contains a even richer variety of non-manifold topologies in the case of three or more labels.

We start by defining interface sets and discussing their properties in the continuous setting (Section 3.1). Building upon classical works on level set topology, we then characterize the topological variations of interface sets in a discrete setting (Section 3.2). Finally, we propose a simple and effective scheme for sampling the large variety of interface set topologies (Section 3.3). In the next section, the sampling scheme will be utilized in our reconstruction algorithm to produce candidate local topologies from cross-sectional inputs.

2.3.1 Definition and properties

Our definition builds on an existing implicit definition of material interfaces, which has been used by various researchers [97, 60, 160]. In this definition, a $n$-labeled domain is represented by a vector-valued function $\vec{f}(\vec{x}) = \{f_1(\vec{x}), f_2(\vec{x}), \ldots, f_n(\vec{x})\}$, where $\vec{x}$ is a point in $d$-dimensional space and each $f_i$ is a continuous scalar function. Intuitively, $f_i(\vec{x})$ describes the “prominence” of the $i$-th label at $\vec{x}$. Each point is then assigned the most prominent label(s), that is,

$$\text{Labels}(\vec{x}) = \arg \max_{i=1,\ldots,n} f_i(\vec{x}).$$  (2.1)
The material interface consists of all points whose label assignment is not unique (i.e., two or more labels share the greatest prominence). This material interface is guaranteed to be geometrically valid, as it divides the space into regions with unique labels.

To be able to define not just one, but a parameterized set of material interfaces, we introduce an offset vector $\vec{c} = \{c_1, \ldots, c_n\}$ to the definition described above. This offset vector plays the role of the “level” in defining the level sets in a scalar function. More precisely, $\vec{c}$ is added to the vector function $\vec{f}$ before evaluating the labels. That is, the labeling is now parameterized by $\vec{c}$ as

$$Labels(\vec{c}, \vec{x}) = \arg \max_{i=1,\ldots,n} \left( f_i(\vec{x}) + c_i \right).$$  \hspace{1cm} (2.2)

The interface set at offset $\vec{c}$ consists of all points $\vec{x}$ whose label assignment is not unique, that is, $|Labels(\vec{c}, \vec{x})| \neq 1$.

We can visualize interface sets in $d = 2$ dimensions intuitively as superimposed terrain maps (Figure 2.3). Imagine that each $f_i$ is the height map of a 3D terrain over the 2-dimensional domain, and that each terrain has a unique color (Figure 2.3 (a)). Given an offset vector $\vec{c}$, we shift each $i$-th terrain vertically by the amount $c_i$ and superimpose the shifted terrains (Figure 2.3 (b,c,d) middle). The labeling function $Labels(\vec{c}, \vec{x})$ is precisely the picture of the superimposed terrains taken from above, and the interface set is where two or more terrains meet in this picture (Figure 2.3 (b,c,d) bottom).

It is easy to see that every interface set is a geometrically valid material interface, since it divides the domain into regions carrying unique labels (i.e., $Labels(\vec{c}, \vec{x})$). In particular, the interface set at the zero offset $\vec{c} = 0$ is the material interface defined in the first paragraph and used in previous works.
We can also show that interface sets reduce to level sets in the case of $n = 2$ labels. In this case, any level set of a scalar function can be reproduced by some interface set of a vector function, and vice versa. Specifically, the level set of a scalar function $f$ at any level $c$ is identical to the interface set of the vector-valued function $\vec{f}(\vec{x}) = \{f(\vec{x}), 0\}$ at offset $\vec{c} = \{0, c\}$. Conversely, the interface set of a vector-valued function $\vec{f}(\vec{x}) = \{f_1(\vec{x}), f_2(\vec{x})\}$ at any offset $\vec{c} = \{c_1, c_2\}$ is the same as the level set of the scalar function $f(\vec{x}) = f_1(\vec{x}) - f_2(\vec{x})$ at level $c = c_2 - c_1$.

Note that an interface set is different from the intersection of $n$ level sets, each defined by a scalar function $f_i$ and a level $c_i$, as studied in multivariate topological data analysis [57, 40]. The interface set is generally a $(d - 1)$-dimensional complex, regardless of the number of labels $n$, since it partitions the $d$-dimensional space into labelled regions. In contrast, the intersection of $n$ level sets has a dimensionality of $d - n$, which is lower than that of the interface set and decreases as the number of labels increases. In the case of $n = 2$ labels in $d = 3$ dimensions, the intersection of level sets consists of one-dimensional curves, which are known as fibers and have found uses in visualization of bivariate data [41, 144].

### 2.3.2 Discrete topological variations

Topological evolution of the level set, as the level changes, is well-understood [102, 58]. Topological changes are marked by local topological events, such as merging, splitting, and destruction or creation of components. These events take place at well-defined locations, known as critical points, which are identified by vanishing gradient of the scalar function. The function values at these locations, known as critical values, divide the range of levels into one-dimensional intervals, such that the level sets within one interval all share a common topology.
Figure 2.3: Interface sets in 2D: (a) The input vector function $\vec{f} = \{f_1, f_2, f_3\}$, visualized as three height maps. (b,c,d): Three different choices of offsets $\vec{c} = \{c_1, c_2, c_3\}$ (top), superimposed height maps $f_i + c_i$ (middle), and the labeling (as color) and interface sets (as black curves) in the 2D domain (bottom).

In contrast, topological evolution of the interface set, as the offset vector changes, is far more complex. First, there is a greater variety of topological events that involve non-manifold features of the surface (e.g., junction curves and points where more than three sheets meet). Second, the multi-variate nature of our “level” parameter - the offset vector - creates a complex topological landscape in the space of interface sets. Let’s consider the $n$-dimensional
space of all offset vectors, which we call the offset space. This space is made up of disjoint $n$-dimensional regions (as opposed to one-dimensional intervals in the case of level sets) such that interface sets within one region all share a common topology. We call such regions topology pockets, or pockets in short. Topological events take place when the offset vector moves from one pocket to an adjacent pocket in the offset space. We call the offset vectors that lie on the boundary of pockets the critical offsets. Unlike the critical values in a scalar function, critical offsets in a vector function form continuous, $(n-1)$-dimensional complex in the offset space, which we call the critical complex 1.

Characterizing the critical offsets is key to understanding the topological evolution of the interface set. However, providing a complete, continuous characterization has proven to be a non-trivial task. As our goal is to develop algorithms for practical, discrete inputs, we perform our analysis in a discrete setting and leave the continuous characterization as a venue for future investigation.

Discretization

We consider the discrete input as a simplicial complex $C$ in $\mathbb{R}^d$. Each vertex (i.e., 0-cell) $v$ of $C$ is associated with a vector $\vec{f}_v = \{f_v,1,\ldots,f_v,n\}$. A common way to construct a function is by piecewise linear (PL) interpolation within each cell of $C$. Such interpolation is particularly suited for analyzing level set topologies [58], since topological events of level sets are restricted to the vertices of $C$. However, we have observed that the topological events of interface sets in a PL vector function are no longer restricted to vertices of $C$. In fact, these events can take place in arbitrary locations in the domain. An example is shown in Figure 2.4 (a) for

---

1The effective dimension of offset space is $n-1$, since the interface set only depends on the relative difference between components of the offset vector. Similarly, the critical complex is an “extrusion” of a $(n-2)$-dimensional complex (Figure 2.5(c)).
a 4-labeled domain in 2D; note that the yellow label disappears inside a triangle after the offset changes.

Figure 2.4: (a) A topological change of interface sets in PL interpolation can take place in arbitrary locations: lowering the offset of the yellow label causes the yellow region to disappear inside the triangle. (b): A topological change in our PC interpolation is restricted to the dual of the input complex. The offseted functions are shown at the top and the interface sets are shown at the bottom.

To make the analysis of topological events simpler, we opt for a piecewise constant (PC) interpolation. We consider the dual complex of $C$, noted as $C^*$, which consists of $k$-cells that are dual to $(d - k)$-cells of $C$ for $k = 0, \ldots, d$. The vertices of $C^*$ lie at the barycenters of their dual $d$-cells in $C$ (although the exact locations do not affect the topology analysis).

We define the vector function $\vec{f}$ so that $\vec{f}(\vec{x}) = \vec{f}_v$ for any point $\vec{x}$ in the interior of a $d$-cell in $C^*$ that is dual to a primary vertex $v$. Since $\vec{f}$ is discontinuous, we adjust the definition of the interface sets as the union of all cells of $C^*$ that are faces of two $d$-cells of $C^*$ with different labels. Examples of such interface sets are shown in Figure 2.4 (b). In contrast to
Figure 2.5: Topology analysis of 3-labeled interface sets. (a) A complex $C$ where each vertex is colored by the associated 3-vector. (b) The piecewise constant vector function shown as one height map for each label. (c) The active complex in the 3D offset space consisting of one triple half-plane (“triblade”) for each vertex of $C$. (d) A cutaway of the offset space (by the gray plane in (c)) showing the active complex (colored lines) and the critical complex (black lines). (e) Example interface sets in different pockets (see pocket labeling in (d)).

PL interpolation, interface sets in PC interpolation are restricted to low-dimensional cells of $C^*$, which allows for simpler characterization of critical offsets (see below).

**Critical offsets**

In our PC interpolation, the interface set changes only when a vertex of complex $C$ alters its label. We call the offsets that trigger these vertex label-changing events the active offsets. An active offset is critical if label-changing causes the topology of the interface set to change as well. We will first characterize the active offsets and then identify the subset that is critical.

Given a vertex $v$ and any pair of labels $i, j \in \{1, \ldots, n\}$, there is a collection of offsets $\vec{c}$ at which $v$ may switch its label between $i$ and $j$. This collection is defined by a set of equality and inequality constraints:

$$\{ \vec{c} \mid f_{v,i} + c_i = f_{v,j} + c_j > f_{v,k} + c_k, \forall k \neq i, j \}$$

(2.3)
Geometrically, this collection forms a bounded \((n - 1)\)-dimensional hyperplane in the \(n\)-dimensional offset space. There are \(C_n^2\) such hyperplanes for each vertex \(v\), and they together partition the offset space into \(n\) symmetric regions corresponding to the \(n\) possible labelling of \(v\). Combining the hyperplanes over all vertices forms a piecewise linear complex in the offset space is the union of all active offsets. We call this complex the \textit{active complex}.

To see this visually, take \(n = 3\). Equation 2.3 defines a 2D half-plane in the 3D offset space. For each vertex \(v\), there are \(C_3^2 = 3\) such half-planes, one for each pairing of labels. The three half-planes share a common boundary line in the direction of \(\{1, 1, 1\}\) passing through the point \(\{-f_v, 1, -f_v, 2, -f_v, 3\}\). Visually, they form a “triblade” around the line. The triblades associated with all vertices intersect to form a honeycomb-shaped active complex (Figure 2.5 (c) and cutaway in (d)).

Since our reconstruction algorithm is concerned with the topology of individual labels, we define a topological event in this paper as when there is a change in either the number of connected components or genus of the surfaces that bound a particular label. To this end, we can use the same criteria for critical points in a PL scalar function [58] to identify topological events in any given label. Specifically, recall that the \textit{star} of a cell \(\sigma\) in a complex consists of all cells that contain \(\sigma\) as a face, and the \textit{link} consists of all faces of cells in the star that are disjoint from \(\sigma\). Given a labeling of the vertices by an offset vector, we define the \textit{i-link} of vertex \(v\) as the union of cells in \(v\)'s link that contain only vertices with label \(i\). Switching the label of \(v\) between \(i\) and another label triggers a topological change of label \(i\) if the \(i\)-link of \(v\) is not contractible to a single point.

As an example, we use the criteria to analyze the label-changing event in Figure 2.4 (b). Since the label of the center vertex changes from blue to red, we focus on the blue-link and the red-link of that vertex. The former consists of one edge (at the bottom) and a vertex (at
top-left), which is not contractible, while the latter consists of a single edge (at top-right), which is contractible. Hence the blue label experiences a topological change (a splitting).

An active offset $\vec{c}$ satisfying Equation 2.3 is critical if *either the $i$-link or $j$-link of $v$ is not contractible*. Geometrically, the critical complex, made up of the union of all critical offsets, forms a sub-complex of the active complex. As the active complex is piecewise linear, so is the critical complex, which divides the offset space into polyhedral pockets. An example of the critical complex for $n = 3$ labels is shown in Figure 2.5 (d) on a cross-section of the offset space, and (e) shows topologically distinct interface sets in different pockets.

Note that the per-label topological events that we detect do not cover all possible ways in which the topology of the interface set can change. For example, as we will show in Section 2.7, the connectivity of the non-manifold junction curves can change without altering the topology of any individual label. It would be interesting in the future to define other types of topological events, which would lead to a more refined critical complex. This would potentially allow a reconstruction algorithm to have finer control over the non-manifold topology of the material interface.

**Topology sampling**

A direct way to enumerate distinct topologies of interface sets is to explicitly construct the critical complex in the offset space. However, this can be computationally expensive. Our calculations, confirmed by experiments, show that the active complex has a complexity of $O(V^{n-1})$ where $V$ is the number of vertices in the input domain $C$ and $n$ is the number of labels. A brute-force algorithm that first constructs the active complex and then prunes non-critical parts would be impractical.
To tame the complexity, we opt for an approximate, sampling-based approach. The motivating observation is that the more transient topologies tend to correspond to smaller pockets in the offset space. For example, tiny pockets (D,E,F) in the offset space of Figure 2.5 (d) correspond to topologies that contain small isolated components, as shown in (e). We therefore argue that a regular sampling scheme in the offset space would have a greater chance of finding the more stable topologies, because they are more likely to be captured by larger pockets.

A naive point sampling scheme is to use regular lattice points in the offset space. However, to form a good coverage, more than a few points would be needed for each dimension of the space, and the total number of samples can still be significant as the dimension of the offset space (i.e., the number of labels) grows.

To reduce the sample count without sacrificing the coverage, we use 1-dimensional rays as samples. By intersecting a ray with the critical complex, we can compute intervals along each ray within which the interface sets share a common topology, much in the same way as how the level set topologies are enumerated. Unlike point samples, each ray effectively represents an infinite number of point samples (in one direction), and hence a relatively small number of rays are needed.

As our reconstruction algorithm is mostly interested in material interfaces at offsets close to zero, we shoot rays in a radial pattern from the origin of the offset space (see insert). Accounting for the one redundant dimension of the offset space, the rays all lie in hyperplane orthogonal to the 1-vector \( \{1, \ldots, 1\} \). To create a pseudo-uniform distribution, we form rays...
connecting the origin with points on a regular lattice in that hyperplane centered at the origin with \((2b + 1)\) points on each of its side, where \(b\) is a user-specified small integer. This creates up to \((2b + 1)^n - 1\) rays. In our tests, we found that \(b = 1\) offers a reasonable sampling of topologies while keeping the overall execution time low even for large \(n\) (e.g., 6-8).

Intersecting a ray with the critical complex can be implemented easily and executed efficiently (i.e., in polynomial time). We start by computing the intersection between a parametric equation of the ray and a hyperplane of the active complex defined by Equation 2.3, which involves solving a linear equation with one variable and checking the solution against a set of linear inequalities. The intersecting offset, if found, is further checked for criticality using the link-based criteria described earlier, which operates in the local neighborhood of a vertex in the input complex \(C\). Repeating these computations for all hyperplanes and sorting the resulting critical offsets produces the desired intervals. The total complexity of the algorithm is \(O(H \log H + L \cdot n \cdot H)\) where \(L\) is the maximum number of cells in the link of a vertex and \(H = VC^2_n\) is the number of hyperplanes. For a fixed dimensionality of the input (3 in our case), this complexity is polynomial in both the number of vertices \((V)\) as well as in the number of labels \((n)\).

### 2.4 Reconstruction algorithm

We now describe our algorithm for reconstructing material interfaces from cross-section inputs. The input to our method consists of a collection of possibly non-parallel planes in 3D, each partitioned into labeled regions by a network of curves. Without additional input,
our algorithm produces a geometrically valid material interface that interpolates the curve networks.

The user have the option to specify the desired topology of the subject. For complex subjects made up of many labels (e.g., Figures 2.1, 2.8, 2.9), the user may not have the knowledge of the precise topology of all labels. Also, the topology of some labels may not matter in downstream applications. To be able to handle these practical situations, we let the user choose any (possibly empty) subset of the labels whose topology need to be constrained. For each constrained label, the user specifies the desired number of connected surface components that bound that label as well as the genus for each component. Note that a connected 3D region with an interior cavity (“bubble”) counts as two separate surface components.

Our algorithm adopts the classical divide-and-conquer paradigm for cross-section-based reconstruction. We consider the partitioning of the 3D space into convex polyhedral cells by the input planes (known as the arrangement in computational geometry). The reconstruction problem is reduced to creating a surface within each cell that interpolates the curves on the boundary of the cell. What differentiates our algorithm from the majority of existing methods is that we create not one, but a collection of surfaces within each cell that differ in topology. These surfaces give rise to a space of topologically different overall reconstructions, among which one that matches the user-specified topology is chosen. Our method proceeds in two stages, which are illustrated on a simple example in Figure 2.6:

1. **Enumeration:** For each cell of the arrangement, compute a set of topologically distinct material interfaces that all interpolate the curve network on the cell’s boundary. Assign a score to each material interface that measures its likelihood. (Figure 2.6 (b), Section 2.4.1)
2. **Selection:** Select one material interface per cell so that the overall reconstruction matches the user-given topology constraints while the sum of the scores is maximized. (Figure 2.6 (c), Section 2.4.2)

Our method generalizes the same two-stage framework of Zou et al. [166] from closed, manifold surfaces to multi-labeled material interfaces. Besides using the newly developed interface sets for topology enumeration (Section 2.3), we made several extensions in their framework to address the challenges associated with multiple labels. In the enumeration stage, Zou designed a scalar *indicator* function whose level sets interpolate the curve loops on the cell’s boundary. We extend it to a vector function whose interface sets interpolate the boundary curve networks. In the selection stage, Zou uses a region-growing dynamic programming algorithm, which we extend to simultaneously track the topology of multiple labels.

We next detail the two stages while highlighting our extensions over Zou’s work. The result of these two stages is a topologically correct reconstruction made up of interface sets within the arrangement cells. Since our interface sets are defined on the dual of a tetrahedral complex, they have jagged appearances. We improve the geometry of the reconstruction in a post-process using the method in [94] which creates a refined and fair material interface that still interpolates the input curve networks.

### 2.4.1 Enumeration

We consider a polyhedral cell $\Omega$ in the arrangement whose boundary $\partial \Omega$ is partitioned by a curve network $U$ into regions with up to $n$ labels. To enumerate material interfaces within $\Omega$, we define a vector function $\vec{f}$ over $\Omega$ and use the techniques developed in the previous section to sample topologically distinct interface sets of $\vec{f}$.
The function $\vec{f}$, as well as the range of the offsets, need to be carefully chosen so that the interface sets interpolate $U$. In addition, the interface sets should depict a natural extension of $U$ into the interior of $\Omega$. In the special case of two labels (outside/inside), Zou et al. [166] defines a harmonic indicator function that evaluates to 1 (resp. 0) at any point on $\partial\Omega$ that is labeled outside (resp. inside). Harmonic function offers a natural interpolation of the boundary values. This particular function also has the desirable property that any level set at a level in the range $(0, 1)$ interpolates $U$ on $\partial\Omega$.  

Extending Zou’s scalar function to $n > 2$ labels, we define a vector indicator function $\vec{f} = \{f_1, \ldots, f_n\}$ such that each $f_i$ is a harmonic function and, for any point $\vec{x}$ on $\partial\Omega$, $f_i(\vec{x}) = 1$ if $\vec{x}$ has label $i$ and $f_i(\vec{x}) = 0$ otherwise. It is easy to verify that the interface set of $\vec{f}$ interpolates the curve network $U$ at an offset $\vec{c} = \{c_1, \ldots, c_n\}$ where each $c_i$ lies in the range $[0, 1)$. Figure 2.5 (a) is an example of such a function in a triangulated 2D cell. As seen in Figure 2.5 (e), interface sets at different offset vectors within the $[0, 1)$ range (which projects to the center hexagonal region in Figure 2.5 (d)) touch the cell’s boundary at the same locations.

We compute $\vec{f}$ and enumerate its interface sets on a tetrahedralization of $\Omega$. To ensure consistence among neighboring cells, tetrahedral meshing is performed once over the entire 3D domain, constrained by the planes as well as vertices and edges of the curve networks (we use Tetgen [137]). The harmonic functions are computed on the edge graph of the tetrahedral mesh inside $\Omega$, as in [166], which results in a vector $\vec{f}_v$ associated with each vertex $v$. We then invoke the ray-sampling algorithm to compute intervals of offsets within the range $[0, 1)$. For each interval that does not contain the zero offset, we extract the interface set at the offset vector in the midpoint of that interval.
We also extend the scoring method in [166] to assess the likelihood of an interface set. The key idea is to treat each harmonic function $f_i$ as the probability distribution of label $i$. Given an offset vector $\vec{c}$, which gives rise to the labeling $Labels(\vec{c}, \vec{x})$ for any point $\vec{x} \in \Omega$, we consider the joint probability of all labeled points,

$$h(\vec{c}) = \sum_v w(v) \log(f_{v,Labels(\vec{c},v)})$$  \hspace{1cm} (2.4)

where the summation is over all interior vertices $v$ in the tetrahedralization of $\Omega$, and $w(v)$ measures the total volume of the tetrahedra incident on $v$.

Note that many interface sets may have the same topology. This can be caused by the same pocket in the offset space being sampled by multiple rays or even multiple times by the same ray. Also, different pockets may correspond to the same interface set topology. For each distinct topology (in terms of the number of connected components and genus for each label), we keep only the interface set with the highest score and remove the rest.

### 2.4.2 Selection

We first briefly review the combinatorial optimization method of Zou et al. [166]. In the context of two-labeled modeling, their algorithm aims to find a closed surface with a user-specified genus from enumerated topologies within each cell. The algorithm is optimal, in that the output is guaranteed to have the highest total score among all possible combinations of cell topologies that match the target genus. The basic idea is to grow a known volume (KV), which is a union of a subset of the cells, while keeping track of the top-scored solution (i.e., a choice of topology per cell) for each possible surface topology within the KV. The KV is grown by merging with one adjacent cell at a time. Each merging computes the solutions of the new KV from those in the old KV as well as the enumerated topologies in the merged
cell. When the KV is grown to the entire domain, the algorithm outputs the top-scored solution that matches the target genus.

We present a simple extension of the algorithm to handle multiple labels. In a nutshell, we treat the problem of creating a $n$-labeled material interface as creating $n$ overlapping closed surfaces. We encode the curve network as a set of overlapping closed loops, in which each input curve segment is duplicated (see insert). Accordingly, we encode the topology of an interface set in a cell as the topology of a collection of manifold surfaces whose boundaries are these loops. Feeding this representation into Zou’s algorithm allows simultaneous tracking of the topology of all labels as the KV is grown.

Although optimal, the algorithm can have a high complexity due to the possibly large number of topologies being tracked, which may grow significantly with the number of labels. We adopt three strategies to curb the space of topologies. The first two strategies follow those in [166], while the last one is unique to our multi-labeled context. First, we remove any interface set from the enumeration stage if its topology is deemed too complex, such as containing some surface with non-zero genus in the cell. Second, we remove any intermediate solutions during KV growing that already have higher genus or number of components than the given topology constraints. Third, if the user only constrains a subset of the labels, we only keep intermediate solutions that differ in the topology of those constrained labels. This last strategy effectively makes the complexity of the algorithm depend only on the number of constrained labels.
2.5 User interaction

Besides specifying topological constraints, we offer two ways for a user to interact with our algorithm and refine the solution. First, our method produces a ranked list of possible topologies within each cell (see Section 2.4.1). The user can browse through the list and pick any favorable topology. The user-selected topology will be treated as hard constraint during optimization. This interaction can be useful when the algorithm creates a solution that meets the topological constraints but exhibits undesirable local connectivity. For example, given the input in Figure 2.7 (a), the automatic solution under genus-0 constraint for the red label places the branching of the red label in the upper cell (c). The user decides that the branching should take place in the lower cell, and she selects the corresponding topology from our ranked list in that cell (d, left). Incorporating this information, our algorithm then produces another genus-0 solution with the desired branching location (d, right).

To deal with the case that the desired topology is not found in the computed list, we developed a sketching tool whereby the user can create arbitrarily complex topologies within a cell. As
shown in Figure 2.7 (e, left), the user is presented with a cutaway view of the cell on a plane that she can manipulate, and she can scribble on that plane where a particular label should be present. The labeled scribbles are incorporated by our algorithm to update the vector function in that cell, by treating the scribble points as fixed label constraints (similar to points on the cell boundary). A new set of interface set topologies are then enumerated (the top-scored one is shown in (e, middle)) and used for optimization (e, right). Sketching can be particularly useful when our algorithm fails to find a solution satisfying the topological constraints, due to the limited set of topologies explored by the algorithm.

2.6 Results

We test our algorithm and tool on several non-trivial biological examples. These examples contain a large number of labels (6 or more) that interact with each other in complex ways. Two of the examples (mouse brain and liver) are also demonstrated in the accompanying video.

In the mouse brain example in Figure 2.1, reconstruction without any topology constraints leads to errors (e.g., extraneous components and tunnels) in 3 of the 7 labels (b1-e1). Constraining the topology of these labels results in a satisfactory solution and no new topological errors were introduced to the un-constrained labels (b2-e2).

A more complex scenario is shown on a liver example in Figure 2.8. Unconstrained reconstruction produces several obvious errors, including two extra components for the green label and an extra tunnel for the outside label (see arrows in (b)). Based on prior knowledge, we also know that the turquoise label should form a “shell” that wraps around the blue and purple labels. In the unconstrained reconstruction, however, both blue and red labels are exposed to the outside, and together they create a tunnel for the turquoise label (see the dotted line in
Figure 2.7: User interactions: a 4-labeled input (a) and reconstructions without topological constraints (b), with genus-0 constraint on the red label (c), after the user picks a different topology in one of the cells (d), and after the user adds scribbles in that cell (e). All reconstructions are shown in cutaway views as their exterior shapes are similar to that in (b).

After running our algorithm with topology constraints on green, turquoise and outside labels, a new error occurs for the unconstrained blue label - it breaks into two components (see arrows in the insert of (c)). A topologically correct reconstruction is created after adding constraints for both blue and red labels (d). Finally, we added scribbles in two cells to create a more natural branching structure for the green label while keeping the same topological constraints (e) (the same effect can be achieved if we select an alternative topology in one of the cells and scribble in the other cell; see the accompanying video).
Figure 2.8: The Liver data set (a) and reconstructions without topological constraints (b), with some (c) and more (d) constraints, and after applying scribbles (e). Cutaway views are shown in the inserts, and the legends report the per-component genus for each label (constrained genus are in red). Arrows point to topological issues, where the solution does not meet users expectation. See detailed explanations in Section 2.5.

Lastly, we demonstrate our algorithm on a chicken heart data set made up of 13 parallel slices containing 8 labels. As shown in Figure 2.9 (a), this input is particularly challenging as some labels (e.g., light-green) weave through others. Without topological constraints, the reconstruction contains numerous errors, which are all resolved after adding constraints on 5 labels. Figure 2.9 (d) examines two of these labels, showing the removal of an extra tunnel for the orange label (d1-d3) and the connection of two components for the light-green label (d4-d6) as a result of adding the constraints.
2.6.1 Performance

The performance of our method depends on many aspects of the input. Besides the number of labels, slices and constraints, the amount of topological ambiguity (as manifested by the number of enumerated topologies) within each cell can also significantly affect the performance. The examples in the paper (Figures 2.1, 2.8, 2.9) exhibit a range of characteristics along these axes, as shown in Table 2.1.

Table 2.1 reports the timings of the two stages of our algorithm on these examples. Our tool was implemented in C++ and run on a MacBook Pro with 2.5 GHz Intel Core i7 and 16GB RAM. The first stage, topology enumeration, is by far the most time-consuming stage. In practice, we run this stage only once and invoke the selection stage repeatedly to optimize for different topological constraints. The only exception is that, after a sketching interaction is performed in one of the cells, the enumeration needs to be re-run for that cell. Timing of the enumeration stage is in fact dominated not by ray-shooting, but by processing the
intervals returned by ray-shooting (e.g., extracting interface sets, computing their genus and connected components, and scoring). Timing of the selection stage is sensitive to the number of topologies enumerated in each cell.

<table>
<thead>
<tr>
<th>#Slices</th>
<th>#Labels (const.)</th>
<th>#Tets. per cell</th>
<th>Max #Topo. per cell</th>
<th>Stage 1 time</th>
<th>Stage 2 time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig 2.1</td>
<td>6</td>
<td>7(3)</td>
<td>91793</td>
<td>8</td>
<td>259s</td>
</tr>
<tr>
<td>Fig 2.8</td>
<td>5</td>
<td>6(5)</td>
<td>69819</td>
<td>18</td>
<td>212s</td>
</tr>
<tr>
<td>Fig 2.9</td>
<td>13</td>
<td>8(5)</td>
<td>188401</td>
<td>89</td>
<td>2702s</td>
</tr>
</tbody>
</table>

Table 2.1: Running time of the two stages of our algorithm on the mouse brain (Fig 2.1), liver (Fig 2.8), and chicken heart (Fig 2.9). Also showing the number of constrained labels, number of tetrahedra, and maximum number of per-cell topologies.

### 2.7 Conclusion and discussion

We introduce an algorithm for reconstructing multi-labeled material interfaces that allows the user to explicitly prescribe the topology of individual labels. Our key contribution is defining a novel space of material interfaces (as interface sets) that has a rich variety of topologies and allows for systematic exploration. Combined with interactive tools, our method was shown to be effective on non-trivial real-world data in the form of cross-sectional slices.

### 2.7.1 Limitations

Our method uses a number of approximating schemes to tame the complexity of topology enumeration, including using piecewise constant interpolation and ray-sampling. As a result, some topologies could be missed. We would like to explore the practicality of a complete construction of the pockets in the offset space in the piecewise linear setting, perhaps limited to a small region around the origin of the offset space (i.e., the zero offset vector). Extensions
of topology filtering methods [68, 63] from scalar functions to vector functions could also be
useful for removing small pockets prior to the construction, therefore improving the efficiency.

While our current work focuses on optimizing topology, the geometry of our reconstruction
can be further improved in a number of ways. As in [166], if an underlying image volume is
available, one can create a reconstruction that is aligned to intensity edges in the volume
by replacing the harmonic function in each cell with image-based random-walk probabilities.
Some other ideas include using more sophisticated scoring function of interface set topologies
that favor smoother geometry, and higher-order harmonic functions to improve the continuity
of surface across cell boundaries.
Chapter 3

Repairing Inconsistent Curve Networks on Non-parallel Cross-sections

3.1 Introduction

One of the primary applications of surface reconstruction from cross-section curves is in interactive image segmentation, particularly for 3D volumes that arise from biomedical imaging (e.g., MRI or CT scans). In a typical session, an expert user would delineate boundaries of a region of interest (e.g., an organ) on selected 2D slices of the 3D volume, and the computer would reconstruct a surface that interpolates those cross-sectional curves. Even with the advances in automatic segmentation methods, interactive segmentation remains a standard practice since it is difficult for existing automated methods to perform accurately and consistently on real-world imaging data.
The majority of reconstruction algorithms are specialized for parallel cross-sections, in part due to the natural choice of axial planes of 3D volumes for boundary delineation. A key limitation of using parallel slices, however, is the restriction of the slice orientation. Allowing a user to choose planes whose orientations are adapted to the 3D shape has the potential to lower the number of planes needed to segment the shape, and thereby reducing human delineation time. This hypothesis has motivated the development of several reconstruction algorithms that are capable of handling arbitrarily oriented cross-sections [28, 94, 15, 18, 70, 166, 71, 77]. Some of these algorithms are further capable of reconstructing material interfaces given multi-labelled slices [94, 15, 18, 77].

Despite the availability of these algorithms for surfacing non-parallel slices, a critical but overlooked challenge in deploying these algorithms in practice is making sure that the input slices to these algorithms are consistent. A set of slices is said to be consistent if, for any two slices that intersect at a line $l$, the labelling induced by the curve networks on each slice agrees on $l$ (see Figure 3.1). The majority of surfacing algorithms require a consistent input. Unfortunately, many applications that produce slices for surfacing do not guarantee consistency among the slices. For example, in most off-the-shelf software for interactive 3D volume segmentation, an expert delineates boundaries on each slice independently, and there is no mechanism in the software to enforce consistency among what the expert draws on intersecting slices.

For inputs consisting of only few slices with simple shapes (such as the one in Figure 3.1), manual corrections may be possible to restore the consistency. However, the task can become intractable even for modest size data sets (see Figures 3.6, 3.8, 3.10). We therefore propose an algorithm to automatically restore consistency. Our algorithm fills the gap between real-world data (which are often inconsistent) and existing surfacing algorithms (which typically require consistency), hence allowing these algorithms to be more easily adopted in practice.
**Problem statement** Restoring label consistency can be stated as a constrained curve deformation problem. We are given a set of planes, each divided by a curve network into regions equipped with labels $1, \ldots, n$ ($n \geq 2$). We wish to deform the curve network on each plane in a minimal way to guarantee that the labels on any pair of intersecting planes are consistent along their intersection line (Figure 3.1).

![Figure 3.1: Curve networks on two intersecting planes (p1,p2) with inconsistent (left) and consistent (right) labeling. The pictures at the bottom show the labeling on each plane as well as the labeling from the other plane on the intersection line (l).](image)

**Contributions** We present the first algorithm for restoring consistency to non-parallel cross-sections. Our algorithm would allow surfacing algorithm for non-parallel cross-sections to be able to process a much wider range of inputs that are often generated by practical applications. Technically, we make two main contributions:

1. We formulate restoration of label consistency as a constrained non-linear optimization problem using a multi-labelled implicit representation.
2. We propose a novel solution strategy of this challenging optimization problem. The solution is shown to be efficient and effective on real world data sets.

3.2 Relate work

We briefly review the work of curve deformations that is related to ours. And please refer to Sec 1.1 for a review of reconstruction from cross-sections.

**Geometric deformations** Deformation of geometry, being 2D curves or 3D surfaces, is a major research topic in computer graphics and related domains. Broadly speaking, deformation methods can be classified into explicit or implicit ones based on how the deformation is represented. *Explicit* methods either deform the geometry itself, by computing displacements of points on the geometry [32], or deform the embedding space around the geometry, using some control structure such as lattices [131], cages [82], skeletons [98], and points [126]. On the other hand, *implicit* methods represent the geometry as the level set of an implicit function in 2D (for curves) or 3D (for surfaces) and indirectly deform the curve by modifying the values of the functions [24]. Implicit representations are particularly attractive for interactive editing due to the ease in manipulating the functions [25, 128, 129]. Other popular ways for manipulating the functions include interpolating between given functions (as in shape metamorphosis [78, 44, 37, 150]), associating the function with a particle system [47], evolving the function with a user-specified speed function (as in the powerful level-sets method [132, 145]), and interpolating functional or positional constraints using a variational framework [148, 84, 70, 160].

Deformation methods aim at fulfilling well-defined objectives specified by the user or by the application. Examples of such objectives are handles or sketches (as in interactive editing), a target shape (as in shape metamorphosis or registration), or intensity features in an image.
(as in image segmentation). We are not aware of any deformation method that is designed for consistency objectives like those in our problem. Our method falls into the class of variational implicit methods [148, 84, 70, 160]. Unlike existing methods that formulate deterministic constraints as simple equalities or inequalities, our method uses additional integer variables to encode the uncertainty of labelling along intersection lines, which results in a more challenging optimization problem.

3.3 Problem formulation

A perhaps tempting strategy for restoring consistency is to directly deform the input curve networks. Such strategy would find some minimum-energy displacement of the curve vertices constrained by the requirement that, for any two slices intersecting at line \( l \), the curve networks on both slices should intersect with \( l \) at the same set of locations. However, formulating such constraint is difficult, since we do not know the number or the location of these intersection points on \( l \). Furthermore, the topology of the curve networks remains fixed in this strategy, which reduces the flexibility of the deformation.

We adopt a different strategy that makes it easy to formulate the consistency constraints and also permits topological changes of the curve networks. The curve network on each plane is implicitly represented by functions over the plane, and curve deformation is indirectly achieved by modifying the functions. In this representation, consistency among slices can be formulated by linear inequality constraints along the intersection lines after introducing additional integer variables (i.e., the labels of vertices on the intersection lines). By expressing the amount of curve deformation as an energy term on the functions, we can cast the task of restoring consistency as a constrained mixed-integer optimization problem.
We first discuss the implicit representation of curve networks on each plane in Section 3.3.1. After introducing our deformation energy using this representation in Section 3.3.2, we present our optimization formulation in Section 3.3.3.

### 3.3.1 Implicit representation

Curves that partition the plane into two labels can be implicitly represented as the level set of a scalar function. To represent a curve network that partitions the plane into \( n > 2 \) labels, we consider a commonly used implicit representation that utilizes a vector function \([97, 60, 160, 77]\). We first briefly review such representation, and then discuss our choice of the initial vector function and how it is discretized on input cross-sections.

**Implicit representation** To represent an \( n \)-labelled domain, we consider a vector function \( \vec{f}(\vec{x}) = \{f_1(\vec{x}), \ldots, f_n(\vec{x})\} \) where each \( f_i \) is a continuous scalar function and \( \vec{x} \) is a point in the domain. The value of \( f_i(\vec{x}) \) can be intuitively understood as the “strength” of label \( i \) at \( \vec{x} \). We assign each point \( \vec{x} \) the label that has the maximal strength,

\[
\text{Label}(\vec{x}) = \arg \max_{i=1,\ldots,n} f_i(\vec{x}). \tag{3.1}
\]

We are interested in the boundary between regions of different labels, known as the *interface set* \([77]\). More precisely, \( \vec{x} \) is on the interface set if \( \text{Label}(\vec{x}) \) contains more than one label. Interface sets are natural generalizations of level sets, since the interface set for \( n = 2 \) labels are equivalent to the level set of some scalar function \([77]\). For \( n > 2 \) labels, an interface set in the 2D domain can be made up of curve segments meeting at non-manifold junctions (where three or more labelled regions meet).

**Initial vector function** We seek a vector function \( \vec{f} \) whose interface set reproduces an input curve network. This is equivalent to asking that the labelling defined by \( \vec{f} \) (Equation

43
Figure 3.2: Vector function $\vec{f} = \{f_1, f_2, f_3\}$ defined as signed distance functions over a three-labelled 1D domain. Note that the difference function $f_2 - f_3$ (magenta dotted graph) is a distance-like function locally at the interface between labels 2 and 3.

3.1) coincides with the labelling of regions partitioned by the network. Our definition of $\vec{f}$ is based on signed distance functions. Specifically, consider a point $\vec{x}$ lying inside a region with input label $i$. We set $f_j(\vec{x})$ to be positive only if $j = i$ and negative for all other labels $j$. The magnitude of $f_j(\vec{x})$ is set as the Euclidean distance from $\vec{x}$ to the nearest curves that bound regions with label $j$. If label $j$ is absent from the plane, we set $f_j(\vec{x}) = -\infty$. It is easy to see that this definition of $\vec{f}$ ensures that $\text{Label}(\vec{x}) = i$. Figure 3.2 illustrates the vector function over a three-labelled 1D domain.

While one could define the vector function in more sophisticated ways (e.g., using higher degree polynomials [160]), we chose signed distance functions not only due to its simplicity but also because of the convenience it offers for formulating the deformation energy (Section 3.3.2). A key observation is that a Euclidean distance function has a constant gradient magnitude, hence a small change to the function values leads to a bounded spatial displacement of its level set. Also, adding a constant function to a distance function leads to level sets with
Figure 3.3: Overview of our algorithm. Each input slice (a) is first triangulated (b), and a vector function is computed per slice to reproduce the input labels (c). Then functions on all slices are optimized together to enforce label consistency while minimizing deformations (d). Finally, the output curve networks are extracted as the interface sets of the optimized functions (e).

similar shapes (i.e., offset curves). As a result, the magnitude and variation of the change to a distance function correlates with the amount of deformation of the level set. This is not true for general smooth functions. Note that the interface set between two labels $i, j$ coincides with the zero-level set of their difference function, $f_i - f_j$. In our signed-distance-based definition of $\vec{f}$ above, $f_i - f_j$ is similar to a signed distance function (with a constant gradient magnitude of 2) in the vicinity of the interface set between labels $i$ and $j$ (see Figure 3.2). As a result, we can approximately measure the deformation of the interface set between labels $i, j$ by the magnitude and variation in the change to the difference function $f_i - f_j$, as we shall elaborate in Section 3.3.2.

**Discretization** We use piecewise linear vector functions encoded by values on vertices of a triangulation. A cross-section plane is discretized by a constrained Delaunay triangulation
where the constrained set includes edges and vertices of the curve network as well as the intersection lines with other planes. For consistency between cross-sections, all planes that share one intersection line \( l \) use a common set of vertices and edges on that line. This set is created by first uniformly sampling \( l \) and then adding new vertices where \( l \) intersects with the curve networks or with other intersection lines (e.g., where three or more planes meet at a point). The sampling density along \( l \) is chosen to be sufficiently high to capture the inconsistency among the planes. We then use Shewchuk’s Triangle package [136] to compute the triangulation. Figure 3.3 (b) shows the triangulation of the two slices on the left of Figure 3.1.

After triangulation, we compute a vector \( \vec{f}(v) = \{f_1(v), \ldots, f_n(v)\} \) at each vertex \( v \) as defined above. To obtain the region label at each vertex, and assuming that each input curve is equipped with labels on its two sides, we use a flooding process over the triangulation to obtain the labels of vertices that are not on the curve network. To avoid numerical difficulties, for each vertex \( v \) on the input curve network that bounds regions with labels \( \Phi \subseteq \{1, \ldots, n\} \), we assign \( v \) the label with the lowest index in \( \Phi \) and set the magnitude \( \|f_i(v)\| \) for all \( i \in \Phi \) to be a small positive constant \( \epsilon \). Figure 3.3 (c) visualizes, for each slice in (b), the three scalar functions corresponding to the three labels.

**Interface set reconstruction** Given the initial vector functions, the core of our method (Section 3.4) is an optimization process that modifies these functions to ensure label consistency between slices. After optimization, we need to extract the interface set of the modified vector function on each slice as the output curve network. To do so, we use a dual scheme akin to that in previous works [60] but over a triangulation. We create two types of points on the output curve network, either on triangle edges (called edge points) or inside triangle faces (called face points). For each triangle edge between two vertices with different labels \( i, j \), we locate the edge point as the zero-crossing of the function \( f_i - f_j \) along that edge. For each
triangle whose vertices do not have a common label, we locate the face point as the centroid of the edge points. Finally, to create the network, we connect each face point inside a triangle to the edge points on the triangle’s edges. To produce smoother results while conforming to vertex labelling, we fair the curve networks using the non-shrinking centroid-averaging scheme of Taubin [142] while constraining each edge (resp. face) point to lie on the respective triangle edge (resp. face). Figure 3.3 (e) shows the interface sets from the modified functions in (d).

### 3.3.2 Deformation energy

While there are many ways to modify the input to achieve consistency, we are looking for a way that best preserves both the location and shape of the curve networks. As mentioned earlier, our implicit representation makes it possible to capture the amount of curve deformation by the magnitude and variation in the changes to (the difference of) the implicit functions.

Consider an initial vector function $\vec{f}$ in any domain, and let the modified function be $\vec{f} + \vec{g}$ where $\vec{g}$ is another vector function. In the continuous setting, our deformation energy has the integral form

$$E(\vec{g}) = \int \lambda \sum_{i \in R} \|g_i(\vec{x})\|^2 + \sum_{i,j \in R} \|\nabla (g_i(\vec{x}) - g_j(\vec{x}))\|^2 d\vec{x}$$

where $R \in \{1, \ldots, n\}$ is the set of labels where $f_i \neq -\infty$ for any $i \in R$. The first term inside the integral measures the magnitude of the change to each scalar function, and the second term measures the variation (as Dirichlet energy) of the change to the difference between scalar functions. The two terms are balanced by a user-specified constant $\lambda$. Note that penalizing the first term has the indirect effect of penalizing the change to the difference
between scalar functions, but this term additionally acts as a regularizer to prevent spurious solutions of $\vec{g}$ that differ by a constant function.

For a piecewise linear vector function $\vec{g}$ over a triangulation of the plane, the integral energy in Equation 3.2 can be equivalently expressed in the following matrix form

$$E(\vec{g}) = \vec{g}^T M \vec{g}$$

(3.3)

where $\vec{g}$ is a flattened list of values $g_i(v)$ for all vertices $v$ in the triangulation and labels $i \in R$. The matrix $M$ encodes the geometric structure of the triangulation and can be derived from Equation 3.2 using integrals of barycentric coordinates over triangles. Specifically, let $M_{a,b}$ denote the $|R| \times |R|$ submatrix whose top-left position in $M$ is $\{(a-1)|R| + 1, (b-1)|R| + 1\}$. The submatrix is non-zero only if the $a$-th and $b$-th vertices share a triangle edge, in which case it has the form

$$M_{a,b} = \begin{cases} 
\lambda \sum_{t \in T_a} \sigma_t I_{|R|} + \sum_{c \in V_a} \omega_{a,c} H_{|R|}, & \text{if } a = b \\
\frac{\lambda}{2} \sum_{t \in T_{a,b}} \sigma_t I_{|R|} - \omega_{a,b} H_{|R|}, & \text{if } a \neq b 
\end{cases}$$

(3.4)

where $T_a, V_a$ are the list of triangles and vertices in the 1-ring neighborhood of the $a$-th vertex, $T_{a,b}$ is the list of triangles containing both the $a$-th and $b$-th vertices, $\sigma_t$ is the area of triangle $t$, $\omega_{a,b}$ is the cotangent weights [117] for the edge between the $a$-th and $b$-th vertices, $I_m$ is the identify matrix of size $m$, and $H_m$ is the Laplacian matrix of a complete graph with $m$ nodes.

3.3.3 Optimization formulation

We wish to modify the implicit functions on all planes to achieve two goals. First, any vertex $v$ shared by multiple planes should have the same label on those planes. That is, on each of those planes, the corresponding scalar function of that label should be no smaller than the
function of any other label at \( v \). Second, the sum of the deformation energy (\( E \) in Equation 3.3) over all planes should be minimized. Hence we have an optimization problem with a quadratic objective function (the second goal) and linear inequality constraints (the first goal). Note that formulating the inequality constraints requires the knowledge of the final label of each vertex on the intersection lines between slices. As a result, we formulate a mixed integer problem that solves for both function values at all vertices (which are real-valued) and labels at those vertices on intersection lines (which are integers).

We now detail the formulation, starting with some notations. Let \( P \) be the set of triangulated planes and \( \vec{f}^p \) be the initial vector function on each plane \( p \in P \). Let \( I \) be the set of all vertices on the intersection lines between planes, and denote by \( P_v \) the planes on which \( v \) lies. Note that we need to store at a vertex \( v \in I \) multiple vectors \( \vec{f}^p(v) \), one for each plane \( p \in P_v \). Since not all labels are present on every plane, we denote by \( R_p \) the set of labels present on the plane \( p \) and \( R_v \) the set of labels present on all planes \( p \in P_v \). In the example of Figure 3.3, the input planes are \( P = \{p_1, p_2\} \), and \( P_v = P \) for any vertex \( v \) on the intersection line. As both planes contain three labels, we have \( R_{p_1} = R_{p_2} = R_v = \{1, 2, 3\} \).

We solve for the change in the vector function \( \vec{f}^p \) on each plane \( p \), denoted by the vector function \( \vec{g}^p \) (see Figure 3.3 (c,d)), as well as one integer label \( L(v) \in R_v \) at each vertex \( v \in I \). Rewriting \( \vec{g}^p \) as a flat list \( g_p \) that consists of \( g_i^p(v) \) for each vertex \( v \) on \( p \) and each label \( i \in R_p \), the optimization objectives are:

\[
\text{Minimize:} \quad \sum_{p \in P} g_p^T M_p g_p
\]  

(3.5)
Subject to: \[ g_p^L(v) + f_p^L(v) \geq g_i^p(v) + f_i^p(v) + \epsilon, \]
\[ \forall v \in I, p \in P_v, i \in R_p, i \neq L(v) \]  

(3.6)

This formulation minimizes the sum of deformation energy over all planes (Equation 3.5) while enforcing consistency of labelling over all vertices on the plane intersections (Equation 3.6). Here, \( M_p \) is the matrix used in Equation 3.3 over the triangulated plane \( p \).

As the number of vertices on all planes can be large (typically thousands), solving the optimization problem as formulated above can be prohibitively expensive. To reduce the problem size, we make two observations. First, the linear inequalities in (3.6) only involve function values at vertices on the intersection lines (\( I \)). Second, since the deformation energy is quadratic, the minimal energy after fixing the values at a subset of the vertices (e.g., \( I \)) can be expressed as a quadratic function of these values. As a result, we can re-formulate the optimization problem to solve for both function values and labels only at vertices in \( I \).

Specifically, let \( g_p = \{ g_{p,U}, g_{p,I} \} \), where \( g_{p,I} \) are values at vertices on the intersection lines between \( p \) and other planes, and \( g_{p,U} \) are values at the remaining vertices on \( p \). In this ordering, the matrix \( M_p \) has the form

\[
M_p = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix}
\]  

(3.7)

where \( A \) is a square matrix of size \( |g_{p,U}| \times |g_{p,U}| \). Let \( N_p = C - B^{-1}A^{-1}B \) (i.e., the Schur complement of the block \( A \) of matrix \( M_p \)), the minimal energy of (3.5) can be re-written using only variables on \( I \) as

\[
\text{Minimize: } \sum_{p \in P} g_{p,I}^T N_p g_{p,I} \]  

(3.8)
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Note that, unlike the sparse matrix $M_p$, $N_p$ is dense. However, we have observed in our experiments that the number of vertices on the intersections ($|I|$) are usually 1 to 2 orders of magnitude fewer than the total number of vertices, and hence using the objective of Equation 3.8 still yields a significant speed-up over the original form in Equation 3.5.

To summarize, the reduced formulation solves for values $\vec{g}_p(v)$ and labels $L(v)$ only for vertices $v \in I$, with the objective of (3.8) and constraints of (3.6).

### 3.4 Optimization

The optimization problem can be understood intuitively as searching for the minimum of a convex energy (Equation 3.8) over a set of disjoint polytopes in the solution space. To see this, consider a higher dimensional space $\mathcal{G}$ where each point $\mathbf{g} \in \mathcal{G}$ represents the vector of real variables over all planes, that is, $\mathbf{g} = \bigcup_{p \in P} \mathbf{g}_{p,I}$. Each set of labels $L(v)$ for all vertices $v \in I$ yields a set of linear inequalities in (3.6), which in turn defines a convex polytope of feasible region in $\mathcal{G}$. The goal is to find a label set $L$ such that the minimal energy within the corresponding polytope in $\mathcal{G}$ is smallest among all polytopes.

A standard trick to solve such problems is to cast it as a mixed-integer program (MIP). To do so, we first replace the integer variable $L(v)$ by an array of binary variables $m_i(v)$, one for each label $i \in R_v$, so that $m_i(v) = 1$ only if $i = L(v)$. Keeping the energy goal as in (3.8), an equivalent mixed-integer linear program (MILP) can be constructed by replacing the linear equalities in (3.6) with

\[
(1 - m_i(v))C + g^p_i(v) + f^p_i(v) \geq g^p_j(v) + f^p_j(v) + \epsilon,
\]

\[\forall v \in I, p \in P_v, i, j \in R_p, i \neq j,\]

(3.9)
where $C$ is a large constant, and by adding new constraints including $m_i(v) \geq 0$ for all $i$ and $\sum_{i \in R_v} m_i(v) = 1$. Alternatively, we can construct a mixed-integer non-linear program (MINLP) by replacing (3.9) with

$$m_i(v)(g_i^p(v) + f_i^p(v) - g_j^p(v) - f_j^p(v) - \epsilon) \geq 0,$$

$$\forall v \in I, p \in P_v, i, j \in R_p, i \neq j,$$

(3.10)

However, these MIP formulations have their own drawbacks. The large constant $C$ used in the MILP formulation may lead to weak linear programming relaxation and numerical issues, whereas the constraints in the MINLP formulation are non-convex. These limitations result in low efficiency in the solution process. When testing on our data sets, where the number of variables can be on the order of hundreds, we found that state-of-the-art MIP solvers (e.g., Gurobi) fail to return a solution even after running for hours.

We propose an efficient method for solving our optimization problem without converting it to MIP. The key observation is that, given a label set $L$, minimizing the energy within the polytope of $L$ is a quadratic programming (QP) problem, which can be solved much more efficiently than MIP. Using the QP as a building block, we follow a greedy strategy to search for the optimal label set. It starts with an initial labeling obtained from the signed distance functions along the intersection lines. It then incrementally changes the labelling, one vertex at a time, to decrease the QP energy. These two stages are detailed next.

### 3.4.1 Initial labels

A straight-forward scheme to initialize the label of a vertex $v$ on an intersection line is to average the signed distance vectors over all planes containing $v$ and take the label with
the maximum value in the averaged vector. Specifically, recall that $P_v$ is the set of planes containing $v$ and $R_v$ is the set of labels present on all these planes, this scheme initializes label $L(v)$ for all $v \in I$ as:

$$L(v) = \arg \max_{i \in R_v} \sum_{p \in P_v} f_i^p(v) / |P_v|.$$ (3.11)

This simple scheme, however, may produce “jumps” in the labels along an intersection line. In particular, the labelling along an intersection line $l$ between two planes $p_1, p_2$ may suddenly change at a vertex $v$ where $l$ meets another intersection line $l'$ between planes $p_1, p_3$. The jump is caused by the fact that $L(v)$ considers the function values on all three planes $p_1, p_2, p_3$ while the labels at the remaining vertices of $l$ consider function values on only two planes $p_1, p_2$.

To create a smoother set of labels, we proceed in two steps. In the first step, we use Equation 3.11 to determine labels at those vertices that lie on multiple intersection lines. We call these vertices junctions, denoted by $J$. In the second step, we modify the function along each intersection line to match the labels at the junctions while maintaining the smoothness of the original function. The modified functions are then used to obtain the labels of the non-junction vertices using the simple averaging scheme above.

Specifically, for the second step, we represent the change of the original function $\vec{f}^p$ along an intersection line $l$ on a plane $p$ as another vector function $\vec{h}^{p,l}$. Note that there will be one function $\vec{h}^{p,l}$ for each plane $p$ that contains $l$. We wish to find $\vec{h}^{p,l}$ such that the modified function $\vec{f}^p + \vec{h}^{p,l}$ along $l$ is as similar to $\vec{f}^p$ as possible while matching the label at each junction vertex on $l$. To measure similarity, we consider the same energy as Equation 3.2 but over a 1-dimensional line, which penalizes the integral of the squared magnitude and gradient of $\vec{h}^{p,l}$ along the line. Using this energy, we need to solve a quadratic program for each plane.
and intersection line \( l \). The variables are \( h_{i}^{p,l}(v) \) for each vertex \( v \in l \) (including junction vertices) and each label \( i \in R_{p} \) (labels present on \( p \)). The objective and constraints are:

\[
\text{Minimize:} \quad \mathbf{h}_{p,l}^{T} M_{l} \mathbf{h}_{p,l} \tag{3.12}
\]

\[
\text{Subject to:} \quad h_{p,l}^{p,l}(v) + f^{p}_{L(v)}(v) \geq h_{i}^{p,l}(v) + f^{p}_{i}(v) + \epsilon, \quad \forall v \in J \cap l, i \in R_{p}, i \neq L(v), \tag{3.13}
\]

where \( \mathbf{h}_{p,l} \) is a flattened list of \( h_{i}^{p,l}(v) \). Matrix \( M_{l} \) has a similar structure as \( M \) in Equation 3.3. Specifically, the \( |R_{p}| \times |R_{p}| \) submatrix of \( M_{l} \) whose top-left position is \( \{(a-1)|R_{p}|+1, (b-1)|R_{p}|+1\} \) is non-zero only if the \( a \)-th and \( b \)-th vertices share a common edge on \( l \). Let the edge between the \( a \)-th and \( b \)-th vertices be \( e \), each non-zero submatrix has the same form as Equation 3.4 except that now \( T_{a} \) is the list of edges sharing the \( a \)-th vertex, \( T_{a,b} = \{e\} \), \( \sigma_{t} \) is the length of edge \( t \), and \( \omega_{a,b} = 1/\sigma_{e} \).

After solving for \( \mathbf{h}_{p,l} \) for all planes \( p \) containing an intersection line \( l \), and denoting this set of planes by \( P_{l} \), we obtain the label for all non-junction vertices \( v \) on \( l \) by averaging functions over these planes:

\[
L(v) = \arg \max_{i \in R_{v}} \sum_{p \in P_{l}} \frac{(f^{p}_{i}(v) + h_{i}^{p,l}(v))}{|P_{l}|}. \tag{3.14}
\]

### 3.4.2 Updating labels

As mentioned before, fixing the vertex labels \( L \) reduces our optimization problem (3.8,3.6) to a quadratic program (QP). We consider the minimal energy of this QP as a function of \( L \), denoted by \( E(L) \). Starting from an initial label set \( L_{0} \), we will create a sequence of label sets \( L_{1}, L_{2}, \ldots \) such that \( E(L_{k+1}) < E(L_{k}) \) for \( k \geq 0 \).
Our approach is guided by the observation that $E(L_k)$ is always achieved by some point on the boundary of the polytope of $L_k$. To see this, observe that the convex energy $E$ has a unique local minimum in the solution space $G$ that corresponds to no change to the initial implicit functions. Assuming the input is inconsistent, the minimal-energy solution does not lie inside any feasible regions. As a result, the minimizer in the polytope of $L_k$ has to lie on one or more facets of the polytope. Intuitively, the polytopes that are “on the other side” of these facets are likely to have even lower energy. We therefore enumerate these polytopes and pick one with the lowest energy as our next label set $L_{k+1}$.

More specifically, each facet of the polytope of $L_k$ corresponds to an equality in the constraint set (3.6), or

$$g^p_{L_k(v)}(v) + f^p_{L_k(v)}(v) = g^p_i(v) + f^p_i(v) + \epsilon$$

for some vertex $v$, plane $p$, and label $i$. The polytope “on the other side” of this facet corresponds to values of $g^p_{L_k(v)}(v), g^p_i(v)$ that make the left-hand side smaller than the right-hand side. With $\epsilon$ being a small constant, the inequality would change the label of $v$ from $L_k(v)$ to $i$. This leads to the following simple algorithm. First, we identify all vertex-label pairs $\{v^*, i^*\}$ that satisfy the above equality on some plane. For each such pair, we create a new label set $L^*$ such that $L^*(v) = L(v)$ for all $v \neq v^*$ and $L^*(v^*) = i^*$, and then compute $E(L^*)$ by solving QP (3.8,3.6). We then choose the next label set $L_{k+1}$ to be the $L^*$ with minimal $E(L^*)$, if such minimal energy is smaller than $E(L_k)$. Otherwise, the process terminates and outputs $L_k$ as the solution.

The optimization process is illustrated in Figure 3.4 on the simple example from 3.1. Observe that the vertices whose labels change during the updates are located close to the interface set. In practice, we have observed that the initial labels obtained by our method are usually
fairly close to the final labels (see next section). As a result, iterative updates can converge quickly to a locally optimal solution.
Figure 3.4: Optimization process on the input in Figure 3.1 (left, plane p2), showing the labeling on the plane (as red, blue, gray colors) and interface set (green curves) in the input (a), after initializing the labels on the intersection lines (b) (see Section 4.1), and after the first (c) and final (d) iterations of label updates (see Section 4.2). Interface sets in previous steps are shown in white curves in subsequent steps in (b,c,d) for comparison, and locations where vertices change labels are indicated by arrows.
3.5 Experimental results

We test our algorithm on simple synthetic inputs as well as a few non-trivial examples describing anatomical structures. Our implementation uses Gurobi for solving the quadratic program (3.8, 3.6) given a fixed label set \( L \).

Choice of parameter We first evaluate the effect of the parameter \( \lambda \) in our deformation energy (Equation 3.2). Figure 3.5 shows the results of our method on the same input in Figure 3.1 (left) for different values of \( \lambda \). Observe that \( \lambda \) controls the trade off between two competing goals: maintaining the location of the input curves and preserving their shape. If the value is too large (e.g., \( \lambda = 100 \)), most of the input curve network is kept in place but at the cost of severe shape distortion around the intersection lines (highlighted by the boxes) to satisfy consistency. If the value is too small (e.g., \( \lambda = 0.0005 \)), our method will strive to maintain the overall shape of the curves but may produce a significant amount of scaling. Nevertheless, we found that there is a reasonably large range of values of \( \lambda \) (e.g., between 0.001 and 0.1) for which our method produces plausible results for our test examples. These parameters are reported in Table 3.1.

Complex examples We test our method on several non-trivial biological data sets containing multiple planes (5 or more) that intersect with each other in complex ways (Figures 3.6, 3.7, 3.8, 3.9, 3.10). All of the examples exhibit a large number of inconsistencies. In the case of multi-labelled data (Figures 3.8, 3.9, 3.10), observe that the interaction between multiple labels would make it very difficult to rectify manually while simultaneously preserving the shape of the input contour. Our method is capable of restoring consistency on all planes in each data. Note that in some cases the topology of the curve network changes in the output (Figure 3.8, plane p2, cyan region). The flexibility of allowing topological changes without additional effort is another benefit of using an implicit representation.
Figure 3.5: Results of our method (on input in Figure 3.1 left, showing plane p2) for different values of $\lambda$ in Equation 3.2. The labeling is shown as colored regions, and the input curve network is shown as gray curves for reference.

The output of our algorithm can be utilized by any existing method for surfacing non-parallel cross-sections. While the surfacing method of [18] can be applied to an inconsistent input, the surface often contains artifacts near inconsistency between the cross-sections. An example is shown in the bottom-left of Figure 3.6 using the inconsistent input in the top-left (the artifacts are highlighted). Applying the same surfacing method to the consistent cross-sections produced by our algorithm results in an artifact-free surface (Figure 3.6 bottom-right).

To make the solution process more efficient for these complex examples, we further simplify the problem size by reducing the set of vertices $I$ whose values and labels that we solve for in the optimization formulation (3.8, 3.6). We observed that vertices that change labels in the optimization process are either inconsistent to start with (i.e., having different labels on different planes in the input) or close to these inconsistent vertices on the intersection lines.
We therefore restrict the set $I$ to inconsistent vertices plus a fraction $\eta$ of all vertices on the intersection lines ranked in descending order by their distances to inconsistence vertices. We use $\eta = 0.1$ in all three examples. Theoretically, it is possible for some vertices that are on the intersection lines but excluded from $I$ to become inconsistent, since there are no label constraints imposed on these vertices. In this case, one could re-run the optimization again by including the newly inconsistent vertices in $I$, and repeat the process until no more inconsistency is present. However, we have not had any need to run optimization more than once on our data set.

**Performance** The core of our algorithm solves a non-linear constrained optimization problem which can also be formulated as a mixed integer program (MIP). Such problems are notoriously challenging to solve even using carefully engineered general solvers. For example, we tried to use Gurobi to solve the MILP formulation as described in Section 3.4, and it failed to converge even after hours of running on all our complex examples (even after we restrict the set $I$). Our proposed approach is made efficient by our careful choice of initialization which places the starting guess close to the final solution (Section 3.4.1), and leveraging the efficiency of solving smaller quadratic programs (QP) (Section 3.4.2).

To better understand the performance of our method, we divide our processing time into three stages: a preprocessing stage that discretizes the planes and prepares data structures for optimization, initialization of labels, and iterative updates of labels. The preprocessing stage is dominated by the matrix inverse operation for obtaining the coefficient matrix $N_p$ in the reduced energy objective (Equation 3.8). The inversion is done per plane $p$ and the complexity depends on both the total number of vertices on $p$ and the number of labels on that plane. The complexity of both the second and third stages depends on the size of the QP, which scales with the number of vertices and labels in the intersection set $I$, and the number of times QP is solved. For label initialization, QP is solved only twice per
| # Planes (Labels) | # Total vertices | $|I|$ | $\lambda$ | Pre-proc time | Initial time | Update time | Gurobi time |
|-------------------|-----------------|------|--------|--------------|-------------|-------------|-------------|
| Atrium            | 5 (2)           | 5740 | 109    | 0.01        | 0.6398      | 0.0258      | 0.448619    | 13.784      |
| Ferret Brain      | 10 (2)          | 13131| 300    | 0.01        | 3.1514      | 0.703       | 62.945      | -           |
| Liver (Fig 3.8)   | 5 (4)           | 8222 | 95     | 0.1         | 10.943      | 0.5324      | 13.4681     | -           |
| Liver (Fig 3.9)   | 6 (4)           | 20799| 125    | 0.005       | 60.7131     | 0.628       | 29.1373     | -           |
| Mouse Brain       | 6 (7)           | 14159| 168    | 0.025       | 127.661     | 2.394       | 291.436     | -           |

Table 3.1: Data size and running time for the examples in Figures 3.6, 3.7, 3.8, 3.9, 3.10, showing the number of planes, number of labels, total number of vertices in the triangulations, number of vertices in the reduced intersection set $I$, $\lambda$ value, and timing (in seconds) for each of the three stages of our method. (’-’ indicates the solver fails to return within 2 hours)

intersection line, one for each plane containing the line, and hence is usually very efficient. For label updates, QP needs to be solved for possibly many times depending on the number of iterations required to terminate and the number of vertices that need to be checked in each iteration.

We report the performance of the stages of our algorithm in Table 3.1. Our algorithm was implemented in C++ and runs on a laptop with 2.5 GHz Intel Core i7 and 16GB RAM. Overall, our method finishes within minutes for all examples. The dominating stage is updating labels, followed by the preprocessing stage.

**Optimality** To evaluate the optimality of our solution, we compare our results to those obtained by Gurobi using the MILP formulation. Since Gurobi fails to run on any of our complex examples, we design the following experiment. We take a subset of $k$ planes from the ferret brain data (Figure 3.7), for $k = 2, \ldots, 5$, and run both Gurobi (solving MILP) and our method (Sections 3.4.1,3.4.2) for each $k$. We stopped at $k = 5$, beyond which Gurobi could not return an answer after running for two hours. We report the energy of the solution found by both methods in Table 3.2, as well as the running time of each method. Observe that our method is able to achieve the same energy as the general MIP solver for all experiments, yet
in significantly less time. Also note that our label initialization stage achieves close-to-optimal
energy levels, which is an important factor for the fast convergence of our method.

| k | Initialization energy | Final energy | Gurobi energy | |I| | Our time | Gurobi time | |I| | Our time | Gurobi time |
|---|-----------------------|--------------|---------------|---|---|---|---|---|---|---|---|
| 2 | 16.97                 | 16.65        | 16.65         | 16 | 0.274 | 0.135 | 61 | 0.826 | 1.05 |
| 3 | 26.49                 | 24.95        | 24.95         | 32 | 0.354 | 0.421 | 121 | 1.253 | 11.28 |
| 4 | 26.46                 | 25.02        | 25.03         | 47 | 0.531 | 0.719 | 181 | 3.024 | 33.16 |
| 5 | 36.14                 | 29.55        | 29.55         | 93 | 1.471 | 25.26 | 430 | 33.218 | 619.91 |
| 6 | 53.03                 | 46.74        | 46.74         | 181 | 9.923 | 1011.8 | 951 | 342.426 | - |

Table 3.2: Comparing our optimization method and the MIP solver in Gurobi on a subset of
k planes in the ferret brain data, in terms of minimal energy and time (in seconds). Column
5, 6, 7 show the time on reduced set, and column 8, 9, 10 show the time on original set on
intersection lines.
Figure 3.6: The result (top-right) of repairing an inconsistent two-labelled Atrium data set (top-left, several inconsistencies are highlighted), and surfaces reconstructed from these two sets of slices using [18] (bottom; observe the artifacts in bottom-left).
Figure 3.7: The result (right) of repairing a two-labelled ferret brain data set that is highly inconsistent (left, one inconsistency is highlighted). The bottom pictures show the labeling on one of the planes (p) as well as labelling from other planes on intersection lines.
Figure 3.8: The result (right) of repairing a 4-labelled liver data set (left, two inconsistencies are highlighted), showing the labeling on two planes (p1,p2) at the bottom.
Figure 3.9: The result (right) of repairing another 4-labelled liver data set (left, two inconsistencies are highlighted), showing labelling on two planes (p1,p2) at the bottom.
Figure 3.10: Result (bottom) of repairing an inconsistent 7-labelled mouse brain set (top), showing the labeling on three planes (p1,p2,p3) and labeling on other planes along the intersection lines. A few inconsistencies are highlighted in black boxes.
3.6 Conclusion and discussion

In this paper, we consider the problem of solving label inconsistencies given contour networks on multi-labeled domains consisting of planar slices. We formulated the solution as a constrained optimization problem using an implicit representation where we carefully construct the energy function to preserve the shape of the contour while eliminating inconsistencies. We presented a targeted solver which exceeds the performance of tuned general solvers for this same problem. Our algorithm solves a critical step in the reconstruction pipeline from cross-sections, and it is our hope that this method will pave the way for existing surfacing algorithms to reach a wide spread use in the scientific, medical, and design communities.

Limitations and future work Our work can be improved and extended in several ways. First, the deformation energy used in our optimization formulation captures the distortion to the input curve network in terms of its location and tangents. However, it does not explicitly preserve the smoothness of, or any sharp features on, the input curves. Augmenting the energy with higher-order terms has the potential to more faithfully retain the curve shape. Second, while label consistency is sufficient for reconstructing a continuous surface, reconstructing a smooth surface places stronger requirement on the input curve network, such as the differential properties where curves on different planes intersect. The precise consistency condition for smooth reconstruction, and how to enforce them, invite further investigation. Lastly, we would like to explore strategies to further speed up the optimization process, so that it may be used within an interactive volume segmentation program to give immediate feedback to the user as she delineates the boundary curves.
Chapter 4

Variational Implicit Point Set Surfaces

4.1 Introduction

Constructing a curve or surface that interpolates or approximates a given set of 2D or 3D points is one of the fundamental problems in geometric modeling. A common representation of the reconstructed output is the zero-level set of some smooth implicit function. This representation naturally ensures a smooth and closed manifold. In addition, an implicit function enables a range of applications such as boolean operations and collision detection.

While extensively studied [17], implicit modeling from points remains a difficult problem. A fundamental challenge is that the constant zero function, although meaningless for reconstruction, perfectly meets our goal: the function is smooth and its zero-level set (which includes the entire space) interpolates any input points. A common approach to avoid this trivial solution is to introduce additional constraints, such as normals at the input points or additional spatial locations with inside/outside labels. If such constraints are not available as
part of the input or provided by the user, they will need to be inferred from the input data 
*prior to* reconstruction.

This two-stage paradigm - constraint estimation followed by reconstruction - has a number of 
drawbacks. The use of multiple disparate methods, each carrying its own set of parameters, 
makes parameter-tuning trickier and complicates the analysis (e.g., how the output changes 
with the input). More importantly, methods for constraint estimation are completely unaware 
of the quality of the reconstructed surface. Lacking any better guidance, current estimation 
methods (e.g., for normals) rely on local point neighborhoods, which are often unreliable 
when the points are sparse or non-uniformly distributed. Errors in constraint estimation, in 
turn, lead to poorly reconstructed surfaces (e.g., Figure 4.1 (e,f)).

We propose a direct definition of an implicit function from an un-oriented point set. Unlike 
the above-mentioned two-stage paradigm, our definition integrates constraint estimation 
and surface reconstruction within a single variational formulation. Specifically, *we seek a 
smooth implicit function whose zero-level set is close to the input points and whose gradient at 
each input point has unit magnitude*. The unit-gradient constraint avoids the trivial solution 
of zero but does not need to be estimated in a separate process. By a judicious choice of 
the smoothness energy [56], we show that our definition can be expressed as a standard 
constrained quadratic optimization problem with closed-form coefficients. The variational 
problem can be solved using off-the-shelf optimization packages without the need to discretize 
the domain.

Our method has a number of advantages over the previous two-stage paradigm. First, as 
an explicit definition, we can analyze properties of the reconstruction as a function of the 
input points. In this paper, we show that the surface given by our definition reproduces 
linear geometry and commutes with similarity transformations (translation, rotation, uniform
Figure 4.1: Given sparse, non-uniform, noisy and un-oriented points (b) sampled from a set of unstructured 3D curves (a), our variational definition (VIPSS with $\lambda = 0.003$) simultaneously produces oriented normals (c) and a smooth approximating surface (d). The input is challenging for state-of-the-art normal estimation methods such as [154], which fails around sparsely sampled thin features (the flippers) (e). Incorrect normals lead to poor reconstructions using existing implicit methods such as Screened Poisson [86] (f, fitting weight $\alpha = 0.5$).
scaling). Second, our definition involves only a single parameter ($\lambda$) that controls the accuracy of approximation. If exact interpolation is desired, reconstruction is completely parameter-free for any point set by setting $\lambda = 0$. Third, we observed that the surfaces produced by our definition are much more resilient to sparse or non-uniform samples than existing methods. We owe such robustness to our integrated formulation and the chosen smoothness energy [56], which considers the global shape of the reconstructed implicit function instead of local neighborhood of points.

The main limitation of our method is its computational complexity, which scales cubically with the number of points. While we are actively exploring means to improve scalability, we demonstrate the usefulness of our method in one application (surfacing unstructured 3D sketches) which result in sparse, non-uniform, un-oriented samples that are challenging for existing reconstruction methods (Figure 4.1).

**Contributions**  We make the following technical contributions:

- We introduce a variational definition of an implicit surface directly from un-oriented points. The definition has a single parameter, applies to any dimensions, and does not need domain discretization or numerical integration (Section 4.3).

- We show several theoretical properties of the definition, including exact interpolation, reproducing linear geometry, and commuting with similarity transformations (Appendix A).

- We propose an effective strategy for initializing the optimization (Section 4.4.1).
4.2 Related Works

4.2.1 Surface reconstruction from points

We review the most relevant methods for surface reconstruction from 3D point sets. For more in-depth and comprehensive discussions of these and other methods, we refer readers to the latest survey [17].

Combinatorial methods

One class of reconstruction algorithms directly produce a triangulated surface whose vertices are the input points. These methods are typically based on the Delaunay triangulation of the points or its dual, the Voronoi Diagram (see survey [48]). Compared with implicit methods, the smoothness of the surfaces created by combinatorial methods is limited by the input sampling density. Also, a water-tight surface is not always guaranteed. Furthermore, as these methods usually work under the assumption that the input samples are dense enough with respect to the local shape, sparse or non-uniform sampling may lead to significantly degraded reconstruction quality (see Figure 4.12).

Implicit methods

We broadly classify implicit reconstruction methods into three types: ones that require “signed” input (e.g., oriented normals or additional labelled points), ones that perform signing in a post-process, and ones that do neither.
**Requiring signed input**  Most implicit methods require the input points to be equipped with oriented normals. The Poisson reconstruction method [85] and its variants [99, 143, 115, 86] seek an “indicator function” that is 1 (resp. 0) in the interior (resp. exterior) of the shape and whose gradient near the shape’s boundary agrees with the given normals. The implicit moving least squares (IMLS) method defines a local polynomial, such as a constant [135, 52, 90, 112] or an algebraic sphere [66], at each spatial location that fits nearby samples and normals. Note that these methods are different from another group of methods (also called moving-least squares) that employ a projection operator [4, 92, 61], whose result is generally not a level set of an implicit function [8]. IMLS using a constant polynomial effectively blends linear functions defined by the tangent planes at the input points, which is also used in [72, 27]. More generally, the partition-of-unity method [109] blends polynomials that are fitted to groups of points.

Another tool for implicit reconstruction from signed input is radial basis functions (RBF). RBF interpolants for scattered data have been extensively studied in the literature [39, 155]. Unlike IMLS and partition-of-unity, an RBF interpolant is a linear combination of *fixed* radial basis kernels (typically centered at the input points) blended with a *fixed* set of weights chosen so that the given values at the input points are interpolated. To avoid the trivial interpolant of constant zero, most reconstruction methods that use RBF introduce additional spatial locations equipped with signed values [147, 106, 42, 149, 54, 110, 140, 124, 153]. These locations are often created by offsetting along a sample’s normal. However, care must be taken in determining the offset amount, particularly near thin features. Alternatively, some authors [36, 65, 79, 95] apply a Hermite variant of the RBF interpolant [56] directly to the input points and normals.

All methods in this class interpolate or closely approximate the normals at the input points. As a result, their reconstruction quality relies heavily on the accuracy of normal estimation.
In this work, we use the Hermite RBF interpolant of [56] (which we call Duchon’s interpolant and will discuss in details in Section 4.3.2). However, our variational formulation removes the need for estimating the normals.

Signing in a post-process  A number of methods first create an un-signed distance function from the input points and then determine the sign afterwards. Various strategies were used for signing, including graph-cut [73], ray-shooting [107], watershed [119], and energy minimization [64]. While these methods can be applied directly to un-oriented points, the heuristic nature of the signing step makes it difficult to analyze the results of these methods. Also, the two-stage pipeline involves several parameters that need to be carefully tuned.

Variational methods  Like our method, several other methods directly reconstruct a signed function from un-oriented points using some variational formulation. After computing un-oriented normals at the samples, Alliez et al. [5] seek an implicit function whose gradients best align with the un-oriented normals under the constraint that the weighted sum of biharmonic energy and fitting error has unit norm. Both Scholkopf et al. [130] and Walder et al. [152] propose un-constrained formulations using scalar (non-Hermite) RBF interpolants. Scholkopf et al. minimize a weighted sum of smoothness energy, fitting error, and the negative constant component of the interpolant. Walder et al. point out that Scholkopf’s formulation leads to ill-shaped functions. They replace the last component of Scholkopf’s objective by another two terms, the negative integral of the function values and of the gradient magnitudes over the domain.

The above formulations all involve multiple parameters for balancing the various energy terms and/or constraints. Also, solving for these variational problems may require domain discretization [5] or numerical integration [152], which introduces additional parameters as well as dependencies on the discretization structure or resolution. In contrast, our definition
has a single parameter (which is fixed in the interpolation mode), and no discretization is needed for optimization. We also observed that our formulation tends to behave more robustly under sparse sampling than [5] (see Figure 4.12).

4.2.2 Normal estimation

As mentioned above, normal estimation is required by many implicit reconstruction methods. Existing estimation methods can be classified into two types, ones that separately estimate the direction and orientation (i.e., forward or backward) of normals, and ones that estimate both at once.

**Estimation and orientation of un-oriented normals** A common strategy for estimating un-oriented normal directions is by fitting the local neighborhood of a point with a function. Linear functions are most common [72] (also known as the PCA method), but higher-order polynomials have also been used [43, 66]. It is well-known that the choice of the point neighborhood is crucial to the accuracy of estimation, and various proposals were made to deal robustly with noisy samples [116, 104] and sharp features [93, 33, 96]. Another strategy is based on analyzing the shape of individual [6, 50] or a group of [5, 100] Voronoi cells. While many of these methods can successfully handle noisy samples, they tend to fail when the sampling rate is low or the pattern is not uniform (see Figure 4.9).

Orienting the un-oriented normals can be treated as a combinatorial optimization problem. The choice of energy varies from simple consistency among neighboring normals [72] to more sophisticated ones that better handle thin features [157, 91, 74]. The energy can be minimized by a minimal spanning tree [72] or a global solver [127]. However, if the un-oriented normal has a wrong direction (e.g., orthogonal to the true normal), it cannot be corrected by the orientation step.
Direct estimation of oriented normals  Wang et al. [154] proposed a variational method that estimates both the direction and orientation of normals in a single step. They formulate a quadratic optimization problem that minimizes the weighted sum of two energy terms on each pair of nearby normals, a consistency energy similar to [72] and an orthogonality energy. In our experiments, we found this method outperforms the two-step methods mentioned above for sparse and non-uniform samples, but tuning its parameters can be challenging (see Section 4.5.2 and Figure 4.10). While our definition solves a similar quadratic optimization problem, our objective captures the global regularity of the implicit function, which leads to more robust results while removing the need for parameter tuning.

Recently, deep learning has been employed to infer oriented normals from point clouds [34, 67]. These methods can produce impressive results on densely sampled points contaminated with noise. However, we found that they are less successful on sparse samples (see Figure 4.10).

4.3 Definition

We introduce our definition of the point set surface in this section. We first give a general definition for any choice of smoothness energy, and then specialize it to a particular energy that leads to a simple and computable definition.

Notations  In this paper, scalar values are italicized (e.g., $x$), vector values are bold (e.g., $\mathbf{x}$), and matrices are capitalized (e.g., $M$). All vectors are assumed to be column vectors. We use $D^i$ to denote taking the $i$-th derivative (or gradient, if the variable is a vector), and $D = D^1$. For a two variable function $f(\cdot, \cdot)$, we use $D^{i,j}$ to denote taking the $i$-th partial derivative of the first variable and $j$-th partial derivative of the second variable. $\| \cdot \|$ denotes the $L_2$ norm.
4.3.1 A general definition

Given a set of points $\mathbf{x}_i \in \mathbb{R}^d \ (i = 1, \ldots, n)$, we wish to define a smooth implicit function $f(\mathbf{x})$ whose zero-level set is as close to $\mathbf{x}_i$ as possible. As mentioned earlier, to avoid the trivial solution $f \equiv 0$, we need an additional constraint. To this end, we note that existing implicit modeling methods either look for a true signed distance function, or an “indicator function” that is close to a signed distance function near the shape boundary. In the same spirit, we require that the gradient of $f$ should have unit magnitude at each input point. Unlike signed constraints, such as normals or labelled points, the unit-gradient constraint does not need to be provided or estimated a priori. Note that the same constraint has been used previously for fitting implicit functions [121].

We arrive at the following variational definition of an implicit point set surface:

**Definition 1.** The variational implicit point set surface (VIPSS) of points $\mathbf{x}_i \in \mathbb{R}^d$, for a chosen energy $E$ and approximation parameter $\lambda$, is the zero-level set of a function $f \in \mathbb{R}^d$ that

Minimizes: $\sum_i f(\mathbf{x}_i)^2 + \lambda E(f)$

Subject to: $\|Df(\mathbf{x}_i)\| = 1, \ \forall i$ (4.1)

Here, $\lambda$ balances the two goals of data fitting and smoothness. A larger $\lambda$ leads to a smoother surface at the cost of a less accurate approximation of the input points.

A key ingredient of this definition is the energy $E$, which needs to be appropriately chosen for the definition to be meaningful and practical. On one hand, lower $E$ values should correspond to a smoother zero-level set of $f$. This requires an energy of at least 2nd-order, so that linear functions (whose level sets are hyperplanes, which are perfectly smooth) have zero energy.
On the other hand, the energy should make the variational problem computable, and ideally not requiring any discretization of the domain.

We describe one class of energy $E$ that makes Definition 1 computation-friendly without discretization. Suppose we are given an additional set of Hermite data $\mathbf{s} = \{s_i\}$ and $\mathbf{g} = \{g_i\}$, so that each point $x_i$ is equipped with a scalar $s_i$ and a (possibly un-normalized) vector $g_i$. Let $f_{s, g}$ be the interpolating function with minimal energy,

$$f_{s, g} = \arg \min \{E(f) | \ f(x_i) = s_i, \ Df(x_i) = g_i, \forall i\}$$

The solution to the constrained optimization problem of (4.1) is therefore the interpolant $f_{s, g}$ for the Hermite data $\{\mathbf{s}, \mathbf{g}\}$ that

Minimizes: $\mathbf{s}^T \mathbf{s} + \lambda E(f_{s, g})$

Subject to: $g_i^T g_i = 1, \ \forall i$

(4.2)

Conceptually, while $f_{s, g}$ smoothly interpolates a given Hermite data $\{\mathbf{s}, \mathbf{g}\}$, we look for the best Hermite data, with unit vectors $\mathbf{g}$, that results in the smoothest interpolant. If energy $E$ is chosen such that the energy-minimizing Hermite interpolant $f_{s, g}$, as well as its energy $E(f_{s, g})$, can be expressed in closed-form by $\mathbf{s}$ and $\mathbf{g}$, then (4.2) becomes a constrained optimization problem on a finite variable set $(\mathbf{s}, \mathbf{g})$.

Next, we review one choice of $E$ that has the above characteristics, namely being 2nd-order and the energy-minimizing Hermite interpolant has closed form (Section 4.3.2). With this choice, we will show that Definition 1 becomes a constrained quadratic optimization problem (Section 4.3.3).
4.3.2 Duchon’s energy

Duchon [56] studied a family of semi-norms whose minimizers, subject to interpolatory conditions, have simple and closed forms. In the context of this work, we are interested in the following 2nd-order member of the family \(^2\):

\[
E(f) = \int_{\mathbb{R}^d} \|\tau\|^{d-1} \|\mathfrak{F} D^2 f(\tau)\|^2 d\tau
\]

where \(\mathfrak{F}\) denotes the Fourier transform. The energy is a generalization of the “thin-plate” or “bending” energy in one dimension \((d = 1)\), where

\[
E(f) = \int_{\mathbb{R}} \|\mathfrak{F} D^2 f(\tau)\|^2 d\tau = \int_{\mathbb{R}} \|D^2 f(x)\|^2 dx
\]

Duchon showed that the function that interpolates Hermite data \(\{s_i, g_i\}\) at each input point \(x_i\) with the minimal energy has the following form:

\[
f_{s,g}(x) = \sum_i a_i \phi(x, x_i) + \sum_i b_i^T D^0.1 \phi(x, x_i) + c^T x + d
\]

where \(\phi\) is the triharmonic radial basis kernel \((\phi(x, y) = \|x - y\|^2)\), and \(a_i \in \mathbb{R}, b_i \in \mathbb{R}^d, c \in \mathbb{R}^d, d \in \mathbb{R}\) are constants determined from the input data. Specifically, these constants need to satisfy the interpolatory conditions \((f_{s,g}(x_i) = s_i, Df_{s,g}(x_i) = g_i\) for all \(i)\) and additional orthogonality conditions including \(\sum_i a_i = 0\) and \(\sum_i a_i x_i + \sum_i b_i = 0\) to ensure the existence

\(^2Duchon’s original semi-norms take an additional square-root, which we drop in this work
of a unique solution. All of these conditions can be expressed by a system of linear equations

\[
A \begin{pmatrix} a \\ b \\ c \\ d \end{pmatrix} = \begin{pmatrix} s \\ g \\ 0 \\ 0 \end{pmatrix}
\]

(4.5)

where \( a = \{a_i\} \), \( b \) is the flattened array of \( \{b_i\} \) of length \( d \times n \), and \( g \) is the flattened array of \( g_i \) of length \( d \times n \). The coefficient matrix \( A \) of this system (often called the interpolation matrix) has the form

\[
A = \begin{pmatrix} M & N \\ N^T & 0 \end{pmatrix}, \quad M = \begin{pmatrix} M_{00} & M_{01} \\ M_{01}^T & M_{11} \end{pmatrix}, \quad N = \begin{pmatrix} N_0 & 1 \\ N_1 & 0 \end{pmatrix}
\]

(4.6)

Here, the matrices \( M_{00}, M_{01}, M_{11} \) have dimensions \( n \times n, n \times dn, \) and \( dn \times dn \) respectively. Each \((i,j)\)-th entry (or block) of matrix \( M_{\alpha\beta} \) where \( \alpha, \beta \in \{0,1\} \) is the differential \( D^{\alpha\beta} \phi(x_i, x_j) \).

Note that both \( M_{00}, M_{11} \) are symmetric matrices. \( N_0 \) has dimension \( n \times d \) and its \( i \)-th row is \( x_i^T \). \( N_1 \) has dimension \( dn \times d \) and consists of \( n \) identity matrices of dimension \( d \times d \).

Assuming that the points \( x_i \) are pairwise disjoint, the matrix \( A \) is always invertible and hence the constants \( a, b, c, d \) satisfying (4.5) uniquely exist [155]. In one dimension \((d = 1)\), the resulting interpolant \( f_{s,g} \) coincides with the ordinary piecewise cubic Hermite interpolation. In this sense, Duchon’s interpolant can be considered as a generalization of cubic Hermite interpolation to arbitrary dimensions. Figure 4.2 (a) gives examples of the interpolant in 1D and 2D (with \( s_i = 0 \) and \( g_i \) set to a constant for all \( i \)).
Figure 4.2: Examples of Duchon’s interpolants $f_{s,g}$ that interpolate scattered points in 1D (top, red dots) and 2D (bottom, red circles) for different choices of the Hermite data $\{s, g\}$. In (a), $s_i = 0$ and $g_i$ is a constant vector at each point. In (b,c,d), $\{s, g\}$ are obtained by our variational formulation (4.9) with $\lambda = 0, 0.1, 1.0$ respectively. The zero-level set in (b,c,d) (black curves) is the VIPSS at the respective $\lambda$.

The energy of Duchon’s interpolant can also be written in a simple closed form. Since $E$ is the semi-norm of a semi-Hilbert space whose reproducing kernel is the triharmonic radial basis $\phi$, the semi-norm of $f_{s,g}$ can be expressed as

$$E(f_{s,g}) = \left(\begin{array}{c} a^T \\ b^T \end{array}\right) M \left(\begin{array}{c} a \\ b \end{array}\right)$$

(4.7)

### 4.3.3 Definition using Duchon’s energy

We now specialize the VIPSS definition (1) to the case where $E$ is chosen as Duchon’s energy (4.3). In essence, we will look for the scalars $s$ and unit vectors $g$ such that the Duchon’s interpolant $f_{s,g}$ minimizes the energy objective in (4.2).
We first write the inverse of the interpolation matrix $A$ as

$$ A^{-1} = \begin{pmatrix} J & K \\ K^T & L \end{pmatrix}, \quad J = \begin{pmatrix} J_{00} & J_{01} \\ J_{01}^T & J_{11} \end{pmatrix} \quad (4.8) $$

where matrices $J$, $K$, $J_{00}$, $J_{01}$, $J_{11}$ have the respective sizes as $M$, $N$, $M_{00}$, $M_{01}$, $M_{11}$ in (4.6), and $J$, $L$, $J_{00}$, $J_{11}$ are symmetric. We now present our main result:

**Proposition 1.** The VIPSS of points $x_i$, where $E$ is Duchon’s energy defined in (4.3), is the zero-level set of Duchon’s interpolant $f_{s,g}$ defined in (4.4) for Hermite data $\{s,g\}$, such that $g$

Minimizes: $g^t H g$

Subject to: $g_i^t g_i = 1$, $\forall i$

where

$$ H = J_{11} - \lambda J_{01}^T (I + \lambda J_{00})^{-1} J_{01} \quad (4.10) $$

and $s$ is obtained from $g$ by

$$ s = -\lambda (I + \lambda J_{00})^{-1} J_{01} g \quad (4.11) $$

**Proof.** We start by re-writing the energy of Duchon’s interpolant $E(f_{s,g})$ as a function of the Hermite data $\{s,g\}$. Using notations in (4.8),

$$ \begin{pmatrix} a \\ b \end{pmatrix} = J \begin{pmatrix} s \\ g \end{pmatrix} \quad (4.12) $$
Substituting into (4.7) yields

\[ E(f_{s,g}) = \begin{pmatrix} s^T & g^T \end{pmatrix} J M J \begin{pmatrix} s \\ g \end{pmatrix} \]  
(4.13)

To simplify this expression further, note that by \( A^{-1}A = I \) we have \( J M + K N^T = I \) and \( J N = 0 \). Therefore,

\[ J M J = (I - K N^T) J \]
\[ = J - K N^T J \]
\[ = J - K (J N)^T \]
\[ = J \]

which leads to

\[ E(f_{s,g}) = \begin{pmatrix} s^T & g^T \end{pmatrix} J \begin{pmatrix} s \\ g \end{pmatrix} \]  
(4.14)

Using the expression of \( E(f_{s,g}) \) above, the minimization objective in (4.2) becomes a quadratic function on \( s \) and \( g \):

\[ s^T s + \lambda \begin{pmatrix} s^T & g^T \end{pmatrix} J \begin{pmatrix} s \\ g \end{pmatrix} \]
(4.15)

For a given \( g \), (4.15) is minimized when \( s \) is given by (4.11), and the minimum has the form \( \lambda g^T H g \) where \( H \) is defined in (4.10). By dropping the constant \( \lambda \), we have proven the proposition.

We add two technical notes here. First, matrix \( I + \lambda J_{00} \) is invertible for generic values of \( \lambda \), as long as \(-1/\lambda\) is not an eigenvalue of \( J_{00} \). Second, \( H \) is a positive semi-definite matrix,
since $\lambda g^T H g$ is the sum of $s^T s$ and Duchon’s energy of $f_{s,g}$, both of which are non-negative for any choice of $g$.

One may observe that Proposition 1 transforms the problem of finding an implicit function (4.1) to that of finding unit vectors (normals) $g$ at the input points (4.9). From this perspective, our definition offers another way of estimating normals from un-oriented points. The key distinction between our formulation and existing normal estimation approaches is that, while the latter is guided by the local shape of point samples, ours is guided by the global shape of the reconstructed implicit function (via minimizing Duchon’s energy). As we shall see in the experimental results, the coupling of normal estimation with reconstruction allows our method to better deal with imperfect sampling than previous methods.

Figure 4.2 (b,c,d) give examples of the VIPSS specialized to Duchon’s energy with varying values of $\lambda$ (0, 0.1, 1) in both 1D and 2D. Observe that the VIPSS in 2D is able to interpolate or approximate sparse and non-uniformly distributed points. Increasing $\lambda$ results in smoother curves that deviate further from the input. At $\lambda = 0$, the VIPSS exactly interpolates the points (a property that will be discussed in the next section).

### 4.4 Implementation

Reconstructing the VIPSS from a point set involves four steps:

1. Computing matrix $H$. This involves constructing the interpolation matrix $A$ by (4.5), computing its inverse $A^{-1}$, and computing $H$ from sub-matrices of $A^{-1}$ by (4.10).

2. Optimizing vectors $g$ by (4.9).
3. Constructing Duchon’s interpolant $f_{s,g}$. This involves recovering interpolated values $s$ from $g$ by (4.11) and then the constants $a, b, c, d$ in $f_{s,g}$ by $A^{-1} \cdot \{s^T, g^T, 0^T, 0\}^T$.

4. Surfacing the zero-level set of $f_{s,g}$.

Steps (1,3) can be done using standard linear algebra packages (we use Armadillo). To solve the constrained optimization problem of (4.9), we first convert it into an unconstrained problem by representing each $g_i$ using two spherical angles and then solve it by L-BFGS. For step (4), one may use any available method that polygonalizes level sets of implicit functions. Since the input points are usually close to the zero-level surface, we use a tracing-based marching cubes method [23] at a fixed grid resolution ($100^3$ to $200^3$ in our experiments) that starts from a data point. More advanced meshing methods, such as [29], can be applied to produce surfaces with better triangle shapes.

As with many non-linear optimization problems, the quality of the solution depends heavily on the quality of the initialization. In the following (Section 4.4.1), we describe a practically effective method for initializing our optimization problem. We end this section with a complexity analysis (Section 4.4.2).

### 4.4.1 Initializing the optimization

Optimization formulations like ours (4.9) commonly appear in the literature on computing direction fields [154, 89, 80, 76]. A typical initialization strategy is relaxing the per-vector unit-norm constraint ($g_i^T g_i = 1$) to constraining the total norm of all vectors to be one ($g^T g = 1$). By the Rayleigh Quotient Theorem, the minimal value of $g^T H g$ under the relaxed constraint is achieved when $g$ is the eigenvector of $H$ with the smallest eigenvalue (denoted
Figure 4.3: Initial vectors generated using the spectral method with $\lambda = 0$ (a) contains vectors with very small magnitudes and flipped orientations (see insert, vectors shown with 20x scaling), which leads to a high-energy result after optimization (b). Initial vectors generated with $\lambda = 0.01$ (c) and 0.1 (e) are more uniform, and they lead to the same low-energy result (d,f) after optimization with $\lambda = 0$.

by $e_H$). This eigenvector, after normalization, is then used as the initial solution to start the optimization under the original, per-vector unit-norm constraint.

However, the spectral initialization strategy often fails for our problem. In these failure cases, there is a significant variation among the norms of individual vectors $\|g_i\|$ derived from $e_H$. 87
Those vectors with extremely small norms tend to be less accurate, and such vectors often form clusters with “flipped” orientations that are difficult to be corrected by optimization. We illustrate such a case in 2D in Figure 4.3 (a,b). Note that the initial vectors associated with the lower points in (a) have very small lengths, and their orientations are opposite to those vectors associated with the upper points (see zoom-in). Optimizing from this initialization leads to a high-energy local minimum shown in (b).

To find more stable initial vectors, we observed that the norms of individual vectors $\|g_i\|$ derived from $e_H$ tend to be more uniformly distributed, both in length and in direction, as $\lambda$ increases. This can be conceptually explained by the fact that a larger $\lambda$ leads to a smoother interpolant, whose gradients at the input points are more similar with each other. We can also provide a more rigorous argument in the limiting case of $\lambda \to \infty$:

**Proposition 2.** As $\lambda \to \infty$, any $g = \{g_i\}$ where $g_i = g_j$ for all pairs $i, j$ is an eigenvector of $H$ with zero eigenvalue.

**Proof.** By $JN = \mathbf{0}$, where $J$ is defined in (4.8) and $N$ in (4.6), we have

$$J_{00} N_0 + J_{01} N_1 = \mathbf{0}$$
$$J_{01}^T N_0 + J_{11} N_1 = \mathbf{0}$$

We then have

$$H N_1 = J_{11} N_1 - J_{01}^T (I/\lambda + J_{00})^{-1} J_{01} N_1$$
$$= -J_{01}^T N_0 + J_{01}^T (I/\lambda + J_{00})^{-1} J_{00} N_0$$

As $\lambda \to \infty$, $(I/\lambda + J_{00})^{-1} J_{00} \to I$. Therefore

$$H N_1 \to -J_{01}^T N_0 + J_{01}^T N_0 = 0$$
As a result, the columns of $N_1$ are eigenvectors of $H$ with zero eigenvalues as $\lambda \to \infty$. Since the $g$ in the proposition can be expressed as a linear combination of the columns of $N_1$, it is also an eigenvector of $H$ with zero eigenvalue. \hfill \Box

In other words, the output of spectral initialization tends toward a constant vector field as $\lambda \to \infty$. Hence it can be expected that, as $\lambda$ increases, vectors produced by spectral initialization become increasingly more uniform. We illustrate this behavior in Figure 4.3 (c,e) for two different values of $\lambda$ (0.01, 0.1) on the same point set as (a). Using either set of vectors as the initial solution, optimizing (4.9) with $\lambda = 0$ successfully reaches the same low-energy solution shown in (d,f).

Guided by the observation, we propose to compute not one, but multiple candidate initializations corresponding to different values of $\lambda$. We pre-define a set of “offset” values $\{\lambda_1, \ldots, \lambda_k\}$. Let $\lambda_0$ be the parameter chosen by the user for the VIPSS. For each $\lambda_i$, we construct the matrix $H$ using $\lambda = \lambda_0 + \lambda_i$ and compute its eigenvector $e_H$. This gives us $k$ initial solutions. We then optimize (with $\lambda = \lambda_0$) for $k$ times, each time starting from one of the initial solutions, and take the optimized result with the least energy. We use the offset values $\{0, 0.001, 0.01, 0.1, 1\}$ in our tests, assuming the data is scaled to fit in a $2 \times 2 \times 2$ cube.

### 4.4.2 Complexity analysis

The asymptotic complexity of running time, with respect to the dimensionality $d$ and number of input points $n$, of each step is as follows:

1. $O(d^3n^3)$: $O(d^8n^2)$ for constructing $A$, $O(d^3n^3)$ for inverting $A$, and $O(n^3 + d^2n^3)$ for constructing $H$. 89
2. $O(d^3n^3)$: $O(d^3n^3)$ for computing the eigenvector of $H$ with the smallest eigenvalue, and $O(ld^2n^2)$ for gradient-descent optimization, where $l$ is the number of descent iterations (which is typically much smaller compared to $n$).

3. $O(d^2n^2)$: $O(dn^2)$ for computing $s$, and $O(d^2n^2)$ for recovering the constants $a, b, c, d$.

4. $O(mdn)$ where $m$ is the number of points at which the surfacing algorithm evaluates the interpolant.

It is clear from the analysis that the bottlenecks of the algorithm are the inversion of matrix $A$ and finding the eigenvector of matrix $H$, both taking $O(d^3n^3)$ time. Note that $A$ is a dense matrix due to the global nature of the triharmonic basis. While we have observed that $H$ often contains a large amount of close-to-zero entries, particularly for uniformly sampled points and a small value of $\lambda$, the sparsity tends to decrease with the increase of non-uniformity in sampling and noise level (which necessitates larger values of $\lambda$).

### 4.5 Experiments

We show experimental results of our method in 3D under varying sampling conditions and compare with relevant methods for normal estimation and surface reconstruction. We end this section with a performance report and an application. In our examples, uniform sampling from existing surfaces is generated using the Poisson-disk sampling method [45] implemented in MeshLab.

#### 4.5.1 Results

We first evaluate our method under varying sampling densities and patterns using a synthetic Torus surface (level set of a degree-4 polynomial). We fix $\lambda = 0$ to perform exact interpolation.
As seen in Figure 4.4, our method can reconstruct an almost perfect torus from as few as 50 points (c), and a close approximation from 25 points (d). Also, our method is robust under different types of non-uniform sampling patterns, such as varying density (e), missing samples (f,g), and highly anisotropic sampling along curves (h,i), unless the samples are too ambiguous for inferring the shape (e.g., in (g)).

We next test our method on samples from more complex 3D surfaces (Figures 4.5, 4.6) and wireframes (Figure 4.7). Again, we fix $\lambda = 0$. Observe in Figure 4.5 that the quality of VIPSS drops gracefully under decreasing sampling density. Despite the sparsity and anisotropy of sampling in Figures 4.6 and 4.7, our method is able to faithfully reconstruct various shape features, such as the fingers of the Hand, protrusions of the Vertebra, ears of the Dog, etc.
Figure 4.5: VIPSS ($\lambda = 0$) for samples from Max Planck at different densities.
Figure 4.6: Samples from Hand, Vertebra, Kitten (left, each containing 500 points), optimized vectors $g$ (middle), and VIPSS (right, $\lambda = 0$).
Lastly, we test our method on noisy samples in Figure 4.8. Consistent with our observations earlier in 1D and 2D (Figure 4.2), larger \( \lambda \) values lead to smoother and less approximating surfaces, which are suited for higher noise levels.

### 4.5.2 Comparisons

**Normal estimation methods** We compare the oriented vectors \( \mathbf{g} \) resulted by our optimization (4.9) with those produced by existing normal estimation methods.

We first consider methods that separately estimate directions and orientations. Since errors in the un-oriented directions persist after orientation, we will focus on issues in the direction estimation step. We considered two prevalent methods for direction estimation, the plane-fitting method of [72] (referred to as PCA) and the Voronoi-based method of [100] (referred to as VCM). Both methods are based on analysis of local point neighborhood, whose size is controlled by the number of nearest neighbors (\( k \) in PCA) or a sphere radius (\( r \) in VCM). We found that they both tend to fail on non-uniformly distributed samples, where oftentimes a suitable neighborhood size cannot be found. As shown in Figure 4.9, taking the Dog wireframe samples from Figure 4.7 as input, PCA requires a fairly large neighborhood (\( k = 30 \) in (a)) to get a reasonable direction estimate for most points, while still failing on some (see the red and blue boxes). Increasing the neighborhood size (\( k = 50 \) in (b)) improves the directions at some points (the red box), but makes others worse (the blue box), due to the interference with nearby features (the dog ear). Similarly, VCM at a small neighborhood size (\( r = 0.1 \) in (c)) produces many incorrect directions (red box). A larger neighborhood (\( r = 0.25 \) in (d)) improves some directions but results in over-smoothing at small shape features (blue box).

Next we compare with the variational method of Wang et al. [Wang2011AVM, which estimates oriented normals in a single step by solving a quadratic optimization problem
Figure 4.7: Samples from wireframes Trebol, Dog, Phone (left, containing 500, 1000, 1000 points), optimized vectors $g$ (middle), and VIPSS (right, $\lambda = 0$).
Figure 4.8: (a): Two sampling of the Kitten (500 points each) at low (top, 1%) and high (bottom, 5%) noise rate. (b,c): VIPSS with $\lambda = 0.001$ and 0.01.
similar to ours (4.9). While our matrix $H$ is derived from the global smoothness of the implicit function, theirs is based on two hand-crafted energy terms that measure correlation between nearby normals. We have observed that, while Wang’s method produces more stable results than two-step methods for sparse and non-uniform inputs, careful tuning of its parameters (neighborhood size and energy weighting) is required for individual inputs. Even with our best effort in tuning, Wang’s method can still fail for some inputs, such as the Walrus sketch (Figure 4.1 (e)) and the Bathtub (Figure 4.10, third row), particularly near sparsely sampled thin shape features (e.g., Walrus’ flippers and Bathtub’s curved wall). These errors, in turn, lead to poorly reconstructed surfaces. Observe that our method produces a plausible set of normals for both inputs, and in turn better reconstructions.

We also compared with the deep-learning-based normal estimation method, PCPNet [67] on the same Bathtub example (Figure 4.10, bottom row). This method was unable to give any reasonable normals for the original 800-point sample, so we showed their result on a denser sampling (3000 points). Even at this density, PCPNet produces incorrect normal orientations for a significant portion of the points, which leads to a poor reconstruction.

**Surface reconstruction methods** As reviewed earlier, most implicit reconstruction methods require oriented points as input. Hence improved normal estimation (e.g., our optimized vectors $g$) would benefit these existing methods.

In our setting, using Duchon’s interpolant (or so-called Hermite RBF) has several advantages over other implicit reconstruction methods. First, the interpolant $f_{s,g}$ can fully utilize the optimized Hermite data $s,g$, not just the vectors $g$, in the case of approximation with a non-zero $\lambda$ (and hence non-zero $s$). Second, by Proposition 1, Duchon’s interpolant using optimized Hermite data is theoretically optimal in terms of the objective (4.1). Third, and in practice, we observed that Duchon’s interpolant outperforms existing methods for
Figure 4.9: Comparing direction estimation on samples from a 3D wireframe using PCA [72] and VCM [100] with different parameters. Each un-oriented direction is shown by a yellow tangent disk and a line segment.
Figure 4.10: Comparing normal estimation from a 800-point sample from the Bathtub (cross-section shown in top-right) using VIPSS ($\lambda = 0$), variational method of [154], and PCPNet [67] (on a 3000-point sampling). The surfaces for these methods are generated using Hermite RBF interpolation (i.e., zero-level set of $f_{s,g}$ where $s = 0$ and $g$ are the estimated normals).
interpolating sparse, oriented points. In Figure 4.11, we compared Duchon’s interpolant with Screened Poisson reconstruction [86] and Algebraic Point Set Surface (APSS) [66] (an IMLS-type method) on the same input, which is a 1000-point sampling of the Stanford Bunny with normals computed by our method. Each of these methods has a parameter that trades off smoothness with closeness of approximation (fitting weight $\alpha$ in Screened Poisson, larger for a closer fit, and filter scale $h$ in APSS, smaller for a closer fit). Observe that closer approximation using these methods leads to surface artifacts (dimples in (d) and tearing in (e)). On the other hand, Duchon’s interpolant results in exact and smooth interpolation (b).

We next compare with a few methods that do not require oriented points in Figure 4.12. The variational method of [5] (b) has trouble handling sparse samples on thin shapes (e.g., the Bathtub), even after we used a very high data-fitting weight in their formulation. Also, since the variational problem is solved on a tetrahedralization of the domain, their method produces less smooth surfaces than our method (e.g., the Dog). On the other hand, combinatorial methods, such as the ball-pivoting method [19], the tight cocone [49], and the power crust [7], are designed for dense samples and generally unsuited for sparse and non-uniform inputs like these.

4.5.3 Performance

Table 4.1 reports the running time of the four steps of our method (see Section 4.4) on the Max Plank data set in Figure 4.5. Observe that these statistics agree with the complexity analysis in Section 4.4.2. The running time is dominated by the computation of $H$ (inverting $A$) and the initialization of optimization (computing eigenvectors of $H$), both exhibiting cubic growth with the input size.
Figure 4.11: Comparing Hermite RBF (Duchon’s interpolant) (b) with Screened Poisson [86] (c,d) and APSS [66] (e,f) at different parameters on the same oriented input with 1000 points (a). Orientations in (a) are computed by our method with $\lambda = 0$. 
Figure 4.12: Comparing VIPSS ($\lambda = 0$) with methods that do not require oriented inputs: the Voronoi-based variational method of [5], the ball-pivoting method [19], the tight cocone [49], and the power crust [7].

Table 4.1: Running time (in seconds) of each step for Figure 4.5 recorded on a MacBook Pro with 2.5GHz Intel Core i7 CPU and 16 GB memory (implementation done in C++). Timing for Optimization step is written as initialization time (using the offset method of Section 4.4.1) + NLOPT time. Surfacing uses a $100^3$ grid.
4.5.4 Application: sketch surfacing

AR/VR sketching tools, such as Google’s Tilt Brush, allow a user to create 3D curvilinear designs in a fully immersive manner. While these tools just display the sketches, the ability to create a surface representation directly from the sketches would further enable interactive 3D modeling. However, freehand 3D sketches are highly unstructured (e.g., with disconnections, over-sketching, missing junctions, etc.), whereas existing methods for surfacing 3D wireframes generally require a clean, connected graph [22, 114, 139].

Due to its resilience to sparse and non-uniform sampling, our method is well-suited to perform this challenging surfacing task. Since we were not able to find a public data set of curves produced by these sketching systems, we simulate the sketches by freehand curves drawn on top of existing surfaces. An example is shown in Figure 4.13 on a sketch of a hand (we use 1000 sample points). The interpolating VIPSS ($\lambda = 0$) is able to resolve the small gap between two nearby fingers (see inserts) at this low sampling rate. A second example is in Figure 4.1, where we further introduced random perturbation to each curve segment (by maximally 5% of the longest dimension of the input) to simulate inaccuracies in free-hand 3D sketches. Our method is able to create a smooth approximation of the Walrus at $\lambda = 0.003$. 
Figure 4.13: VIPSS ($\lambda = 0$) vectors (b) and surface (c) for samples from an unstructured sketch (a). The inserts take a closer look between the index and ring fingers (the line segments in the insert of (b) indicate $-g$).

## 4.6 Conclusion and limitations

We describe a novel implicit surface definition (VIPSS) from unoriented point sets that involves a single parameter (zero for exact interpolation), applies to any dimensions, and does not require discretization. Reconstruction using the definition can be easily implemented using standard linear algebra and optimization packages, and the results appear more robust under sparse and non-uniform sampling than existing methods.

### Limitations

The main limitation of our method is its computational complexity (cubic on the number of points). There are several promising directions that wish to pursue for improving its scalability. Since the matrix $M$ is the Gram matrix of inner products in a semi-Hilbert space, low-rank approximation methods for such matrices [138, 55] can potentially...
reduce the complexity of various matrix operations in this work. For large and dense point
sets, we may consider an incremental approach akin to [42] that starts with fitting a small
subset of points and then incrementally adds more points where the approximation errors are
large. Finally, we would like to find more efficient strategies to initialize the optimization
than the current offset-based method (Section 4.4.1), which requires multiple eigenvector
computations.

The robustness of VIPSS to sparse and non-uniform sampling raises the theoretical question
of what is the sampling condition under which VIPSS has guaranteed reconstruction quality
(geometrically and topologically). We would also like to explore how the current formulation
can be extended to reconstruct shapes with sharp ($C^0$) features, such as man-made shapes.
Chapter 5

Conclusion and future work

In this dissertation, we aim at surface reconstruction from spatial curves, a fundamental problem in computer graphics. We present novel solutions for pushing the limit of algorithms for this task, tackling challenges resulted from the inherent ambiguity and noise of the curve representation. While various methods have been developed, we extend the existing method or contribute new algorithms allowing them to take the more general form of inputs, such as multi-labeled input, or noisy curve.

We first extend Zou’s work, by introducing the first algorithm for reconstructing multi-labeled material interfaces from cross-sectional curves while providing topological control of individual labels. We define the interface set as a tool for systematically exploring material interfaces of a variety of topologies. Beyond the specified application, this work introduces the concept of topologically-controlled reconstruction into the multi-labeled domain. It also have potential to work in problems of different scenarios, such as reconstruction from point cloud data and fixing topological errors on existing material interfaces. In both cases, one can convert the
input in a vector function and potentially apply our method to explore local topological variations in regions surrounding topological ambiguities.

The next two works aim at handling noisy inputs. The second work addresses the critical gap between existing surfacing algorithms which require consistent cross-sectional curves and practical inputs, by developing an algorithm for restoring consistency on non-parallel cross-sections. We formulate the problem into a MIP on implicit functions and provide an efficient optimization strategy. This work builds a bridge between existing algorithms that reconstructs surfaces from cross-sections and the large amount of existing inconsistent data, as well as other wide-spread tools used in medical communities.

The third work directly generates surfaces from noisy wire-frames. We propose the Variational Implicit Point Set Surface that appear more robust under sparse and non-uniform point cloud inputs, and it has exhibited remarkable performance on noisy hand-sketch spatial wire-frames. We believe this work is the first successful attempt in surfacing wire-frames of various kind of unexpected irregularities.

The first two works pave the path of reconstruction algorithms of cross-sectional curves for handling inconsistent inputs and satisfying topological constraint simultaneously. However, we should note that the planar structure and the information of inside/outside, which come with the cross-sections, simplify the problem. The more challenging problem of how to impose topological constraints on the reconstruction of noisy wire-frames, where there is no such additional data, is still under examination. We believe this dissertation contributes a step toward the final goal of controllable and robust algorithms on surface reconstruction of spatial curves.
5.1 Future work

While good performance of the proposed methods has been exhibited in our experiments, interesting venues for future research have also opened up. We briefly discuss several possible directions here.

5.1.1 Analytical formulation of critical offsets

In the first work, we propose the interface set in multi-labeled domain as the counter part of the well-known level set in 2-labeled domain. While thorough theoretical studies have been made on the topological evolution of the level set as the level changes, the theoretical analysis of topological variation of the interface set in the continuous setting, or equivalently, the analytical formulation of critical offsets, demands further investigation. We are already making progress in this direction, and our initial observation is that the criticality of interface sets, like the Jacobi set [57], is linked to certain geometric degeneracy of gradients of the scalar functions $f_i$. We expect such observation to lead to practical and robust algorithms for analyzing topological events in a piecewise linear interpolation.

5.1.2 Finer level topological control

Another direction for future extension is to offer topological controls at a finer level, such as over the adjacency among labels (i.e., whether and how two labels touch). Note that two material interfaces may share the same per-label topology (i.e., components and genus) but differ in their adjacency. Take the 5-labeled input of Figure 5.1 (a) for example, the two reconstructions in (c,d) both have genus-0 for each label but differ in how these labels touch each other. In particular, while the interface between the blue and green labels in (d) forms a
continuous stripe, this interface is broken into several disconnected patches in (c) due to the touching of the other two labels (purple and yellow). Controlling adjacency can be important for applications (e.g., mesh simplification) that are sensitive to the non-manifold structure of the material interface, in addition to the topology of individual labels.

As a simple example for controlling adjacency, we can modify our algorithm to minimize the number of non-manifold junction points, where four or more labels meet (red balls in Figure 5.1 (c,d)), in addition to meeting the user-specified per-label topology constraints. This is done by expanding our criticality criteria of active offsets to also check for changes in the number of junction points (Section 2.3.2) and including the total number of junction points on an interface set as part of its score (Section 2.4.1). The modification creates the result in Figure 5.1 (d). We will continue to explore how our algorithm can be extended to offer more extensive and precise controls over label adjacency.

5.1.3 Incremental framework for speeding up VIPSS

The computational complexity (cubic on the number of points) of VIPSS prohibits its application on large point sets. A possible solution for improving the scalability is taking an incremental approach akin to Carr et al. [42]. Given a large/dense point set, we start with sampling a small subset of points uniformly or based on geometry of the point cloud, which we call the chosen set. While a naive way is to directly build up the VIPSS only from the chosen set, we can further consider the residual energy of remaining points as the norm of interpolation values at those points simultaneously. Similar to how we deduce the energy matrix in Eq. 4.9, using Eq.4.5, we can again represent the residual energy into a quadratic term with \( g \) as variables, and then obtain the total energy by combining the residual energy with Duchon’s energy of the chosen set. After getting the estimated normals on the chosen set, we can add more points where the approximation errors are large. For updating the
Figure 5.1: Given a stack of 5-labeled slices (a) (only blue and green labels touch on each slice), reconstruction with genus-0 constraint on each label produces multiple patches of interface between the blue and green labels (c), whereas a further modification of the algorithm results in a contiguous interface (d) satisfying the same topology constraints. In (c,d) we only show the surfaces of the blue label colored by its adjacent labels, and junction curves and points are shown as grey wires and red balls. The exterior surface of the reconstruction in (d) is shown in (b).

matrix with the enlarged set of points, we can use block matrix inversion to quickly build up the new energy matrix to avoid the expensive inverting operation, as well as utilize the computed normals on previous chosen set for initialization to avoid the eigen decomposition. We believe this framework can lead to a efficient computation of VIPSS on large point sets.
5.1.4 VIPSS for deforming points

The variational formulation of VIPSS in Duchon’s energy can be informally viewed as finding the best set of unit normals upon the given point sets which leads to the lowest energy among all possible normals. An interesting question is how the best set of normals changes as the position of the point set changes, and can we predict the deviation of normals in an efficient way. The related solution could be potentially applied to modeling deformation, especially continuous deformation over time.

5.1.5 Topologically-controlled VIPSS

An algorithm that offers topological control over the reconstructed surface is always desirable. While VIPSS generates high quality surfaces given only an un-oriented point set, the surface with the lowest energy might not be the desired one that satisfies the prescribed topology. Recently, Poulenard et al. [120] propose an approach for optimizing real-valued functions based on a wide range of topological criteria. They found that the persistence diagrams can be differentiated with respect to the changes in function values, and thus opens up the possibility of topological optimization using continuous optimization techniques. This method could be potentially applied or adjusted to VIPSS, since VIPSS generate a implicit real-value function in the entire domain. It will be interesting to see how the change of the normals and the parameters would change the topology of the underlying surface, and how to use Poulenard’s method to extend VIPSS for taking topological constraints into account.
5.1.6 Learning-based method for surfacing

Deep learning has been proven to be a powerful tool for solving various vision and graphics problem. While it is natural to formulate the task we are solving in this thesis as a building a learning system, who takes a set of curves as input and reconstructs a surface that is best described by these curves as output, there are several challenges whose solution might benefit the deep learning community. For example, taking spatial curves as input or output of a deep neural network has not been thoroughly studied and understood so far. Unlike other types of 3D geometry (e.g., surfaces [105], volumes [156], multi-view projections [141], and point cloud [122]) that have been used in deep neural networks, curves are particularly challenging as they represent a highly non-uniform sampling of the shape: the sampling is dense along the 1-dimensional curves, but non-existing away from these curves. It is not clear how well existing network architectures can be adapted to curves, or whether new representations of curves need to be developed for more effective learning. We are also interesting in directly exploring the possibility of using implicit function as a representation of surfaces, where we can predict the function value given any position in a continuous sense. Another interesting direction is to study the utilization of the energy used in VIPSS as a regularization term or even as main loss function, given the remarkable performance of using the energy in the third work.
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Appendix A

Properties of VIPSS

We show that the VIPSS satisfies a few basic properties that are desirable for surface reconstruction.

A.1 Exact interpolation

It is easy to see that the VIPSS interpolates all the input points when $\lambda = 0$. In this case, $s = 0$ by (4.11), which implies that the Duchon’s interpolant $f_{s,g}$ is precisely zero at each $x_i$. Note that, since the fitting is exact, the optimization problem (4.1) in the general definition of VIPSS reduces to a parameter-free form:

$$\begin{align*}
\text{Minimizes:} & \quad E(f) \\
\text{Subject to:} & \quad \|D f(x_i)\| = 1, \quad f(x_i) = 0, \quad \forall i
\end{align*}$$
A.2 Linear reproduction

Since Duchon’s energy is 2nd-order, the VIPSS reproduces linear geometry. Specifically, suppose that $\mathbf{x}_i$ span a $(d - 1)$-dimensional hyperplane in $\mathbb{R}^d$ (e.g., a line in 2D or a plane in 3D). Such hyperplane can be defined as the zero-level set of some linear function $f$, which has vanishing objective in (4.1). By choosing the $f$ with a unit gradient, we have found a solution to the variational problem of (4.1), whose zero-level set (the VIPSS) is the hyperplane.

A.3 Commutativity with similarity transformations

Ideally, a reconstruction method should be invariant to the change of the coordinate system. In other words, the reconstruction operator should commute with similarity transformations (e.g., translation, rotation, and uniform scaling): reconstructing from the transformed points should be equivalent to transforming the reconstruction from the original points.

Commutativity to isometry (translations and rotations) is a direct consequence of the invariance of Duchon’s energy to isometry. Consider a set of transformed points $\mathbf{x}_i = T(\mathbf{x}_i)$ where $T$ is an isometry. For any function $f$, the objective in (4.1) with respect to the original points $\mathbf{x}_i$ is the same as the objective of the transformed function $\tilde{f}(\mathbf{x}) = f(T^{-1}(\mathbf{x}))$ with respect to the transformed points $\mathbf{x}_i$. Since gradient magnitudes are preserved under isometry, we conclude that, if $f$ is the solution to (4.1) for $\mathbf{x}_i$, $\tilde{f}$ must be the solution for $\mathbf{x}_i$.

Duchon’s energy is not invariant to uniform scaling, but is multiplied by some power of the scale. To ensure that the VIPSS commutes with scaling, the value of $\lambda$ needs to be properly scaled with the input points. As the next proposition shows, $\lambda$ should scale cubically with the data size.
Proposition 3. Let $f$ be the solution to (4.1) using Duchon’s energy for a given point set $x_i$ and $\lambda$, and $w > 0$. Then $\tilde{f}(x) = wf(x/w)$ is the solution for points $x_i = wx_i$ ($i = 1, \ldots, n$) and $\tilde{\lambda} = w^3 \lambda$.

Proof. In the following, we use symbol $\tilde{}$ for quantities involving the transformed points $\tilde{x}_i$.

We first note that
\[
\phi(wx, wy) = w^3 \phi(x, y)
\]
\[
D^{0,1} \phi(wx, wy) = w^2 D^{0,1} \phi(x, y)
\]
\[
D^{1,1} \phi(wx, wy) = w D^{1,1} \phi(x, y)
\]

Hence matrix $\tilde{A}$ in (4.5) for $\tilde{x}_i$ is related to $A$ for $x_i$ by
\[
\tilde{A} = w^{-3} W A W
\]

where $W$ is a diagonal matrix whose diagonal consists of $n$ of $w^3$, $dn$ of $w^2$, $d$ of $w$, and a single 1, in order. The inverse $W^{-1}$ is also a diagonal matrix, whose diagonal consists of $n$ of $w^{-3}$, $dn$ of $w^{-2}$, $d$ of $w^{-1}$, and a single 1, in order. Thus we have the following relation between the inverses, $\tilde{A}^{-1}$ and $A^{-1}$,
\[
\tilde{A}^{-1} = w^3 W^{-1} A^{-1} W^{-1}
\]

and the relations between the sub-matrices,
\[
\tilde{J}_{00} = w^{-3} J_{00}, \; \tilde{J}_{01} = w^{-2} J_{01}, \; \tilde{J}_{11} = w^{-1} J_{11}
\]

Substituting the above into (4.10) and noting that $\tilde{\lambda} = w^3 \lambda$ yields
\[
\tilde{H} = w^{-1} H
\]
Therefore, if \( g \) minimizes \( g^T H g \), then it also minimizes \( g^T \tilde{H} g \). For notational consistency, we denote \( g = \gamma \). By (4.11), we have \( s = ws \). As a result,

\[
\begin{pmatrix}
    a \\
    b \\
    e \\
    \tilde{d}
\end{pmatrix}
\begin{pmatrix}
    s \\
    g \\
    0 \\
    0
\end{pmatrix}
= \tilde{A}^{-1}
\begin{pmatrix}
    ws \\
    g \\
    0 \\
    0
\end{pmatrix}
= w^{-3} W^{-1} A^{-1} W^{-1}
\begin{pmatrix}
    w^{-2} a \\
    w^{-1} b \\
    c \\
    wd
\end{pmatrix}
\]

Substituting the above into the definition of Duchon’s interpolant (4.4) yields \( f_{s, \gamma}(x) = w f_{s, \gamma}(x/w) \). This proves the proposition, because \( f_{s, \gamma} \) and \( f_{s, \gamma} \) are the solutions to (4.1) for inputs \( \{x, \lambda\} \) and \( \{\tilde{x}, \tilde{\lambda}\} \), respectively, due to Proposition 1.

The above proposition implies that the VIPSS of the scaled points (zero-level set of \( \tilde{f} \)) is the VIPSS of the original points (zero-level set of \( f \)) scaled by the same factor \( w \). In summary, the VIPSS undergoes the same similarity transformation with the input data, as long as parameter \( \lambda \) is multiplied by the cubic power of the scaling factor whenever uniform scaling is involved.
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