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BIG DATA AND ARTIFICIAL INTELLIGENCE: NEW CHALLENGES FOR WORKPLACE EQUALITY

Pauline T. Kim*

Big data and artificial intelligence are increasingly being used by employers in their human resources processes in ways that control access to employment opportunities. This Article, based on remarks delivered as the Carl A. Warns, Jr. Keynote Speaker, describes some of those developments and explains how practices like targeted online recruitment strategies and the use of hiring algorithms to screen applicants raise a significant risk of discriminating against protected groups such as women and racial minorities. It then considers some of the challenges these technologies pose for existing anti-discrimination law and suggests ways that the law should be interpreted to address these new threats to workplace equality.

I. INTRODUCTION

Big data and artificial intelligence seem to be everywhere these days. This data revolution promises that as we gather more and more data, and use computers to analyze that information, we can solve all kinds of problems—from optimizing medical care to assembling a winning baseball team.

The workplace is no different. The vast amounts of data and increased computing power now available are transforming the workplace. We are seeing rapid changes in how work gets done, who performs work, and what skills are needed. These developments raise significant challenges, but I am going to put aside the questions that have received the most attention recently—such as whether Uber and Lyft drivers should be classified as employees or independent contractors, or whether robots will take all of our jobs.¹ Instead, I am going to assume that despite the remarkable changes going on around us, the economy will still require workers in the future, and

* Daniel Noyes Kirby Professor of Law, Washington University School of Law. These remarks were delivered as the Carl A. Warns, Jr. Keynote Speaker on June 29, 2018 at the University of Louisville Brandeis School of Law. Many thanks to Adam Hall for research assistance.

that many of those workers will be tied to particular firms in employment relationships.

The question I want to focus on today is this: who will have access to the employment opportunities that remain? Or to put it another way, how will jobs be distributed in a data-driven world? Because not only is technology changing how work is performed, it is also transforming companies’ personnel practices. Employers are relying on tools built using big data and artificial intelligence to try to solve the most vexing problems facing human resources (HR) departments—such as how to successfully recruit and retain productive employees.2

To explore these issues, I will begin with a story about a fictional tech company, Tech Co.3 It is experiencing rapid growth and needs to hire many computer programmers quickly. It wants to hire the best talent as efficiently as possible. To accomplish this, it decides to pursue an aggressive social media campaign to target potential applicants. Using tools provided by social media platforms like Facebook, it pushes job advertisements to a narrowly tailored audience—those predicted to be the best candidates. These targeted users see the advertisement on their Facebook news feed. The ad contains a link that takes interested viewers to the website of a third-party vendor hired by the employer to collect and screen applications. On the website, applicants provide basic personal information, upload a résumé, and take an online test or personality inventory. The vendor aggregates this information with other data available from third-party data brokers and enters it into its proprietary algorithm. The algorithm sorts and ranks applicants and the results are used to recommend the best candidates to Tech Co.

Very few of the programmers at Tech Co. are women, and they tend to leave at higher rates than their male counterparts. While the company is concerned by these numbers, it believes that data-driven strategies will be more efficient and accurate than traditional recruitment strategies. Moreover, because gender is not a factor in the advertising or hiring algorithms, it assumes that the process is fair. After pursuing this data-driven strategy for some months, the company notices a pattern. First, the percentage of female applicants is much lower than the percentage of female Facebook users.

---


2 What follows is a fictional story, although it is similar to the experience of a real company—Amazon—that tried to develop a hiring algorithm. See Jeffrey Dastin, Amazon Scraps Secret AI Recruiting Tool That Showed Bias Against Women, REUTERS (Oct. 9, 2018, 10:12 PM), https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G.
Second, the females who do apply are rarely recommended for hire. Over time, more women leave the firm and their total numbers fall steadily. The company says that it would like to hire more women, but it believes the algorithm is neutral, so it must be that women lack the objective criteria that predict success on the job.

This story is intended to illustrate the risk that big data and algorithms may disadvantage groups that are protected by anti-discrimination laws—such as racial and ethnic minorities, women, older workers, and individuals with disabilities. As I will explain, algorithms sometimes operate in ways that are systematically biased against certain groups. When that happens, the effects will look very similar to traditional forms of discrimination.

Before discussing concerns about discrimination, let me make a brief aside about privacy. Many big data and artificial intelligence tools rely on extensive data gathering about applicants and employees, which raises significant concerns about privacy. Those concerns warrant separate attention, so I will only mention here that while there are some legal limits on employers’ ability to collect personal information, existing privacy laws are quite limited and are unlikely to slow collection of the types of information used to build workplace algorithms. As a result, employers’ reliance on big data and algorithms to make personnel decisions is likely to grow. While I do not wish to minimize the very real concerns about privacy, this Article will focus on the risks of unfair discrimination posed by these technologies.

First, I will discuss some of the ways big data and artificial intelligence may control access to employment opportunities. Next, I will explain the risks that these employer practices may produce discriminatory outcomes and why those risks should concern us. Finally, I will consider the challenges these developments pose for the law.

II. Big Data, Artificial Intelligence, and Access to Employment

To illustrate how big data and artificial intelligence are being used to control access to employment opportunities, I will focus on the practices followed by the fictional Tech Co.

First, the company pursued a social media recruiting strategy. Social media platforms like Facebook offer tools that allow advertisers to narrowly target a particular audience. Using those tools, an advertiser can select its

---

4 For an explanation in greater detail of how targeted online advertising works and the risks of discrimination it poses, see Pauline T. Kim & Sharon Scott, Discrimination in Online Employment Recruiting (Wash. Univ. in St. Louis Legal Studies Research Paper No. 18-07-02),
audience based on demographic characteristics—such as location, age, and gender.

Of course, as we have learned recently, Facebook knows a great deal more about its users than basic demographic information. It collects data about pretty much everything we do on Facebook, and a great deal about our offline behavior as well. It knows what we like, who our friends are, what links we click, where we travel, and where we spend our money. Using this data, Facebook infers “attributes”—tens of thousands of characteristics, preferences, and interests about each of us. Attributes can identify groups like people who are interested in vegetarianism or who lived in Bangladesh. Advertisers can target specific audiences by including or excluding users who have a certain attribute or combination of attributes.

Facebook also offers a tool called “lookalike audience.” To use this feature, an advertiser provides Facebook with information about an existing group, the “source audience,” that represents the type of people it wants to reach. For retailers, this could be a list of its existing customers; in the case of an employer, it might be its current employees. Facebook takes the source audience, analyzes data about them, identifies other users who have similar profiles, and targets ads to this “lookalike” group. The idea behind targeted advertising is that Facebook’s data helps advertisers predict which users will respond to their ads. In the recruitment context, this means Facebook’s tools help employers predict which users are most likely to apply for their jobs.

The second strategy of the hypothetical Tech Co. was to rely on an applicant screening tool. Automated screening tools can be useful for employers that receive thousands of applications and seek an efficient way


6 See Curran, supra note 5; Angwin et al., supra note 5.
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of sorting through them. Rather than having a human read every application, automated software—often provided by a third-party vendor—offers to screen applicants by analyzing all the data available about each one and deciding which candidates deserve a second look by the company.\(^{15}\) This is kind of like Tinder for the HR department, except that the computer swipes left and right instead of a human. In screening or scoring applicants, the algorithm is making predictions about which applicants will perform best on the job.\(^{16}\)

Notice that the concept of prediction is at the core of both of the tools used by Tech Co. in its recruiting process, just as it underlies many artificial intelligence systems. Automated decision-making programs take lots and lots of data and analyze it to find statistical relationships between variables. The relationships that are uncovered are used to build models to predict future cases. An algorithm is simply the set of instructions derived from that analysis. It takes data about past cases and uses it to predict outcomes in new cases—such as who is likely to apply and who will make a good employee.

However, the word “predict” can mean different things. When meteorologists predict the weather, they are forecasting an unknown future event (tomorrow’s weather) based on factors they can observe now, like temperature and barometric pressure. These factors are understood to causally influence tomorrow’s weather, and therefore they provide a basis for prediction. The forecast may turn out to be right or wrong, but the better meteorologists understand the causal relationship between today’s atmospheric conditions and tomorrow’s weather, the more accurate their predictions will become.

The word “predict” is used in another sense as well. Data scientists often say that certain data can “predict” other characteristics. What they mean is that because data analysis can identify patterns, once a computer knows certain information, it can infer other characteristics. For example, a recent study found that what a person “likes” on Facebook can “predict” intelligence or personality traits.\(^{17}\) One particular finding in that study was that “liking"

---


\(^{15}\) Miller, supra note 14.

\(^{16}\) Id.

curly fries on Facebook predicts higher intelligence. I hope what I am going to say next is not controversial, but I do not think this is a causal relationship. I would not advise my students to spend less time studying and more time eating curly fries. Even though there is no causal relationship, liking curly fries on Facebook "predicted" intelligence in the sense that these two things are closely correlated, at least in the data studied by those researchers.

In another well-known example, Target Stores discovered that women often start taking certain types of supplements early in their pregnancies. By observing who purchased those supplements, Target could "predict" that a customer was pregnant. Once again, this is not a causal relationship. At least so far as I know, taking supplements does not cause pregnancy. Yet the close correlation between these two facts allowed Target to direct advertising for things like diapers and baby clothes to expectant mothers at the moment they needed to purchase these items.

Recruiting and hiring algorithms use predictions of the second type—observed correlations—to make predictions of the first type—forecasts about how humans will behave in the future. However, because these predictions often are not based on causal factors, they can result in significant errors or biases. I will return to this distinction between correlation and causation again shortly.

III. THE RISKS OF DISCRIMINATION

So, then, what are the risks of discrimination if employers rely on big data tools for recruiting and hiring workers? Consider first targeted online advertising. One risk is that an employer might expressly rely on protected characteristics to select who will be included or excluded from seeing a job posting. Using the demographic targeting variables, an employer can select to show an advertisement to only women, or only men, or only to individuals in certain age groups.

In a lawsuit recently filed in California, the plaintiffs alleged that companies like T-Mobile and Amazon do exactly that—namely, target their job postings on Facebook in a way that excludes older workers from
receiving them. In the case of T-Mobile, the company placed a job posting on Facebook featuring a young man wearing a cap backwards, and inviting users to “Launch a Customer Care career.” Facebook allows users to click on a “Why am I seeing this ad?” feature, and doing so revealed that T-Mobile selected an age range focused on younger workers—eighteen- to thirty-eight-year-olds—to receive the ad.

An employer’s targeted advertising strategy might discriminate even without relying on an explicit age range. Instead, the employer could choose to target an audience with an attribute that correlates with age—such as “Young Professionals” or “Young Lifestyle.” They say age is just a number, but folks over forty are not likely to be included in groups like “Young & Hip” or “Millennials,” which means they will not receive job ads targeted at these groups.

Race is a bit more complicated. In theory, an employer cannot select a Facebook audience based on race, but some interest categories are closely identified with race—such as the attribute of “African American affinity group.” Selecting or screening out an audience using this attribute would probably come pretty close to selecting on the basis of race. Even without using ethnic affinity, employment ads might target or exclude along racial or ethnic lines by using proxies, such as “interested in BlackNews.com” or “interested in Nuestro Diario.”

Finally, an employer might use the “lookalike audience” feature in a way that selects a target audience along protected class lines. For example, if it provides Facebook with an existing user group that does not include women or racial minorities, the “lookalike audience” will, not surprisingly, look a lot like the original biased population. Note that in each example above, employers might use these tools to deliberately exclude or target particular groups, but it is also possible for employers to rely on Facebook’s targeting features without being aware of their discriminatory impact.

25 Id.
26 Id. at 36–39.
27 See Speicher et al., supra note 4.
28 See id.
30 See Speicher et al., supra note 4.
31 See id. at 11.
What about applicant screening and scoring algorithms? These tools can also produce discriminatory results, even when they appear to be neutral. One reason is that, as with targeted advertising, a selection algorithm might rely on a proxy attribute that causes it to sort implicitly on the basis of a protected characteristic.\(^{32}\) This might occur intentionally, if the person creating or using the algorithm knows that a certain trait is correlated with a protected characteristic and uses it to screen out a disfavored group. For example, place of residence is closely correlated with race in many cities.\(^{33}\) By relying on an algorithm that sorts candidates based on zip code, an employer could screen out racial minority applicants. The effect could be unintentional as well. For example, certain types of personal data might be correlated with health conditions in a way that causes the algorithm to implicitly discriminate against individuals with disabilities, even if the employer neither knows nor intends to screen on that basis.\(^{34}\)

Another way an algorithm can produce biased results is if it is built using biased data.\(^{35}\) An algorithm makes predictions about the future by analyzing data about the past. If that data incorporates biased judgments, then the model’s predictions will be biased as well.\(^{36}\) Take, for example, a hiring algorithm currently in use that selects candidates by comparing them with an employer’s current employees. If the employer’s prior hiring practices excluded certain groups—for example, the hypothetical Tech Co. which hired very few women as computer programmers in the past—the algorithm will simply reproduce the previously existing biases. A different type of algorithm could offer to eliminate applicants who will not be a good “cultural fit” with the employer. Depending upon what factors are used to define cultural fit, the selection tool might operate to exclude racial or ethnic minorities.

There are other, more technical reasons an algorithm might be biased that I will not discuss in detail here. To summarize them briefly: if there are problems with the data used to build a model—for example, if it relies on incomplete, error-ridden, or unrepresentative data—the algorithm may produce biased predictions.\(^{37}\) Models are built by analyzing existing datasets, therefore they are only as good as the input data. The old adage applies here: garbage in, garbage out.

\(^{32}\) Kim & Scott, supra note 4, at 22.


\(^{34}\) See id. at 884.

\(^{35}\) See Kim, supra note 33.

\(^{36}\) Id.

\(^{37}\) Id. at 861; see also Solon Barocas & Andrew D. Selbst, Big Data’s Disparate Impact, 104 CALIF. L. REV. 671, 677–93 (2016).
In response, big data enthusiasts argue that data can help reduce discrimination—and sometimes that may be true. Decades of social science research has revealed many ways that human decision making is biased. Aside from outright prejudice, human judgments can be distorted by stereotyped beliefs or implicit biases. Algorithms that ignore arbitrary and irrelevant demographic information can help employers avoid this sort of human bias. So, to be clear, I am not opposed to all uses of data and algorithms in the workplace. Used properly, they can be important tools for employers and can help make workplaces fairer. However, because big data and algorithms also raise the risk of introducing new forms of bias, there are strong reasons to be very cautious about how these new tools are deployed.

One reason for caution is that human behavior is notoriously difficult to predict. Unlike the laws of physics, human behavior is not fully determinate and predictions involving humans can go wrong. Consider two predictions made on October 30, 2016. It was the middle of the World Series and the Chicago Cubs were down three games to one. A headline read “The Cubs Have a Smaller Chance of Winning than Trump Does.” The article predicted the Cubs had only a 15% chance of winning the World Series and that Donald Trump’s chances of winning the presidency were only slightly higher at 21%. These were not amateur-hour predictions—they were made on FiveThirtyEight, the website run by Nate Silver, who is one of the biggest data geeks around. Yet, we all know the outcome of both the 2016 World Series and the presidential election.

So, predictions about human behavior inherently involve varying degrees of uncertainty. Depending upon the purpose of the prediction, that uncertainty may be a minor or major concern. If an algorithm erroneously

---

38 See Kim, supra note 33, at 873 (“Data analytics thus hold the potential to reduce biases and increase opportunities in the workplace for traditionally disadvantaged groups.”).
40 See sources cited supra note 39.
42 Id.
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predicts that I am pregnant and sends me coupons for diapers, I can simply ignore them. If, however, it predicts—erroneously—that I will not be a good employee and I am denied a job as a result, it has created a much more significant problem for me. And if an algorithm not only makes an erroneous prediction about an individual worker, but makes predictions across cases or populations in a way that is systematically wrong or biased—that raises much broader social concerns. We should be especially concerned if those biases fall along lines of race, sex, or other protected characteristics in ways that reinforce historical patterns of disadvantage.

Another reason for concern is the difference between correlation and causation, discussed earlier. Recall the predictions that “liking curly fries on Facebook predicts intelligence” and taking supplements predicts pregnancy. Because the relationships used to make these predictions are not causal, the connections are not likely to be stable over time. Curly fries may no longer be popular among the intelligentsia. Medical advice for expectant mothers may shift away from taking certain supplements. Predictions based on the initial correlations will turn out to be wrong. In the employment context, if non-causal correlations are used to decide who should be hired, some workers will lose out on jobs for reasons that turn out to be completely arbitrary.

Big data enthusiasts are unconcerned by the lack of causal explanations. They believe we do not need to understand the reasons for the statistical relationships that are observed. If there are errors in their predictions, they argue, the machine will learn and update the algorithm to become more accurate over time. However, an algorithm can only learn based on the data available to it. In the employment context, machine learning is limited because this required feedback and correction will not always occur. If an algorithm is labeling candidates qualified and unqualified, the employer will only hire applicants identified as qualified. If some of these “qualified” applicants are, in fact, not so qualified, the employer will find out and can provide updated data to correct the model. However, if some of those labeled “unqualified” are in fact qualified, there is no way to know. This is because they will not be offered the job and will have no opportunity to show they are in fact qualified. These errors will go undetected and the model will not learn from these mistakes.

---

46 Kosinski et al., supra note 17, at 5804; Duhigg, supra note 19.
47 Kim, supra note 33, at 875.
48 Id. at 881–82.
49 Id.
If those errors are not randomly distributed, but are systematically biased against certain groups, they can themselves produce feedback effects. Workers in disfavored groups may become discouraged and no longer apply to certain firms or for certain types of jobs. Even more harmful from a societal perspective, those discouraged workers may no longer invest in developing their human capital. So, the risk is that biased data models may create feedback loops that further entrench inequality.

Relying on big data and algorithms raises the risk of a form of discrimination I called classification bias in an earlier article. Classification bias occurs when decision makers rely on classification schemes that worsen inequality or disadvantage along the lines of race, sex, national origin, disability, or other protected status. When that happens, it raises the same policy concerns that motivate our laws against discrimination in employment.

IV. CHALLENGES FOR THE LAW

Are existing laws up to the challenges posed by discriminatory algorithms? Let’s start with targeted recruitment practices. One of the aims of Title VII of the Civil Rights Act of 1964 was to end job segregation. In the first half of the twentieth century, help wanted ads were typically sex-segregated and often expressed racial or ethnic preferences. In response, Title VII, in addition to prohibiting discrimination, also made it unlawful for employers to publish advertisements that “indicate a preference, limitation, specification or discrimination” based on a forbidden characteristic. A similar provision in the Age Discrimination in Employment Act (ADEA) prohibits ads indicating a preference based on age.

Following the passage of Title VII, ads expressing racial preferences quickly disappeared. It took several more years before newspapers stopped printing separate job listings for men and women. After some initial

---

50 Samuel R. Bagenstos, Subordination, Stigma, and "Disability," 86 VA. L. REV. 397, 464 n.254 (2000) (citing economics literature that discrimination can be self-perpetuating if it discourages members of groups facing discrimination from investing in their human capital).
51 Kim, supra note 33, at 882.
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53 Id. at 890–91.
58 Pedriana & Abraham, supra note 55, at 906.
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ambivalence, the Equal Employment Opportunity Commission (EEOC) took a clear stance against them in 1968 and by the mid-1970s, sex-segregated help wanted ads had largely disappeared. The provisions in Title VII and the ADEA prohibiting discriminatory ads have rarely been litigated since. However, given the recent legal challenge to targeted online recruiting, the provisions will likely get renewed attention.

One crucial question is whether or when targeted online advertising violates the statutory prohibition on ads that indicate a discriminatory preference. Does the text of the ad itself have to express a preference to fall within the prohibition? The T-Mobile ad described earlier says nothing about preferring or discriminating against any group. But the ad was targeted to a specific audience in a way that explicitly mentioned age. Does selecting an audience using demographic characteristics indicate an unlawful preference in violation of the statute? No court has yet decided this question, but the cases on sex-segregated newspaper ads suggest that it does.

However, there may be practical difficulties in enforcing this provision. Targeting decisions are often opaque. When someone receives an advertisement and clicks on “[w]hy am I seeing this ad?” the explanation is often incomplete. As for those in the excluded group—they will not see the ad at all and cannot ask “why am I not seeing this ad?” Although they do not know of the existence of the ad, they arguably have suffered a tangible harm by being denied information about job opportunities.

An employer’s preference may be obvious when it relies on demographic characteristics, but what if it relies on attributes or behaviors that are facially neutral or makes use of Facebook’s “lookalike” tool? If the effect is to exclude women or certain ethnic groups, has the employer violated Title VII? Did the employer know that using a particular attribute would lead to the exclusion of older workers? Did it understand that using the “lookalike audience” tool might result in an audience skewed along gender or ethnic lines? Because of the differences between targeted online ads and the old help wanted ads printed in newspapers, it is uncertain how the prohibitions on discriminatory ads will apply to today’s social media recruitment strategies.

60 Id. at 914.
62 See id.
63 See id.
64 See Kim & Scott, supra note 4.
What about hiring algorithms that sort or score job applicants? Does an algorithm that systematically disadvantages members of a protected group violate the law? The basic structure of the law is familiar. There are two well-recognized theories of discrimination: disparate treatment and disparate impact. Disparate treatment theory forbids adverse decisions taken "because of" race, sex, or any other protected class. Disparate impact cases involve facially neutral employment practices that have discriminatory effects. If an employer is using a biased algorithm because it wants to produce discriminatory results, that is clearly a form of intentional discrimination prohibited under disparate treatment theory. Proving the employer's intent may be difficult, but that type of discrimination fits quite well conceptually with traditional doctrine.

Some commentators have proposed that the risk of discrimination can be avoided by purging a dataset or algorithm of variables recording information about characteristics like race or sex. As we saw earlier, however, other variables may correlate closely enough that they can act as proxies for protected characteristics. Eliminating express reliance on variables like race and sex simply cannot guarantee non-discriminatory outcomes.

What about unintended bias that results from the use of workforce analytics? Perhaps an employer purchases software to help screen its applicant pool without realizing that the algorithm is systematically biased against a protected group. In such a situation, disparate impact theory would seem to apply. Under current doctrine, disparate impact cases proceed through several steps. First, the plaintiff must identify an employer practice that has a disparate impact on a protected group. Then, the employer can defend the practice by showing that it is "job related" and "consistent with business necessity." If the employer succeeds in this defense, the plaintiff can still prevail by showing that a less discriminatory alternative exists that the employer failed to adopt. While the concept of disparate impact captures concerns about unintended discrimination, the specific ways the doctrine has been applied by courts does not quite fit the challenges posed by biased algorithms. The doctrine was initially elaborated by courts in the 1970s.

68 Kim, supra note 33, at 918.
69 Kim & Scott, supra note 4, at 22.
71 Id. § 2000e–2(k)(1)(A).
72 Id. § 2000e–2(k)(1)(A)(i).
73 Id. § 2000e–2(k)(1)(A)(ii).
74 Kim, supra note 33, at 866–67, 905–09.
when employers commonly used written ability tests. Civil rights lawyers successfully challenged the use of these tests because they tended to screen out black workers, but often were not related to skills needed for the job.

Workplace algorithms differ in important ways from traditional selection procedures which focused on testing workers for particular abilities or job skills. These differences mean that mechanically applying existing disparate impact doctrine will be insufficient to address the risks of discrimination. One challenge is that, as described above, big data algorithms often rely on unexplained correlations with observations about an individual’s behavior, rather than measuring skills or abilities that are directly relevant to job performance. Another challenge is that the factors driving the results may be unknown. An algorithm can be so complex that its decision process is completely opaque—even to the programmers who created it. As a result, an employer that relies on an algorithm may not be able to clearly articulate or explain the reasons for its decision.

Given these characteristics, biased algorithms raise many questions and challenges for disparate impact doctrine. If an algorithm produces a racially discriminatory effect, can the employer meet its burden of showing that it is “job related” by demonstrating that it rests on a robust statistical correlation? Even if the correlation is unexplained? What about in situations where the relationship between the observed behavior (e.g., liking curly fries on Facebook) and the target characteristic (intelligence) is clearly not causal? What if the algorithm is so complex that neither the employer nor the creator of the software can explain what factors caused it to have a discriminatory effect? How should the “job related/business necessity” test be applied to a “black box”? Existing disparate impact doctrine is not equipped to deal with issues like these, and so to address classification bias, the law needs to recognize that predictive algorithms differ from traditional ability tests and to adapt accordingly.

Although this is by no means a complete list, I describe here some of the ways that anti-discrimination law can better address data-driven discrimination. First, although it may seem counterintuitive, data about sensitive characteristics like race and sex should be preserved. Purging these

---
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80 For a more detailed discussion of how anti-discrimination law should be interpreted to respond to the risk of classification bias, see Kim, supra note 33, at 916–25.
data will not prevent biased outcomes. And only where this data is available is it possible to audit complex algorithms to identify whether they are having discriminatory effects. Second, the mere existence of a statistical correlation should not be sufficient to justify a model with discriminatory effects. In other words, an unexplained correlation should not satisfy the requirement that an employer show that a practice is "job related."

Third, when an algorithm systematically disadvantages protected groups, the employer should bear the burden of demonstrating that the model is statistically valid and substantively meaningful, as opposed to merely "job related." The employer, or the vendor who created the algorithm, should have to show it avoids common sources of statistical bias—for example, by showing that it was built using data that is accurate, unbiased, and representative. In addition, the employer should have to provide some explanation of the decision process and explain its relevance to the job—something more than a mere statistical relationship. Only then can we bring to bear societal values and judgments to determine whether its use is justified despite its effects.

Finally, the law should be structured in a way that encourages employers to audit the algorithms they use and to mitigate any discriminatory effects they uncover by refining, revising, or discarding biased models. And when an algorithm is only one part of a much larger selection process, employers should be given the incentive to ensure that the overall process operates in an unbiased manner, recognizing that it may sometimes be difficult to tease apart precisely which factors in an algorithm are causing a disparate impact. This may mean giving employers some protection if they can show that they are seeking in good faith to identify when bias exists in their automated HR processes in order to eliminate or correct for it. Anti-discrimination law will not achieve its purposes if it gives employers an incentive to bury their heads in the sand and avoid finding out the effects of their practices.

V. CONCLUSION

I want to return to my fictional company, Tech Co., and imagine a different story. The company examines data about its current workforce and recognizes that women programmers are underrepresented in its ranks, even compared with other firms in the same industry. Close analysis of its workforce data reveals that teams that include women are more productive, yet women tend to receive lower ratings from supervisors and peers than their male colleagues involved in the same projects. After looking more closely at

---

other indicia of productivity, the company learns that, consistent with
cognitive science literature, the evaluations of female programmers are
affected by implicit biases. Examining data on turnover suggests that certain
divisions experience higher attrition of female employees. The company
follows up by interviewing employees and finds that women in certain
divisions are subject to sexual harassment, while in others they are being
excluded from key training or mentoring opportunities. It turns its efforts
towards improving the workplace culture and correcting the structural biases
uncovered by its analysis of the data, and over time, the number of successful
women in the company begins to grow steadily. In this version of the story,
data and analytic tools are used to promote, rather than undermine, workplace
equality.

The explosion of data and the growth of artificial intelligence is
transforming how employers recruit, select, and manage their employees.
The question is whether those forces will reinforce past patterns of bias and
exclusion or will reverse them and make the workplace fairer. The answer
will turn to a large extent on the choices companies make about how to use
these technologies. But the law has a role to play as well. The law should be
interpreted in ways that create incentives for employers to audit their data-
driven HR processes for discriminatory impact, and to ask hard questions of
vendors who create these algorithms, rather than uncritically accepting their
claims of neutrality and legality. At the same time, the law should encourage
employers to use data in creative ways to diagnose and solve problems of
implicit and structural bias that hinder opportunities for women and racial
minorities in the workplace. Perhaps this will require defining best practices;
perhaps it will mean creating some kind of safe harbor for employers who
use these tools responsibly and for equality-promoting purposes.

I do not have all the answers, but the big data revolution is not going
away. We need to think hard—now—about how to avoid biased uses of data,
while harnessing its potential for creating a fairer, more inclusive workplace.