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ABSTRACT OF THE DISSERTATION

Self-powered Time-Keeping and Time-of-Occurrence Sensing

by

Liang Zhou

Doctor of Philosophy in Computer Engineering

Washington University in St. Louis, 2018

Professor Shantanu Chakrabartty

Self-powered and passive Internet-of-Things (IoT) devices (e.g. RFID tags, financial assets, wireless sensors and surface-mount devices) have been widely deployed in our everyday and industrial applications. While diverse functionalities have been implemented in passive systems, the lack of a reference clock limits the design space of such devices used for applications such as time-stamping sensing, recording and dynamic authentication. Self-powered time-keeping in passive systems has been challenging because they do not have access to continuous power sources. While energy transducers can harvest power from ambient environment, the intermittent power cannot support continuous operation for reference clocks. The thesis of this dissertation is to implement self-powered time-keeping devices on standard CMOS processes.

In this dissertation, a novel device that combines the physics of quantum tunneling and floating-gate (FG) structures is proposed for self-powered time-keeping in CMOS process. The proposed device is based on thermally assisted Fowler-Nordheim (FN) tunneling process across high-quality oxide layer to discharge the floating-gate node, therefore resulting in a time-dependent FG potential. The device was fully characterized in this dissertation, and it does not require external powering during runtime, making it feasible for passive devices and systems.
Dynamic signature based on the synchronization and desynchronization behavior of the FN timer is proposed for authentication of IoT devices. The self-compensating physics ensure that when distributed timers are subjected to identical environment variances that are common-mode noise, they can maintain synchronization with respect to each other. On the contrary, different environment conditions will desynchronize the timers creating unique signatures. The signatures could be used to differentiate between products that belong to different supply-chains or products that were subjected to malicious tampering. SecureID type dynamic authentication protocols based on the signature generated by the FN timers are proposed and they are proven to be robust to most attacks. The protocols are further analyzed to be lightweight enough for passive devices whose computational sources are limited.

The device could also be applied for self-powered sensing of time-of-occurrence. The prototype was verified by integrating the device with a self-powered mechanical sensor to sense and record time-of-occurrence of mechanical events. The system-on-chip design uses the timer output to modulate a linear injector to stamp the time information into the sensing results. Time-of-occurrence can be reconstructed by training the mathematical model and then applying that to the test data. The design was verified to have a high reconstruction accuracy.
Chapter 1

Introduction to Self-powered Timers

Time has penetrated into almost every aspect of human beings’ activities. At the micro-scale, each person has their own time-keeping devices such as a wrist-band watch or a smartphone to schedule their daily activities to maintain a regulated and efficient lifestyle. At the macro-scale, delicate systems require accurate time-keeping or synchronization to perform accurately and correctly. For instance, modern computing systems rely on a global clocking system to ensure correct order of operation. Wireless communications also require accurate synchronization across different networks for successful information exchange. In this chapter, the history of designing and using time-keeping devices will be presented first, followed by the introduction of self-powered and passive devices, which motivate the design of self-powered timers. Then the challenges in designing time-keeping devices for passive systems are discussed. Finally the contributions of this dissertation are summarized.
1.1 Time-keeping Devices

The Chinese saying "work at sunrise, rest at sunset" describes in the ancient time, people used sun as the indication of time for everyday activities. Time has been playing a significant role since the start of human age. It provides the reference to regulate the schedule of events, such as farming, eating and sleeping. Navigation for sailing on the sea requires more precise time-keeping for accurate estimation of location. When entering the modern life, time-keeping becomes even more important, spanning a variety of applications ranging from global positioning systems (GPS), network synchronization to high-performance computation. Therefore, designing high-performance time-keeping systems has been always a motivating task for scientists and engineers.

Clocks are designed to measure, track and indicate time. Early clocks in human history take advantage of particular natural moves to keep track of time. For instance, sundial clocks use the movement of sun hence the location of its shadow on a dial to indicate time, while sand clocks and water clocks use the movement driven by gravity to record time. Promoted by the advance of science and technology, making more accurate clocking devices became feasible. The first pendulum clock was built in 1657 based on the scientific discovery of fixed periods in dangling pendulums and it significantly improved the time-keeping accuracy. Motivated by the navigation on the sea, marine chronometers based on mechanical oscillation were invented in the 18th century to avoid the drawbacks of pendulum clocks which are prone to rocking and shaking. It could achieve a time-keeping accuracy of 5 seconds for a 10-week period [37]. The discovery of quartz crystal together with the development of electronics enabled another jump in the watch industry. The oscillation of quartz crystal is relatively stable and resistant to environment changes, making it feasible for compact time-keeping. After 1970s, electronic watch based on quartz crystal started to dominate the watch market. The development of
Figure 1.1: Comparison of clocks with different operation principles. 

quantum physics and molecular-atomic physics, together with engineering techniques makes it possible for super accurate time-keeping. Atomic clock based on the quantum transition of electrons across different energy levels can achieve accuracy as high as $10^{-18}$. This super accuracy enables the proliferation of modern applications such as the GPS all over the world. 

Design of clocks is a trade-off over multiple factors such as power, accuracy and footprint. Fig. 1.1 illustrates the power-accuracy performance of typical clocks. In the ancient time, it was difficult to store energy in a compact style, therefore the size of clocks are usually large. Although sundial clock itself does not consume energy, it significantly depends on the direct light from the sun and calibration of the absolute direction, therefore it has to be anchored at a place and track time at sunny days. Pendulum clock as its name indicates requires a pendulum to maintain time. Since the dangling period depends on the length of the pendulum, the size can not be scaled. Also as previously mentioned, pendulum clock is prone
of to shaking, therefore, it also needs to be anchored for accurate time-keeping. Mechanical
clock and electronic clock built upon quartz crystal shrink the size making it wearable at the
wrist, while maintaining a low power consumption down to $10^{-6}$ W, therefore pushing the
time-keeping accuracy limit for daily applications.

In electronic systems, such as a smartphone or a laptop, the von Neumann architecture
requires the system to work in a synchronized way, which needs a synchronous clock. When
the clock speed reaches GHz range, the maintenance of synchronization becomes much more
challenging. As a result, the design of CPU clock put more effort on the optimization
of form factors, synchronization and power consumption, instead of the absolute timing
accuracy. However, in applications such as network synchronization and GPS, the absolute
timing accuracy is key to the system performance because such network spans a large spatial
scale. For instance, the global positioning system using the triangular principle to calculate
the position. The distances between the position of the target and the satellites, which are
calculated from the speed of electro-magnetic wave (speed of light) multiplying by transmission
time, determine the positioning accuracy. Since the speed of light is large, super accurate
time is required to achieve small positioning error. A timing error of 1 µs will result in a
300 meters location error, which is unacceptable for GPS applications. Atomic clock, which
uses the stability of quantum transitioning between different energy levels of an atom for
time counting, is employed for GPS systems to provide an accurate timing. To stabilize the
emitted wave frequency which determines the timing accuracy, the system needs to be cooled
down to extremely low temperature to mitigate thermal interference, leading to increasing
design complexity and power consumption. A typical atomic timer can achieve a timing
accuracy ranging from $10^{-15}$ to $10^{-18}$ [35, 42, 50].

In the era of Internet-of-Things (IoTs), more dimensions are introduced into the design space
of time-keeping devices. Low-power chip-scale clocks are attracting a lot of attention because
they provide good leverage in performance metrics such as volume, power and accuracy. For instance, wireless network applications usually put more effort in designing timers with small power consumption and form factors. In [55], Lee et.al. proposed a watchdog clock for wireless sensor applications which operates at sub-kHz frequency range and consumes sub-nW power. The clock is mainly used for digital computation synchronization, and cannot provide time counting function. On the contrary, chip-scale atomic clocks were proposed in literature to maintain accurate timing locally [50]. The power consumption of such timers can be optimize to less than 100 mW with timing accuracy up to $10^{-10}$.

However, it is challenging to design continuous timers for passive devices, because passive devices do not have access to continuous power sources and also the system volume is too limited to implement specific types of timers such as quartz clocks. With the expansion of applications based on passive devices, the necessity of designing self-powered timers for passive systems is increasing. In the following section, we will briefly introduce self-powered and passive devices.

### 1.2 Self-powered and Passive Devices

Self-powered and passive devices eliminate the need of continuous power sources such as batteries or power grids, therefore enable rich forms of implementation. The light-weight and small form-factor features expedite the broad adoption of them in numerous applications. Based on the functionality of passive devices, they can be classified into three major categories: (a) self-powered sensors, (b) passive tags and cards, and (c) passive electronic components.

Self-powered sensors target at sensing one or a group of physical or chemical parameters and operate by harvesting energy from ambient environment using energy transducers. As illustrated in Fig. 1.2 [10], self-powered sensors are attractive across multiple applications.
such as supply chain monitoring [54, 57, 96], biomedical monitoring [24, 79], food safety [88, 92, 93] and infrastructure monitoring [10, 44]. A self-powered sensor composes three parts (as illustrated in Fig. 1.2): a front-end sensor that collects data, a middle-ware data storage and acquisition interface and a back-end data analysis and interpretation server. The sensor itself harvests energy from diverse ambient energy sources such as solar, mechanical, chemical and thermal fluctuations. Table. 1.1 summarizes the power density and I-V features of typical energy sources. The sensed data can be stored as an electrical signal in nonvolatile memories or just used some optical or physics parameters such as color, impedance and diffusion length. The data acquisition methods depend on the architecture and operation principle of the designed sensor. For instance, the information harvested by a QR sensor [94] can be easily accessed by a smartphone scanner. For integrated sensors, the data can be accessed in a
wireless way using RF [44] or ultrasonic [31] interface, or just using a plug-and-play interface [29]. Data interpretation and analysis can be done either locally or remotely on the server. Since the server is not limited in the computational resources, it is the most common way for data analysis.

Table 1.1: Characteristics of Typical Energy Sources

<table>
<thead>
<tr>
<th>Type</th>
<th>Thermal</th>
<th>Electromagnetic</th>
<th>Mechanical</th>
<th>Biological</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer</td>
<td>Thermal couple</td>
<td>L-C coupling, antenna</td>
<td>Electromagnetic, electrostatic, piezoelectric</td>
<td>Biofuel cell</td>
</tr>
<tr>
<td>Open-circuit Voltage $V_{OC}$</td>
<td>10 mV - 10 V</td>
<td>100 mV - 5 V</td>
<td>10 - 50 V</td>
<td>100 mV-1 V</td>
</tr>
<tr>
<td>Frequency $f_s$</td>
<td>DC</td>
<td>100 kHz – 5 GHz</td>
<td>0.1 Hz – 1 kHz</td>
<td>DC</td>
</tr>
<tr>
<td>Source Impedance $Z_s$</td>
<td>Resistive impedance 1 – 100s of Ω</td>
<td>Inductive impedance Low kΩ</td>
<td>Capacitive impedance 10s of kΩ – 100kΩ</td>
<td>10s of kΩ – 100kΩ</td>
</tr>
</tbody>
</table>

The second type of passive devices, namely passive tags and cards, are commonly seen and used in everyday life as shown in Fig. 1.3. Such examples include the use of RFID tags for supply-chain monitoring [8], retail-pass and access control, personal identification such as state ID and passports, and financial cards (e.g. credit and debit cards). Passive tags and cards only operate when external power sources are accessible. For instance, RFID tags can only be activated when an active reader is within the operational range, and credits cards can only be accessible when plugged into or swiped by a card reader. All the elements in the devices are passive and static.

The third type of passive devices namely the electronic components are extensively deployed in electronic systems such as smart phones, tablets and laptops. The surface-mount feature makes them lightweight and small, making them popular in all electronic platforms.
Figure 1.3: Use of passive tags and cards in daily life.

While self-powered and passive devices are increasingly popular because of the excellent trade-off in power, performance and form factors, their restricted resources limit the functionality of the system. For instance, the accessible power for RFID devices are usually as low as several $\mu$W during operational modes, therefore, the computing capability is not strong enough to support complex functionalities. One drawback is the security function in such systems is weak, making them vulnerable to attacks such as eavesdropping. Another limitation is that the static and simple architecture lead to low counterfeiting cost through reverse engineering. Moreover, the lack of continuous power makes it impossible to integrate reference clocks in the system. In this dissertation, we address the challenge by integrating a self-powered system timer in passive devices and systems. The added dimension of dynamic time-keeping will enlarge the design space and enable diverse functions including time-stamp sensing and security enhancement.
1.3 Design Challenges

The main task of this thesis is to integrate self-powered timers in passive devices and systems for diverse function expansion. The challenge is how to keep time continuously in an accurate and robust manner without any external powering source. At the fundamental level, the only perennial and omnipresent source of energy that can be exploited in an unconnected, passive device is thermal (ambient temperature), which manifests itself as thermal-noise and fluctuations in electronic devices. Unfortunately, as shown in Fig. 1.4, while ambient energy sources such as RF signals and mechanical variations can provide intermittent power ranging...
from microwatts up to milliwatts, the power levels in thermal-fluctuations lie well below $10^{-18}$-$10^{-16}$W which is too scarce for any conventional electronic devices to function. In [14], C. Bennett proposed a way to approach the fundamental limits of computation based on thermally-driven process, where a skew of probability distribution in random walk direction can result in reliable computation, an example of which is the DNA copy operation. In this thesis, the challenge is to investigate thermodynamically driven electron transport phenomena as a way to implement self-powered timers that can continuously operate at the range of several years.

The successful implementation of self-powered timers in passive systems also requires an effective yet efficient interface between the timer circuit and the application circuitry. For instance, how to combine the timer value with the sensing process to achieve time-stamped sensing is challenging, because the interfacing circuits also need to operate in a low-power manner. Moreover, for authentication purpose, building the protocol upon the dynamic response of the timer requires careful consideration from a system-level integration point of view. In general, the challenges are two-fold:

- Robust time-keeping using thermal noise fluctuations for operational periods in the range of years.
- Application-dependent interfacing circuit which is highly accurate and power efficient.

1.4 Contributions

There are four major contributions in this dissertation and they are summarized as follows.

1. Self-powered timing devices based on thermally assisted quantum tunneling are proposed and characterized. The devices employ the physics of quantum-mechanical tunneling of
electrons through synthetically introduced oxide-traps and through thin-oxide layers. The tunneling process is thermodynamically driven and is able to operate at power levels well below $10^{-18}$-$10^{-16}$ W (thermal-noise power level). The device based on Fowler-Nordheim tunneling is characterized using prototypes fabricated on multiple CMOS processes. An accurate mathematical model is proposed to capture the dynamic response of the device. Measurement results show that the device is robust, reliable, scalable and supports long-term operation.

2. The mechanisms that lead to excellent synchronization across different timers are investigated and studied. Built upon the synchronization attribute, a dynamic footprint detection sensor using a couple of timers is proposed and characterized. Desynchronization mechanisms are proposed and verified using fabricated prototypes, and a mathematical model originated from the timer model can describe the desynchronization performance accurately. The temperature impact on the synchronization performance is further explored and used to design time-temperature indicators.

3. Dynamic signature based security architecture and protocol is proposed based on the timing device for passive IoT devices. The protocol combines the timer’s feature of synchronization with the advantage of random number generation and hash function, and achieves security performance that is resistant to most attacks. The hardware and computation cost is analyzed and lightweight enough for passive devices.

4. System-on-chip (SoC) designs are proposed to sense the time-of-occurrence of mechanical events. The system consists of two SoC chips, with one as the timer SoC and the other one as injector SoC. The design employs an interfacing module that can connect the output of the timer with the injector, and achieves time-stamped sensing. The design is verified using
fabricated prototypes on standard CMOS process, and demonstrates good time-stamping accuracy.

The dissertation is organized as follows. In Chapter 2, the operation principle of the proposed timing device is discussed in detail and its dynamic behavior is fully characterized using fabricated prototypes on standard CMOS processes. Chapter 3 explores the synchronization attribute of the timer device, and this attribute is used for generating dynamic signatures and time-temperature indicators. Chapter 4 introduces the details of the lightweight authentication protocols based on the self-powered timer device for passive IoT devices. In Chapter 5, the time-stamped SoC sensor is demonstrated and the performance is characterized. Chapter 6 summarizes this dissertation and proposes potential future research directions.
Chapter 2

Self-powered Time-keeping in CMOS Process

In this chapter, we present the design and characterization of the proposed self-powered time-keeping devices in standard CMOS processes. The target is to realize robust time-keeping for at least 3 years which is approximately the lifetime of a typical passive device. The concept and essential elements that compose a self-powered timer is first introduced, followed by exploration and analysis of possible physics mechanisms and corresponding devices that can be used for self-powered time-keeping. Two potential timers based on thermal-assisted quantum tunneling, namely trap-assisted tunneling (TAT) and Fowler-Nordheim tunneling (FNT), are proposed to overcome the challenge in designing long-term self-powered timers. The operational principle, mathematical model, design implementation, and experimental characterization of the tunneling timers based on TAT and FNT are presented in detail to validate the designs.
2.1 Concept of Self-powered Timers

The general idea of implementing a self-powered timer in CMOS process comes from the sand clock used in ancient times as shown in Fig. 2.1(a). The sand stored on the top level continues to leak down to the lower level driven by gravity and the residual sand is an indication of time. In CMOS process, we can implement a similar design consisting of a capacitor and a discharging element, the model of which is illustrated in Fig. 2.1(b), where the discharging element is modeled as a leakage current $J(V_{fg})$. Initially, the capacitor $C_T$ stores a predetermined amount of charge like the sand in the sand clock, which will continuously leak through $J(V_{fg})$. $V_{fg}$ will evolve with respect to time hence can be used to track time. Fig. 2.1(c) shows an ideal case where $V_{fg}$ depends on time linearly. To implement a well-defined timer, the capacitor need to maintain the charge well and the charge should be only altered by $J(V_{fg})$. $J(V_{fg})$ should show weak dependence on $V_{fg}$ to approach a linear response. In the following sections, we will discuss the structures in CMOS to implement the timers.
2.1.1 Charge Storage Capacitors

Capacitors are used to store charge in electronic systems. In CMOS process, multiple structures can be employed to implement a capacitor, such as metal-oxide-metal (MOM) capacitors, metal-insulator-metal (MIM) capacitors and MOS capacitors. An ideal candidate of the charge capacitor in CMOS process would be the floating-gate structure which comprises of a strip of poly-crystalline silicon (polysilicon) that is completely insulated by high-quality, thermally-grown silicon-dioxide, as shown in Fig. 2.2(a) and (b). This polysilicon strip, also referred to as a floating-gate, serves as a reservoir of electrons and the surrounding silicon-dioxide will serve as an energy barrier (shown in Fig. 2.2(c)) that prevents the electrons to leak out (by thermal excitation or quantum tunneling). The contribution due to the trap states in the surrounding insulation layers can be minimized by the high-quality oxide. For a standard 500 nm CMOS process, the charge can be retained at an accuracy of 8 bit for 8 years with dynamic range of 0-4 V [41]. Therefore, we employ floating-gate structures to implement the charge storage capacitor. The floating-gate structures have been broadly used as nonvolatile memories in integrated circuits.

The common method for programming the initial value of FG nodes is either by using FN tunneling or by using hot-electron injection [46]. FN tunneling removes the electrons from FG...
node by applying a high-voltage (> 15 V for 13nm oxide thickness) across a parasitic nMOS capacitor acting as a programming junction, as illustrated in Fig. 2.2(a). Although single channel programming can be achieved [100], FN tunneling is usually employed to erase the FG value globally. Hot-electron injection, on the other hand, requires lower voltage (> 4.2 V in 0.5-µm CMOS process) than tunneling and hence is the primary mechanism for accurate programming of floating-gates. The hot-electron programming procedure involves applying a voltage larger than 4.2 V across the source and drain terminals. The large electric field near the drain of the pMOS transistor creates impact-ionized hot-electrons whose energy when exceeds the gate-oxide potential barrier (≈3.2 eV) can get injected onto the floating-gate. A combination of FN tunneling and hot-electron injection can program the FG voltage to target value.

2.1.2 Leakage Mechanisms in CMOS Process

Implementing a reliable time-reference by exploiting the discharge characteristics on a capacitor is challenging because it requires a precise on-chip leakage current sink $J(V_{fg})$ that is continuously active for durations greater than several years. For instance, ensuring a 1 V change across an 1 pF on-chip capacitor over a duration of one year would require an average
discharge current of $3.2 \times 10^{-20}$ A (equivalent to a rate of ten electrons per minute). The leakage current should be robust, reliable, and show weak dependence on $V_{fg}$ to approach a linear response. In Fig. 2.3 we show the discharge characteristics of three common processes in CMOS process. Implementation using resistors would require a prohibitively large leakage resistance of $10^{18} \Omega$ which is difficult to fabricate in CMOS process. Reverse-leakage currents across standard p-n junctions are too large (on the order of femtoamperes) and any active cancellation mechanisms to achieve atto-watt leakage [62] would require external powering.

Electrons can leak through the oxide using three mechanisms of quantum tunneling: (a) direct tunneling (DT) where carriers directly tunnel through the rectangular barrier formed by the dielectric layer, (b) trap-assisted tunneling (TAT) where carriers tunnel through the dielectric layer with the assistance of trap states, and (c) Fowler-Nordheim tunneling (FNT) where carriers tunnel through a triangular-shape barrier resulted from a strong electric field. Direct tunneling (DT) of electrons through the gate-oxide could potentially lower the desired discharge rate; however, the underlying translinear response is still too steep (as shown in Fig. 2.3) and is determined by process parameters (for example oxide-thickness). For instance, the tunneling rate in oxide layer with thickness of 2 nm can easily exceed $10^{-14} \ A/\mu m^2$ [91], which is too large to implement long-term self-powered timers. It is a process specific parameter and cannot be modulated or controlled. In standard 500 nm CMOS processes, it is negligible because the minimum oxide thickness is larger than 10 nm.

Trap-assisted tunneling depends on the number and distribution of traps and is negligible in CMOS floating-gate structures because the oxide is thermally-grown, thus the interface between the polycrystalline silicon and silicon-di-oxide has very few defects or electron traps. However, this process can be aggravated by introducing external trap states by creating deflection states in the oxide. FN tunneling, on the other hand, depends on the shape of the energy barrier across the dielectric layer which can be controlled and modulated by changing...
the electric field across the dielectric layer. Therefore, in the following parts, we will explore the use of trap-assisted tunneling and FN tunneling to implement long-term self-powered timers.

2.2 Trap-Assisted Tunneling Timers

In trap-assisted tunneling (TAT) timers [106], the device harvests thermal fluctuation energy from ambient environment to activate the tunneling process for time-keeping. With the assistance of trap-states in the oxide, an intermediate conduction band can be formed and accelerate the tunneling process. As a result, the tunneling rate can be tuned to specific ranges for timer integration.

2.2.1 Trap-assisted Electron Transportation

As shown in Fig. 2.4(a), in ideal case, floating-gate node is surrounded by high-quality oxide which forms an energy barrier that prevents the electrons to either surmount or tunnel through the barrier. The high-quality barrier and hence the retention of charge is determined by the quality of polysilicon silicon-di-oxide interface, which for thermally grown oxide exhibits ultra-low density of imperfections. However, when a metallic interconnect (or a via) is formed on the polysilicon surface (as shown in Fig. 2.4(b)), the surface is strained due to metal-polysilicon lattice mismatch which results in spurious traps at the interface. Therefore, even if the metallic junction is left floating, the charge on the polysilicon floating-gate leaks out over long-duration of time (as shown in Fig. 2.4(b)). In literature, this leakage is typically considered to be a nuisance and several methods have been proposed [15] to reduce this artifact. In this work, the leakage characteristics is exploited to implement a timer that discharges the electrons on the floating-gate over a long-duration of time.
Figure 2.4: Leakage control: (a) the ideal FG structure without traps and its energy band; (b) the floating gate structure with metal via and its energy band.

When a potential difference exists between the floating-gate and the surrounding metal the transport of electrons could occur due to the following three physical phenomena [69]: (a) trap-assisted tunneling where the electrons move to an unoccupied trap-state by defects close to the metal-polysilicon-oxide interface; (b) Modified Poole-Frenkel (MPF) or internal Schottky emission of the trapped electrons into the conduction band of the silicon-di-oxide; and (c) Thermal-field emission of Fermi-level electrons from the metal directly into the conduction band of the silicon-di-oxide. While trap-assisted tunneling mainly affects the leakage current on short time-scales, MPF and thermal-field emission of electrons is dominant for long time-scales. However, for this preliminary application our focus will be to exploit the combined effect of all the different leakage mechanism. However, one common attribute between different leakage mechanism is that the leakage current increases with the increase in defects at the polysilicon interface. Therefore, we can control the leakage by effectively controlling the number of metallic vias connected the floating-gate.

Exploiting the oxide-leakage current to implement integrators and timers would, however, require precision measurement of the drift in floating-gate voltage. For instance, a timer that is operational over a period of 20 years and with a voltage range of 1 V would require
Figure 2.5: Implementation of trap-assisted timers: (a) schematic of differential architecture for accurate readout; (b) micro-photograph of fabricated die.

measuring voltage drifts of less than 10 $\mu$V/hour. To accurately extract the change, we couple the floating-gate to the gate of a pMOS transistor and measure the drain-current to infer the charge retained on the floating-gate. The layout of structure is shown in Fig. 2.5(a) which shows a differential architecture with a floating-gate transistor $M_2$ (with no metallic vias) acting as a reference structure. Note that the floating-gate of transistor $M_1$ has multiple floating metallic contacts. Ideally, the current through $M_2$ should remain unchanged (no leakage) once the charge on its floating-gate has been programmed. Under sub-threshold biasing, the drain current $I_{ref}$ through $M_2$ can be expressed in terms of its floating-gate charge $Q_{ref}$ as

$$I_{ref} = I_0 e^{-\frac{\kappa Q_{ref}}{Q_{ref}} e^{\frac{V_s}{T}}}$$  \hspace{1cm} (2.1)

This reference current $I_{ref}$ could now be used to compensate for effects of temperature variations in the read-out current $I_{out}$. As shown in Fig. 2.5(a), a timer read-out module measures the reference current $I_{ref}$ and the timer current $I_{out}$ at two different values of the source voltages $V_{s1}, V_{s2}$. Assuming ideal matching of the transistors $M_1$ and $M_2$, the voltage
variance of the timer floating-gate in can be estimated to be

\[ \Delta Q_{FG,i} = Q_{FG,i+1} - Q_{FG,i} \]
\[ = -\frac{C_T}{\kappa} \left[ U_{T,i+1} \ln \frac{I_{out,i+1}}{I_{ref,i+1}} - U_{T,i} \ln \frac{I_{out,i}}{I_{ref,i}} \right] \quad (2.2) \]

Where \( i \) represents the \( i \)th measurement at time \( t_i \). As the technology current characteristic value of \( I_0 \) in equation 2.1 could not be extracted just from measurements of I-V characteristics, the charge variance which gives enough information for timer will be used instead as stated in equation 2.2. \( U_T \) is the thermal voltage which can be obtained by the reference current at different \( V_S \) as

\[ U_T = \frac{V_{s1} - V_{s2}}{\ln I_{ref,s1} - \ln I_{ref,s2}} \quad (2.3) \]

Note that even though the effect of temperature variations during read-out has effectively been compensated, the leakage current is still a function of temperature. One future direction in this area will focus on compensating for effects of temperature variation of the oxide-leakage current.

As the temperature variance comes from the ambient, it is reasonable to assume the environment temperature of two tests during a short time period changes slightly which could be neglected. The accurate \( U_T \) makes it possible to get the pure leakage effect based on equation 2.2. Since \( \kappa \) and \( C_T \) almost keep constant with time and temperature, we can view \( \frac{\kappa \Delta Q_{FG}}{C_T} \) instead of \( \Delta Q_{FG} \) as the process unit. Using the temperature information obtained by reference structure, according to equation 2.1, we could deduce the relationship between \( \frac{\kappa \Delta Q_{FG}}{C_T} \) and time which excludes the temperature effect.

Note that the leakage at the beginning is decided by the TAT transient process while the other two factors could be neglected, and then MPF and Schottky emissions will conduct the
leakage process, the measurement circuits will start to work until the current becomes stable after the transient process. Considering the small leakage current, the FG voltage could be viewed as a quasi-static condition, thus the leakage current can be assumed as

$$ I_{lkg} = k \Delta V $$ (2.4)

where $k$ is a coefficient decided by defect state distribution and temperature. Deduced from equation 2.4 we have the variance of $Q_{FG}$ respect to time as

$$ \frac{\kappa \Delta Q_{FG}}{C_T}(t) = \frac{\kappa Q_{FG,0}}{C_T} \left( 1 - e^{-\frac{k}{C_T} t} \right) $$ (2.5)

The equation implies the charge on the FG will change exponentially to time, which has the same characteristics as a RC time delay circuit. After a time period comparable to the time constant, the voltage will change slowly due to the exponential characteristics. The timer requires the voltage variance to be measurable. Therefore, in order to achieve a timer which can measure time duration as long as $T$, the time constant must have the same level as $T$.

The time constant has a form as $\tau = \frac{C_T}{k}$ decided by two factors, $k$ and $C_T$ in our structure.

Now we can build a timer with timing ability we want. The basic two methods are to adjust the $k$ or $C_T$. The $C_T$ is decided mainly by the area of the gate of the transistor, thus method can be easily achieved. However, the value of $k$ is more complicated to be decided accurately. According to the analysis and test results of [69], the leakage rate has a strong relationship with the density of traps and the distance between two electrodes of the capacitor. The former could be increased by adding metal vias, while the latter one can be changed through layout methods. Therefore, through adjusting the timer’s structure, different time durations could be achieved.
2.2.2 Implementation and Measurement Results

The proposed timer has been fabricated on a 0.5 μm standard CMOS process. P-type FG MOS timers were used to validate the characteristic of leakage in FG, whose die-photograph is shown in Fig. 2.5(b). Two distinct timers were built to verify the factors that influence the timers’ leakage current. As shown in Fig. 2.5(b), the timers have exactly the same layout except the number of metal vias. The reference timer has no vias, while timer1 and timer2 have 35 and 1 via respectively.

In the first experiment, the current of all the timers are obtained, and Fig. 2.6(a) demonstrates the current dependence on the temperature indicated by equation 2.1. The measured characteristics of timer1 is illustrated in Fig. 2.6(b), which contain the temperature impact on the channel current. Using the differential structures, a pure leakage characteristics which excluded the temperature can be acquired, and the leakage characteristics of timer1 and timer2 is shown Fig. 2.6(c).

By fitting the voltage using the proposed model, two curves could be obtained that match with the measurement results well. It can be observed that the curve of timer1 matches better than that of timer2, which is reasonable since the initial voltage difference between the FG and surrounding metal of timer2 is relatively smaller than that of timer1, thus it is more vulnerable to measurement error. Neglecting temperature effect on leakage current also induces errors to the timers.

The time-constants can be derived from the fitted results, and timer1 and timer2’s time constant are estimated as 3.6 hours and 24.5 hours respectively. This result strengthens the conclusion that the number of metal vias could affect the leakage current: more vias lead to a smaller time-constant. This was further verified by measured results from multiple timers.
Figure 2.6: Measured response from fabricated TAT timers: (a) the current of ideal FG structure respect to time; (b) the timer’s current without eliminating the temperature effect; (c) temperature compensated leakage characteristics of two timers and (d) response of multiple timers with different via numbers.

with different configurations, as shown in Fig. 2.6(d). The TAT timers have the potential to support operational time as long as several months.

### 2.2.3 Discussions

Trap-assisted tunneling timers were prototyped and verified in this section. The leakage characteristics of the FG transistors and the possible methods to control the leakage rate are measured and verified. It has been proven that with proper regulation, it is possible to
use thermal energy to realize a long-term timer. Temperature influence on the measurement results can be eliminated by employing a differential architecture. TAT timers could be integrated into systems without adding complexity to the technology. However, the difficulty to accurately control the time constant limits the application of the TAT timers. The time constant depends heavily on the number and distribution of the trap states created by the floating vias, which demonstrates random variations in manufacturing process. This implies the time constants of timers with identical structure could show significant difference, therefore it is difficult to synchronize them. It is necessary to characterize each timer individually before implementation. This obviates the design goal of a unified and reliable time reference.

2.3 Fowler-Nordheim Tunneling Timers

![Energy-band for FN tunneling in Floating-gate structure](image)

**Figure 2.7**: Energy-band for FN tunneling in Floating-gate structure: (a) cross-sectional layout and its energy band diagram; (b) negative bias for FN tunneling and (c) positive bias for FN tunneling.

Compared to TAT timers, tunneling mechanism based on FN tunneling demonstrates more favorable attributes [105]. Electron leakage due to FN tunneling dominates when the field across the oxide layer reaches a critical threshold. This is illustrated using the energy-band diagrams of MOS structures with positive and negative bias applied to the gate terminal shown in Fig. 2.7. Since the energy barrier at the interface of holes (3.8 eV) is larger than...
that of electrons (3.2 eV), the probability of hole emissions is negligible compared to that of electrons. Positive bias of the gate electrode results in degenerate silicon surface in the n-type substrate, therefore inducing metal-like behavior because the conduction band of the silicon is lower than the Fermi potential at the interface, as illustrated in Fig. 2.7(c). As a result, most of the voltage drop occurs across the silicon-di-oxide barrier. Therefore, in this work, positive bias of FG node for electron tunneling is used to implement self-powered timers.

### 2.3.1 Mathematical Model

![Energy Barrier](image)

**Figure 2.8:** Operation of the self-powered FN tunneling timer device. (a) Energy band illustrating two-step tunneling process. (b) Temporal response illustrating the transient and equilibrium regions.

FN tunneling depends on the shape of the energy barrier across the dielectric (oxide) layer which can be controlled and modulated by changing the electric field applied across the dielectric layer. The physics of FN tunneling, as illustrated in Fig. 2.8(a) is a two-step process. Electrons are first thermally excited to an energy level $E$ which then tunnel through the triangular barrier into the floating-gate. Note that at the bottom of the energy barrier, the oxide thickness is large enough (greater than 10 nm in a 0.5 µm CMOS process) that the
probability of electrons directly tunneling through is negligible. Thus, FN tunneling can be modeled by an equivalent energy scavenging circuit where the input energy source is the ambient thermal-activation or thermal-noise and rectification diode is formed by the tunneling barrier whose output is the floating-gate capacitance. Mathematically the combination of thermal activation and electron tunneling can be expressed by the FN tunneling current density \( J (A/m^2) \) as \([28]\):

\[
J = \frac{q}{\hbar \gamma} \int_{-\infty}^{\infty} P_T(\zeta) T(\zeta) d\zeta
\]

(2.6)

where \( P_T(\zeta) \) is the probability density function corresponding to an electron occupying an energy level \( \zeta \) and \( T(.) \) represents the tunneling probability of the electron and is a function of the barrier thickness. The parameters \( h \) and \( q \) correspond to the Plank’s constant and charge of free electrons respectively. \( \gamma \) represents a transmission parameter that is a function of the interface properties. In its general form shown in equation 2.6, it is practically impossible to obtain a closed form expression for FN tunneling current density \( J \), let alone solve a coupled differential equation involving \( J \). Therefore, for the sake of simplicity we will ignore several second order effects (e.g. effect of image force and temperature variations) and consider the following mathematically tractable form of \( J \)[56]

\[
J = \alpha E^2 \exp \left( -\frac{\beta}{E} \right)
\]

(2.7)

where \( E \) represents the electric field across the oxide-barrier and where the parameters \( \alpha \) and \( \beta \) are a function of the material properties and are given by

\[
\alpha = \frac{m q^3}{8 \pi m^* h \phi}
\]

(2.8)

\[
\beta = \frac{4(2m^*)^{\frac{3}{2}} \phi^{\frac{3}{2}}}{3hq}
\]

(2.9)
with \( m^* \) being the effective mass of electrons in the forbidden gap of the silicon-di-oxide, \( m \) being the mass of a free electron, \( \phi \) the barrier height at the interface, and \( h \) the Planck’s constant.

The core structure of the timer can be modeled as a parallel connection of the tunneling current source and the gate capacitance, as illustrated in Fig. 2.1(b). If the floating-gate capacitance is assumed to be \( C_T \) and the cross-sectional area of the tunneling junction is assumed to be \( A \), then the incremental change in floating-gate voltage \( V_{fg}(t) \) (equivalently floating-gate charge) can be expressed by the first order differential equation

\[
dV_{fg}(t) = \frac{dQ}{C_T} = \frac{A J(E)dt}{C_T}.
\]

Under the assumption of a triangular barrier, \( V_{fg} \) and \( E \) are related by the oxide-barrier thickness \( t_{ox} \) as

\[
V_{fg}(t) = t_{ox} E(t) + V_{sub}
\]

where \( V_{sub} \) is the effective voltage drop across the n-type substrate. By integrating equations 2.7, 2.10 and 2.11, the dependence of electric field \( E \) on time \( t \) can be expressed in the form of

\[
E(t) = \frac{\beta}{\ln(k_1 t + k_0)}
\]

where \( k_0 \) and \( k_1 \) are constants that are given by

\[
k_0 = \exp \left( \frac{\beta}{E_0} \right), \quad k_1 = \frac{A \alpha \beta}{C_T t_{ox}}
\]
here $E_0$ is the initial electric field across the gate oxide. Substituting $E$ into equation 2.11, the floating-gate voltage change over time can be expressed as

$$V_{fg}(t) = \frac{k_2}{\ln(k_1 t + k_0)} + V_{sub} \quad (2.14)$$

where

$$k_2 = \beta t_{ox} \quad (2.15)$$

Fig 2.8(b) illustrates typical responses of the timer according to equation 2.14.

### 2.3.2 Robustness Analysis

Robustness is one of the key features to successfully implement the timer in passive devices. As illustrated in Fig. 2.9(a), deployed timers on each passive tag should maintain synchronization with respect to the one on the server. This requires the timer device to be highly robust to mismatch. In the derivation of the model expressed by (2.14) we assume a uniform tunneling junction which is not true due to manufacturing variations. The total tunneling current is the sum of the tunneling current over all tunneling junctions, as demonstrated in Fig. 2.9(b). As shown in Fig. 2.9(c), the tunneling junction is formed by the gate oxide of a pMOS transistor and the junction oxide thickness is not uniform. As a result, the oxide thickness is a function of location. The fact that potential drop $V_{FN}$ is identical across the whole junction leads to varying electric fields at different locations. The current through the junction at location $(x, y)$ with thickness $t_{ox}(x, y)$ can be expressed as:

$$J(x, y) = \alpha \frac{V_{FN}(t)}{t_{ox}(x, y)^2} \exp \left[ -\frac{\beta t_{ox}(x, y)}{V_{FN}(t)} \right] \quad (2.16)$$
Figure 2.9: Robust analysis of the FN tunneling timers. (a) Requirement of synchronization for passive tags. (b) Interaction and combination of different tunneling junctions. (c) Microphotograph of a fabricated timer device. (d) Illustration of non-uniform tunneling junction oxide thickness distribution.

Correspondingly, the tunneling current is the integrated value of the distribution as

\[
J_{\text{tan}} = \int J(x, y) dxdy
\]  \hspace{1cm} (2.17)

Let \(t_{\text{ox0}}\) denote the average oxide thickness and let \(J_0\) denote the FN tunneling current density when the potential \(V_{\text{FN}}(t)\) is applied to a barrier of thickness \(t_{\text{ox0}}\). Then,

\[
J(x, y) = J_0 \frac{J(x, y)}{J_0} = J_0 \left(1 + \frac{\Delta t_{\text{ox}}}{t_{\text{ox0}}}\right)^{-2} \exp \left[-\frac{\beta t_{\text{ox0}}}{V_{\text{FN}}(t)} \frac{\Delta t_{\text{ox}}}{t_{\text{ox0}}}\right]
\]  \hspace{1cm} (2.18)
where $\Delta t_{\text{ox}}$ is the deviation of the oxide thickness from the average $t_{\text{ox0}}$. Under the realistic assumption of less than 1% relative standard deviation in the gate-oxide thickness, equation (2.18) can be approximated as

$$J(x, y) \approx J_0 \left[1 - \left(2 + \frac{\beta t_{\text{ox0}}}{V_{FN}}\right) \frac{\Delta t_{\text{ox}}}{t_{\text{ox0}}}\right]$$  \hspace{0.5cm} (2.19)$$

This approximation is valid because in practice the change in $V_{FN}$ will be less than 10% in the region of interest. By integrating $J(x, y)$ over the cross-sectional area $A_0$, the second item in (2.19) cancels due to property of the error term $\Delta t_{\text{ox}}$. This implies that the FN tunneling current density can be assumed to be a function of the average oxide thickness $t_{\text{ox0}}$.

Fig. 2.9(d) shows the simulated relationship between the current calculated from distributed oxide thickness and average oxide thickness. It is relatively constant across a large dynamic voltage range, indicating that the error can be calibrated with a constant coefficient.
For time intervals $t > t_0 \gg k_0/k_1$, the change in $V_{FN}$ can be estimated by

$$\Delta V_{FN}(t) \approx k_2 \left( \frac{1}{\ln \frac{t}{\tau}} - \frac{1}{\ln \frac{t_0}{\tau}} \right)$$  (2.20)

where $\tau$ could be chosen approximately as $1/k_1$ to improve the accuracy of the approximation. Equation (2.20) shows that after a certain time of operation, the response of the FN device shows relatively weak dependence on the initial conditions and fabrication artifacts except for the single parameter $t_{ox0}$. The temporal response of the timer can be divided into two stages: (a) transient phase where the timers deviate from each other due to mismatch and (b) equilibrium stage where the timers’ response becomes parallel (or synchronized) with respect to each other with the relative synchronization accuracy determined only by the mismatch in the average oxide thickness. Given that the gate-oxide thickness is a very well controlled parameter in most modern semiconductor process, it is expected that $t_{ox0}$ will not significantly deviate across different devices.

The robust synchronization behavior can be explained intuitively as a self-compensation mechanism. Assume two identical timers show different tunneling rates initially at the same bias. The one with larger initial tunneling rate will have a faster decrease rate in the floating-gate voltage $V_{fg}$ hence a faster decrease of $V_{FN}$. As implied by (2.16), the tunneling current will decrease faster accordingly. The device demonstrating faster initial tunneling current will induce a larger acceleration speed in the decrease of the current itself, leading to converging tunneling rate. This self-compensation mechanism functions as a negative feedback in the device to maintain an identical tunneling rate across timers. Fig. 2.10(b) shows the extracted tunneling current from measured response of 6 timers with identical structure on three different dies. The 6 timers were programmed to the same initial value. The tunneling current of each timer converges to the same value and get synchronized as expected.
Figure 2.11: Die photograph of the fabricated FN timers and their form factors.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Capacitance (pF)</th>
<th>Tunneling Area (μm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-A1</td>
<td>2</td>
<td>72</td>
</tr>
<tr>
<td>D-A2</td>
<td>2</td>
<td>108</td>
</tr>
<tr>
<td>D-A3</td>
<td>2</td>
<td>144</td>
</tr>
<tr>
<td>D-A4</td>
<td>2</td>
<td>180</td>
</tr>
<tr>
<td>D-C1</td>
<td>2</td>
<td>54</td>
</tr>
<tr>
<td>D-C2</td>
<td>4</td>
<td>54</td>
</tr>
<tr>
<td>D-C3</td>
<td>8</td>
<td>54</td>
</tr>
<tr>
<td>D-C4</td>
<td>16</td>
<td>54</td>
</tr>
</tbody>
</table>

Figure 2.12: Operational modes of FN tunneling timers: (a) self-powered timing mode and (b) readout mode.

2.3.3 Measurement Results

To characterize the behavior and performance, totally eight variants of FN timers were fabricated on a standard 0.5-μm double-poly CMOS process and the micro-photograph of the die is shown in Fig. 2.11, where the form factors of the timers are also summarized. The device can be initialized to operate in different modes by programming the charge on the floating-gate. While it is easy to program the timer into FN tunneling region where
Figure 2.13: Measured timer response and comparison with the behavioral model: (a) measured response and the fitted model, (b) deviation between the data and model.

electrons can continuously tunnel through the gate oxide, the readout circuits need to be carefully designed to avoid interference with the FG potential. For this purpose, we used a modulation approach which is illustrated in Fig. 2.12(a) and (b). Initially, we programmed the FG node voltage to a value around 3 V. If we want to activate the FN tunneling timing process, we connect $V_{cg}$ to a fixed voltage such as 6 V (as shown in Fig. 2.12(a)). Since the pMOS transistor is biased at accumulation mode, all the capacitors can be assumed to be constant and FG voltage depends linearly on $V_{cg}$. To measure the FG potential, we connect $V_{cg}$ to ground, which pulls the FG voltage below 3 V and hence can be interrogated using a standard unity-gain buffer, as illustrated in Fig. 2.12(b). The buffer input is directly connected to the FG node using the same polysilicon layer which avoids the use of metallic vias that might introduce trap states in the surrounding oxide.

**Model Verification**

The first set of experiment were conducted to verify the proposed model of the timer device. The timer was put in an environmental chamber maintaining a constant temperature of 20 °C. We sampled the output of the timer every 1000 seconds for a total duration of $4.2 \times 10^6$
seconds (approximately 48 days) and the measured response is plotted as the red line in Fig. 2.13(a). After obtaining the data, we used the model expressed by (2.14) to fit the data and the result is marked as blue in Fig. 2.13(a). The parameters fitted from the measured response are summarized in Table 2.1. To analyze the model accuracy, the deviation between the measured results and the fitted model was calculated and plotted in Fig. 2.13(b). The maximum deviation is calculated to be less than 1.5 mV across a dynamic range larger than 400mV, implying model accuracy better than 46 dB. The results validate the efficacy of the proposed model for timer characterization. Unlike TAT timers, FN tunneling timers show more predictable and clean response. Moreover, the accurate model that can capture the dynamic response makes it feasible to recover the time using measured output.

**Long-term Operation Validation**

As indicated by model (2.14), the proposed timing devices demonstrate asymptotic behavior which is neither like a R-C timer which saturates very quickly, nor like direct tunneling timers that only depends on the oxide thickness which is also very fast. Therefore, it demonstrates the potential to support long-term operation. In this experiment, we investigate the capability of using FN tunneling timers for long-term robust time-keeping.

While it is not realistic to conduct experiments running for years to verify the timer’s performance, we use an alternative way to do this. The timer was biased at three different stages corresponding to different time ranges, with each stage running up to two weeks. The

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_2$</td>
<td>83.97</td>
</tr>
<tr>
<td>$k_0$</td>
<td>$1.103 \times 10^9$</td>
</tr>
<tr>
<td>$k_1$</td>
<td>$3.294 \times 10^3$</td>
</tr>
<tr>
<td>$V_{sub}$</td>
<td>3.966</td>
</tr>
</tbody>
</table>
response was recorded for each stage and the first stage was used to fit the model parameters. By checking the model accuracy over all the three stages, we are able to verify whether the timer can last for years.

Fig. 2.14(a) shows the measured results and the fitted model, where the deviation between the two is also plotted in the insets. Two observations can be obtained from the results: (a) the magnitude of the residual error shown in Fig. 2.14 for each of the regions is similar, highlighting that noise-floor is determined by measurement or buffer noise. This fact indicates that the model captures the dynamic behavior of all the three stages. (b) The third stage is biased at the operational range up to 1.5 years, which still matches the model well. The prediction using the fitted model from the measured results is illustrated in Fig. 2.14(b). Since the timer shows saturation behavior in time domain, the absolute prediction error increases when the monitoring period is longer, but the relative error still maintains the same level. Therefore, FN tunneling timers are feasible for robust time-tracking as long as several years and the model can dedicatedly capture the dynamic behavior within this range.

Figure 2.14: Interpolation of three stages to extrapolate the long-term response of the FN timer: (a) measured response, (b) time prediction.
Figure 2.15: Comparison of timers for different gate capacitances $C_T$ with tunneling area $A=54 \ \mu m^2$. (Marked points represent measured data and solid lines correspond to the behavior model.)

Robustness and Mismatch Characterization

In this set of experiments, we verified the robustness of the timer’s response to nonideal factors such as mismatch and temperature variations. The first group of experiments were designed to verify the timer responses for different values of: (a) floating-gate capacitances; and (b) tunneling junction areas. Fig. 2.15 shows the measured values (highlighted by marked points) for floating-gate capacitances of 2 pF, 4 pF, 8 pF and 16 pF respectively. For this experiment, the tunneling junction areas for all the four timers were chosen to be $54 \ \mu m^2$. The corresponding timer responses estimated using the behavioral model for each of the parameters (FG gate capacitance and tunneling junction area) is also plotted as a solid-line overlaying the measured data in Fig. 2.15(a). Two observations can be inferred from
the measured results: (a) the behavioral model can accurately predict the response of the fabricated timers for different device parameters; and (b) a smaller capacitance produces a faster change in the timer response. As indicated by equation 2.20, after the initial differences in respective timer responses, all the timers change in a nearly identical fashion. This is shown in Fig. 2.15(b) which plots the change in the timer outputs measured with respect to the output measured at a reference time \((t_o = 6 \times 10^5 \text{ s or 167 hours})\). The result shows that the response changes by less than 2% even if the capacitances changes by more than 800%. A similar experiment was conducted for timers with different tunneling junction areas of 72 \(\mu\text{m}^2\), 108 \(\mu\text{m}^2\), 144 \(\mu\text{m}^2\) and 180 \(\mu\text{m}^2\) and for a fixed gate capacitance of \(C_T=4 \text{ pF}\). The measured result is shown in Fig. 2.16 demonstrating a similar trend as before where a larger junction area produces a larger initial change in the timer responses; but after a reference time, all the timers exhibit a nearly identical response. This is verified in Fig. 2.16 which shows the change in timer values (from the value measured at a reference time instant) for different tunneling junction areas. The measured results again validate the robustness of the timing device exhibiting less than 3% variation for junction areas that can vary by more than 100%.

In the next set of experiments we verified the mismatch in the responses of identical timers fabricated on different silicon dies. For this experiment all the timers were simultaneously programmed to "approximately" the same initial voltage and the set up was housed in an environment with similar conditions (temperature and humidity). Fig. 2.17(a) shows the measured timer responses which as expected shows a similar trend, where the initial timer responses vary due to mismatch, but then the responses reach an identical steady state response. Fig. 2.17(b) show the relative deviation in the timer value with respect to each other and the measured result exhibits less than 500 \(\mu\text{V}\) variation over a 100 mV operating span. This amounts to a synchronization accuracy greater than 46dB. Note that for this
Figure 2.17: Comparison of the measurement results from timers with the same structure on different dies with gate capacitance of $C_T = 8 \text{ pF}$ and tunneling junction area of $A = 54 \text{ µm}^2$.

Figure 2.18: Measured dependence of timer’s characteristics on temperature with $C_T = 2 \text{ pF}$ and $A = 54 \text{ µm}^2$.

The final group of experiments were conducted to measure the temperature dependence of the timer. A fabricated timer with $C_T = 2 \text{ pF}$ and $A = 54 \text{ µm}^2$ was housed in a temperature controlled environment chamber and timer responses were obtained for four different temperature settings: $10 \degree \text{C}$, $20 \degree \text{C}$, $30 \degree \text{C}$ and $40 \degree \text{C}$. The measured responses are shown in Fig. 2.18 and as expected the initial timer responses show a faster rate with increase in temperature. This is because for FN tunneling, electrons have to be thermally excited to cross the triangular FN barrier. However, the long-term response of the timer exhibits...
a self-compensating effect similar to that of the timers with different device parameters. Fig. 2.18 shows the measured change in timer responses after a reference time of $6 \times 10^5$ s, and the FG voltage reduction shows a mismatch less than 400 $\mu$V across a range of 100 mV. The measured results demonstrate that two timers maintained at two different temperature levels (measured range of 30 $^\circ$C) can still be synchronized with respect to each other up to an accuracy of 0.5%.

**Technology Scalability**

While integrated passive devices can be implemented using diverse technologies to leverage the performance and cost, we want to verify whether the proposed device is consistent with the scaling of CMOS technologies. To do so, we fabricated the designs on a standard 180 nm CMOS process with the same circuit topologies yet different oxide thicknesses. Fig. 2.19 shows the measured response from the fabricated timers with two oxide thicknesses. As illustrated by Fig. 2.19(a), the timer with an average oxide thickness of 12 nm shows temporal response that matches with model as well as our previously presented timers on 0.5 $\mu$m CMOS process with 13 nm oxide thickness. For the other timer with 3.5 nm oxide thickness, while the measured response still matches well with the model, deviation is relatively larger because the oxide thickness is so small that the direct tunneling through the rectangular energy barrier starts to affect the tunneling process. Therefore, the general rule of applying the proposed timing device in different technologies is that thick oxide options are available, which is true because most of the advanced technologies provide I/O transistors with thick oxide for ESD protection and I/O modules design. In conclusion, the FN tunneling timer device is scalable to more advanced CMOS processes.
2.3.4 Timing Accuracy Analysis

Timing accuracy is the key performance in implementing the proposed device. Due to nonideal factors during operation, the accuracy can be degraded. Error sources such as measurement noise could affect the output of the timer and affect the time recovery precision. In this section, major sources of error is discussed and analyzed.
Model Inaccuracy

In the derivation of the FN timer model, high-order nonideal factors were neglected, of which the barrier lowering and temperature effect impact the timer behavior most. They will induce model inaccuracy, therefore degrade the time-prediction accuracy. A more complete expression for the FN tunneling current density $J$ that captures these effects is given by \[56\]

$$ J = \alpha \frac{1}{w^2(y)} \gamma(T) E^2 \exp\left(\frac{-\beta v(y)}{E}\right) $$

(2.21)

which includes an explicit dependence on temperature through $\gamma(T)$ and two correction terms $w(y)$ and $v(y)$ which captures the lowering of the triangular tunneling barrier through an image force effect \[70\]. Here $T$ represents the ambient temperature. These correction terms are tabulated elliptic integrals, and $y$ is a function of the barrier height and electric field as

$$ y = \frac{1}{\phi} \left( \frac{q^3 E}{4\pi\epsilon_\epsilon_0} \right)^{\frac{1}{3}}. $$

(2.22)

Although the tunneling process itself is temperature independent, the number of electrons of a given incident energy on the barrier is a function of temperature and the barrier height $\phi$ also depends on temperature. The dependence of electron momentum distribution on temperature as shown in Fig. 2.20(a) can be corrected using $\gamma(T)$ which is given by

$$ \gamma(T) = \frac{\pi c k T}{\sin(\pi c k T)} $$

(2.23)

where

$$ c = \frac{4\pi (2m^* \phi)^{\frac{3}{2}} t(y)}{h q E} $$

(2.24)
Ravindra [70] proposed a linear dependence model to accommodate the temperature effect on the barrier height, and can be expressed as

\[ \phi(T) = \phi_0 + \lambda \Delta T \]  

(2.25)

where \( \lambda \) is a constant parameter. Notice that the barrier height \( \phi \) should be replaced with the temperature dependent form \( \phi(T) \).

In general, high temperature will cause accelerated tunneling in the timer. When using a model trained at predetermined temperature condition, the increase of temperature leads to over counting of the time value. Fig. 2.20(b) characterizes the impact of temperature on timing accuracy. The time are predicted using the model derived from the measured results at a constant temperature of 20 °C. The results show that the variations in the predicted time due to small temperature fluctuations is linear, thus small statistical variations in temperature can be averaged out. However, long-term temperature drifts cannot be averaged out and temperature drift of one degree will introduce approximately one percent error in the timing accuracy.

**Measurement Inaccuracy**

Measurement can introduce noise in two ways. On one hand, the measurement interface will change the timer output. For instance, the unity-gain buffer used in this work directly connects the output node of the timer to the input of the buffer, which is the gate of MOS transistor. The source-to-gate voltage \( V_{sg} \) of the input MOS transistor will alter the potential on the timing node, affecting the timing accuracy. On the other hand, the measurement circuit itself is an error source which results from nonideal factors such as thermal noise, offset, finite gain, finite CMRR and PSRR.
For the first type of measurement noise, it can be minimized if we can ensure the coupling from the measurement circuit is a constant value. In such scenario, it functions as a constant DC offset to the timer output. This offset will be taken into the model parameter $V_{sub}$ in equation 2.11 and does not affect time prediction accuracy. However, in practical case, since the output of the timer changes dynamically with respect to time, this coupling value shows variations, and its amplitude depends on the measurement circuit topology and the bias.

The second type of measurement noise, is usually more significant compared to that of the first type, because this noise source is random and show time dependent features. For instance, thermal noise in the channel of MOSFET transistors will directly be coupled to the output of the buffer. The input offset of the buffer amplifier depends on temperatures and demonstrates time-varying features during the operational period. With a constant temperature, this type of noise is relatively constant across the whole lifetime and is the major limiting factor that determines the time recovery accuracy. As indicated in Fig. 2.14, the measurement noise is relatively constant, however, due to the saturating behavior of the timer output, the absolute time prediction accuracy degrades when the timer has a lower tunneling rate. It should be minimized when designing the measurement interface.

**Fundamental Limits**

As the model indicates, the timer shows asymptotically saturating behavior captured by $\frac{1}{\log t}$. Assume the model and measurement interface does not introduce any inaccuracy into the time prediction, then the accuracy will be determined by the statistical tunneling process. Assume the tunneling rate follows a time-dependent statistical distribution using the number of electrons as

$$R_e(t) \sim f(\mu(t), \sigma(t))$$  \hspace{1cm} (2.26)
where $\mu(t)$ and $\sigma(t)$ are the average tunneling rate and standard deviation at time instance $t$, here the tunneling rate is expressed as the number of electrons per second. While $\mu(t)$ represents the average value and is stable across the operational life, due to the discrete nature of electrons, $\sigma(t)$ will introduce fluctuations into the timing process. The fundamental limit is determined by the discrete and random nature of tunneling together with the average tunneling rate.

To characterize the impact of this statistical process on the timing accuracy, we formulate the relationship between tunneling rate and time in a different way. The time scale is normalized to the mean duration duration of single electron tunneling, which can be indicated as

$$t_n = \frac{1}{\mu(t)} \quad (2.27)$$

Now we discuss the random tunneling process within time frame $t_n$. When the tunneling rate is small enough, we can safely assume the tunneling rate does not change within the time frame of $t_n$, therefore tunneling of each electron is independent with each other. The number of electrons tunneling within time frame $t_n$ then can be approximately using a Poisson distribution with expectation of 1 as [49]:

$$P(n = k) = \frac{1}{e k!} \quad (2.28)$$

According to the properties of Poisson distribution, its standard deviation $\sigma'(t)$ equals to its mean value. If we use the standard deviation as the expected error in accuracy, then we can calculate the inaccuracy at time $t$ as

$$t_{err}(t) = \sigma'(t) \ast t_n = \frac{\sigma'(t)}{\mu(t)} = \frac{1}{\mu(t)} \quad (2.29)$$
Equation 2.29 indicates that in ideal scenario, the timing accuracy is limited by the tunneling rate. When the FN timer enters into the single electron tunneling region, its timing accuracy basically is determined by the tunneling rate itself.

2.4 Summary

In this chapter, the topologies of possible timing devices were studied and explored. Floating-gate structures are used to store charge due to their good charge retention features. Multiple leakage mechanisms in standard CMOS process were examined and quantum tunneling happened across oxide layers are found to be feasible to discharge the timer. The properties of self-powered timers based on trap-assisted tunneling and FN tunneling were extensively studied. TAT timers that take advantage of the leakage caused by trap states were first verified and it was shown that although they support long-term operation, the dynamic behavior is intractable and difficult to control, because the distribution of the trap-states depends on fabrication process and demonstrates randomness. On the contrary, FN tunneling is found to be more steady across the operational period. A mathematical model was derived by combining FN tunneling physics and the circuit model, and the model was validated to have accuracy greater than 46 dB. The origin of the robust operation was analyzed in detail and the synchronization performance was shown to be better than 0.5%. The technology scalability was further verified by fabricating the prototypes on more advanced technology nodes. Long-term study was conducted to verify that the device is feasible for operational life in the range of several years, validating its usage in passive IoT devices.
Chapter 3

Dynamic Signature Based on FN Timers

The ability to precisely synchronize and desynchronize two spatially distributed dynamical systems according to the changes in their respective operating environment provides a powerful mechanism for authentication and verifying trust. When such synchronization can be achieved at a micro/nano-scale and without any external powering, the approach could be used to identify every product in a supply-chain and to determine if the product has been subjected to any abnormal environmental conditions. In this chapter, we use the self-powered floating-gate timers to implement such a spatially distributed and synchronized dynamical system. We will demonstrate that the self-powered FG device can be used to differentiate between supply-chain trajectories, each of which has been subjected to different temperature variations or variations in its ambient radio-frequency environment. The proposed solution could provide a cost-effective and scalable solution for authenticating many different types of passive assets ranging from credit cards, packaged chipsets, to pharmaceuticals.
Figure 3.1: Synchronized timers can be desynchronized when they go through different dynamic footprint.

### 3.1 Principle of Dynamic Signature

#### 3.1.1 Timer Desynchronization Model

Synchronized timers will follow the same dynamic path if they go through identical trajectories. However, if there is any deviation in the environment, it is possible for them to desynchronize from each other. As illustrated in Fig. 3.1, the radiation and temperature deviation in the environment of the two coupled timers will lead to different behavior in the dynamic response. Generally, the desynchronization source can be modeled as a modulation voltage source $V_m$ connected to the modulation terminal $V_T$ as shown in Fig. 2.12. Since the tunneling current is a function of the potential drop across the oxide barrier $V_{FN}$ indicated by (2.16), with modulation $V_m$, $V_{FN}$ will be boosted as

$$V'_{FN} = V_{FN} + \gamma V_m \quad (3.1)$$
where $\gamma$ is capacitive coupling coefficient and we assume it to be 1 for simplicity, $V_{FN}$ is the potential drop across the oxide layer of the tunneling junction. By replacing $V_{FN}$ with $V_{FN}'$ in (2.16) and assuming a uniform oxide thickness, we have

$$\frac{A\alpha}{Ct^2_{ox}} (V_{FNm} + V_m)^2 \exp(-\frac{\beta t_{ox}}{V_{FNm} + V_m}) dt = -dV_{FNm} \tag{3.2}$$

where $V_{FNm}$ is the new potential drop across the oxide induced by the residual charge on the FG node. Considering the case where $V_m \ll V_{FNm}$, the equation can be simplified as:

$$\frac{A\alpha}{Ct^2_{ox}} \exp\left(\frac{k_2 V_m}{V_{FNm}}\right) dt \approx -V_{FNm}^{-2} \exp\left(\frac{k_2}{V_{FNm}}\right) dV_{FNm} \tag{3.3}$$

It is reasonable to use $V_{FNm0}$ to replace $V_{FNm}$ in the left-hand side to further simplify the equation. Then we have

$$k_1 \int \exp\left(\frac{k_2 V_m}{V_{FNm0}}\right) dt = \exp\left(\frac{k_2}{V_{FNm}}\right) - \exp\left(\frac{k_2}{V_{FNm0}}\right) \tag{3.4}$$

If $V_m = 0$, (3.4) will reduce to (2.14). If $V_m$ is a AC signal with small amplitude and has the form of $V_m = v_m \sin(\omega t)$, substitute it into (3.4) we have

$$k_1 \int (1 + \frac{k_2 v_m \sin(\omega t)}{V_{FNm0}^2}) dt = \exp\left(\frac{k_2}{V_{FNm}}\right) - \exp\left(\frac{k_2}{V_{FNm0}}\right) \tag{3.5}$$

If the period of the modulation signal is comparatively small compared with the operational period of the timer, (3.5) will again reduce to (2.14). This implies when neglecting the second-order nonlinearity, symmetric AC modulation signals can be canceled out and does not impact the timer’s behavior.
When $V_m$ is constant, (3.4) can be simplified as:

$$\Delta V = V_{FN} - V_{FNm} \approx \frac{k_1 V_m t}{k_1 t + k_0}$$

(3.6)

where $V_{FN}$ is the timer’s response without modulation but with exactly same structures and initial conditions. This is consistent with our previous self-compensation analysis. $\Delta V$ will converge to $V_m$ with $t$ large enough and compensate the modulation signal.

From the above analysis, the timer device functions as an integrator and therefore a low-pass filter for the modulation signal. High frequency signals will be filtered out and have no effect on the timer’s output, while DC signals can be transferred to the output without loss assuming the integration time is large enough.

### 3.1.2 Desynchronization Sources

If two timers are identical, they will show exactly the same temporal response provided the same initial conditions and environment conditions. However, the mismatch due to fabrication variations cannot be avoided and will affect the response. It can be approximated using a modulation signal $V_{mis}$, and the amplitude depends on the variance in the mismatch. Generally, a larger mismatch will result in a large equivalent signal $V_{mis}$.

While timers going through the same environmental conditions can maintain synchronized, the synchronization can be broken if two timers go through different trajectories where the ambient factors including thermal variance, dispersive RF signals and light radiations are different. The temperature impact on the timers’ behavior was analyzed in [96]. It mainly altered the tunneling current in two ways. First of all, the energy distribution of the electrons in the substrate is a function of temperature which can be characterized by Boltzmann distribution, leading to temperature dependent tunneling current. The second factor that
affects the tunneling probability is the barrier height which is also a function of temperature. While the dependence of the tunneling current on temperature can be characterized by a mathematical model [96], in this work, we model the temperature impact as a modulation signal \( V_{mT} \) expressed as a temperature-controlled voltage source:

\[
V_{mT} = f(T - T_0) + V_{m0}
\]

(3.7)

\( V_{m0} \) is the value of modulation signal at \( T_0 \), and \( f(\bullet) \) is the function describing the relationship. In the simplest scenario, we can use a linear model to approximate the relationship as

\[
V_{mT} = \zeta(T - T_0) + V_{m0}
\]

(3.8)

where \( \zeta \) is the temperature coefficient[96] assuming \( \gamma = 1 \). Since \( V_{mT} \) is a function of ambient temperature, two synchronized timers going through ambient environment with different temperature variations could be desynchronized.

Another technique to desynchronize two timers is to employ energy transducers which can harvest environmental energy and convert it into an electrical signal. The electric signal is then used to modulate the timer’s behavior. Since it is impossible for two trajectories to share exactly the same environment, it is highly unlikely the electrical signals are identical for the two timers. One pervasive energy source in the environment is the radio-frequency radiation. The energy required for modulation has been shown to be less than 1 pJ[104], which is so low that it basically functions as an open circuit to the RF antenna. Therefore, even dispersive RF sources should be capable of altering the timer behavior. RF signals need to be rectified before driving the timer. The voltage has a relationship with the power as

\[
V_{mrf} = \sqrt{2R_c \lambda P}
\]

(3.9)
Figure 3.2: System model of the timer with multiple desynchronization sources.

where $P$ is the received power at the antenna, $\lambda$ is the power loss coefficient and $R_e$ is the effective load resistance.

Combining all the desynchronized sources, the timer can be modeled as an ideal timer without any mismatch maintained at an ideal environment, modulated by the nonideal sources, as illustrated in Fig. 3.2. The amplitude of the modulation signal that takes into all the three aforementioned desynchronization sources can be expressed as:

$$V_m = V_{mis} + V_{mT} + V_{mrf}$$

(3.10)

Considering the fact that modulation of the timer’s behavior requires extremely low power and low input amplitude, most of the transducers that can harvest ambient energy into electrical form can be used to desynchronize the timers. For instance, piezoelectric transducers can convert mechanical variations into electrical signals and be used to modulate the tunneling behavior and desynchronize the timers. Other types of signals from transducers such as photodiode and thermocouple are also feasible for desynchronizing the timers. The selection of transducers depends on the type of sensing target.
3.2 Experimental Validation

3.2.1 Synchronization Performance

To characterize the inter and intra-die mismatch, totally three chips with two identical timers on each were used for validation. The 6 timers were programmed to the same initial voltage of 8.4 V and placed at the room environment. Outputs of the timers were monitored periodically every 1000 seconds for more than 11 days. In ideal case, all the timers should show identical response, however, due to mismatch, they will deviate from each other. The difference between the timers were extracted and used to fit model 3.6 and the recorded response of each timer were presented in Fig. 3.3(a). During transient stage each timer follow different trajectories, as seen in Fig. 3.3(a), and get synchronized after the transient stage. The self-compensation mechanism ensures the timers enter into this equilibrium stage (synchronization) gradually where the response across timers is almost parallel to each other as highlighted in Fig. 3.3(a).

To characterize the synchronization performance, we extracted the voltage reduction and the results were illustrated in Fig. 3.3(b). The responses are close to each other and the maximum absolute deviation across the 6 timers is shown in Fig. 3.3(c), which is smaller than 0.8 mV with a dynamic range larger than 80 mV, indicating a synchronization accuracy larger than 40 dB, which is consistent with the conclusion in Chapter 2.

As discussed in last section, the mismatch can be modeled as a constant modulation signal coupled to the floating-gate node. To verify this, we took the output deviation between two timers, device 1 on die 1 and device 1 on die 3 respectively, and the sampled output is plotted in Fig. 3.3(d) marked as circles. Model 3.6 is then used to fit the result which is also plotted as solid line in Fig. 3.3(d). The model fits with the measured data well and the mismatch between the two devices can be modeled as an equivalent voltage source of 75.8 mV coupled
Figure 3.3: Characterization of desynchronization due to mismatch. (a) Measured response of 6 identical timers on 3 dies. (b) Synchronized response at the equilibrium region marked in the rectangular region in (a). (c) Maximum deviation across all the timers in equilibrium region. (d) Measured and fitted temporal evolution of the desynchronization due to mismatch.

to the floating-gate node. This relationship is also validated with the mismatch between all other pair of timers.

3.2.2 Temperature Signature

Besides mismatch, synchronized timers could be desynchronized if they go through different temperature trajectories, as illustrated in Fig. 3.4(a). For verification, we separate 4 identical timers into two pairs, with the pair of Timer 1 and Timer 2 in the room environment and the pair of Timer 3 and Timer 4 in an environment chamber, whose temperature can be
Figure 3.4: Characterization of desynchronization due to temperature. (a) Measured response illustrating that two pairs of synchronized timers are desynchronized by a step temperature change of 30 °C. (b) The deviation within each pairs is less than 0.7 mV indicating good synchronization. (c) Desynchronization response with different step changes in temperature. (d) Measured and fitted response of the desynchronization for different temperatures with respect to room temperature.

controlled accurately. Four timers were programmed to the same initial voltage and all of them were put at the room temperature (average temperature is around 22 °C) for about 8 days. The mismatch will be compensated and they get synchronized with each other due to the self-compensation physics. Then the temperature of the environment chamber was programmed to 50 °C at the time instance of $7 \times 10^5$ second. As shown in Fig. 3.4(a), the higher temperature induces a larger tunneling rate, therefore Timer 3 and Timer 4 show faster response and desynchronize with Timer 1 and Timer 2 as expected. However, since Timer
3 and Timer 4 still experience the same environmental variations, they keep synchronized across the whole operational period. The deviations within each pair of the two are plotted in Fig. 3.4(b), where the deviation amplitude of the pair with 50 °C maintains at the same level. The temperature variation does not deteriorate the synchronization performance. This experiment validates the conclusion that if two timers go through the identical environmental trajectory, even with mismatch and ambient variations such as temperature, they can maintain synchronization with each other with high accuracy.

The quantitative characterization of temperature impact was conducted by programming the temperature of the environment chamber to different values and measuring the temporal response of the timers. The settings are the same as the previous experiment except that the temperature was programmed to -10 °C, 10 °C, 30 °C and 50 °C respectively. The actual temperature of the environment chamber was measured by an external temperature sensor for accurate calibration. As shown in Fig. 3.4(c), the timers were initially put in the room environment and got synchronized, and then went through a step temperature change. The tunneling rate shows positive dependence on the temperature.
To verify the model, we extract the $\Delta V$ between the timers in the chamber and in the room environment, and then use model (3.6) to fit $\Delta V$. As shown in Fig. 3.4(d) where the measured data is marked with circle and fitted model is marked with solid line, the model can fit with the data well. The equivalent $V_{mT}$ was extracted from the fitted model and plotted in Fig. 3.5. A first-order linear model was used to fit the dependence of $V_{mT}$ on temperature, validating the models represented by (3.6) and (3.8) with temperature ranging from $-10$ °C to $50$ °C. The temperature coefficient was calculated to be $1.73$ mV/°C, which is significantly larger than the synchronization error indicated by Fig. 3.4(b) which is less than $1$ mV. This further validates that we can use the desynchronization behavior to detect whether two timers go through identical environmental trajectory.

To evaluate the response in a natural environment, we programmed the temperature in the environment chamber to emulate natural temperature variations. The temperature data was extracted from public online database record of the city St. Louis, MO, USA from July 22nd to July 27th, 2017. Data consists of hourly data and it is fed accordingly to the environment chamber by ramping the temperature, smoothly interpolated between
data points. Experiments were then run in a controlled environment emulating the natural temperature variations and the responses of each timer were recorded by the same procedure mentioned above. Fig. 3.6(a) shows the measured response of the two pairs of timers at the room temperature and emulated environment chamber respectively. The timers were initially synchronized when they went through the same temperature conditions before the time instance of $7 \times 10^5$ second, and then got desynchronized because of the environment change in the chamber. The temperature conditions and the deviations between each pair of timers were plotted in Fig. 3.6(b). The pattern of the deviation follows the pattern of the temperature conditions, therefore validating the performance of the timers.

### 3.2.3 RF Signature

Similar to that of the temperature difference, RF signals can be employed as a source of desynchronization. Similar to the settings of temperature desynchronization, we first eliminated the effect of mismatch. Two chips were put in room environment. Initially, all the 4 timers were programmed to the same initial value and were running for a duration of $7 \times 10^5$ seconds when all the timers got synchronized. Then the rectified RF signal was coupled to the two identical timers on one chip. The output was sampled every 1000 second. A stable 915MHz RF source form software defined radio (NI-USRP) is used in our RF experiments. Synchronized timers going through different paths will experience different RF trajectories with high probability. The difference in the RF signal strength can be used to modulate the behavior and desynchronize the timers. To verify the concept, an n-stage charge pump based on Dickson's architecture was employed to harvest RF energy to generate amplified DC signal as plotted in Fig. 3.7(a). Zero-threshold Schottky diodes are used to rectify the low-power ambient RF signals. The transmitter emits a total power of 20 dBm at a distance of 2 meters from the receiver antenna.
Figure 3.7: Characterization of desynchronization performance with RF modulation. (a) Photo of RF front-end PCB board illustrating the front-end signal rectification and modulation of the timer shown in the inset. (b) Measured response of the timers with and without RF modulation. (c) Synchronization performance within each pair of timers shown in (b). (d) Measured and fitted response of the desynchronization between timers with and without RF modulation.

Four identical timers on two different dies were first synchronized without any RF modulation. Then two of them on the same die was modulated by the output from the first stage of the charge pump for desynchronization. The measured results are illustrated in Fig. 3.7(b), where the four timers are divided into two pairs. Within each pair, the two timers maintain synchronous across the whole monitoring period. However, due to RF modulation, the two pairs start to deviate from each other at the point when the pair of Timer 3 and Timer 4 were modulated by the output from the rectified antenna input. Fig. 3.7(c) illustrates the
deviation within each pair. The deviation does not significantly deteriorate in the case of RF modulation. This further validates synchronous timers can keep synchronized with each other when going through the same environment. To verify the correctness of desynchronization model (3.6) on RF modulation, we use the model to fit $\Delta V$ between the timer with and without RF modulation, as illustrated in Fig. 3.7(d). Because the RF environment is well regulated leading to a stable output at the RF rectifier, the model matches with the measured data indicating the accuracy of the model, and the equivalent modulation voltage $V_{mrf}$ is measured to be 49.6 mV.

3.2.4 Discussions and Conclusions

As indicated in [104], the energy required to modulate the FN device is as low as 1 fJ so that it can be harvested from ambient environment easily. In this section, the thermal-noise energy manifested as temperature has been directly harvested and used to drive the sensor without the assistance of any external power source. The property can be employed to implement environment temperature sensor which could possibly record the time-temperature history of the sensor. In the next section, we will introduce the detail of using it for time-temperature history sensing.

The derivation of model 3.6 assumes the amplitude of modulation signal is relatively small compared to the value of the floating-gate voltage to maintain model accuracy. A larger modulation signal will degrade the model accuracy because the high order items in the Taylor expansion can not be neglected. Therefore, there is a trade-off when designing the footprint sensor. A larger modulation signal usually can increase the detection sensitivity, however, at the cost of a degraded model accuracy and a larger system volume. With a non-constant modulation input, it will desynchronize the couple of timers, however, the deviation does not follow the model anymore. This is not an issue in applications where whether the timers
go through identical environment or not matters. A linear model was used to model the temperature impact on the timer’s behavior. As illustrated in Fig. 3.5, the linear model cannot fully capture the temperature impact. In the next section, we will train the data using more accurate models to extract the time-temperature history.

### 3.3 Time-Temperature Indicators

Continuous monitoring of time-temperature history is one of the keys towards ensuring product quality in cold supply-chain management. For perishable products like vaccines and antibiotics, exposure to out-of-range temperatures could lead to a significant reduction in drug efficacy and also increase in the likelihood of spoilage [17, 52], an example being the 2015 incident [1] involving improperly stored medicines. Traditional cold supply-chain regulatory systems can monitor these assets in large batches (using electronic temperature sensors inside containers) or using passive labels or tags that indicate the shelf-life of each product. This procedure could potentially lead to unnecessary wastage of food because the actual quality of the product could be still good beyond the indicated expiry date. Also, the use of static expiry date labels could lead to the insertion of spoiled or bad quality products in the supply-chain due to varying storage conditions. This is especially true for perishable products like antibiotics and perishable foods which are sensitive to temperature and their respective quality shows time-temperature dependent deterioration [85] as shown in Fig. 3.8(a).

While time-temperature indicators (TTI) are popular in literature such as [84, 95], they are based on chemical or diffusion processes that require careful calibration and compensation. Also, other passive solutions can potentially monitor instantaneous changes in storage temperature, these devices cannot detect and store historical data of temperature. This is
because the passive devices do not have access to continuous source of power required for historical monitoring of temperature over time. As illustrated in last section, FN timers show temperature-dependent integration behavior, hence can continuously monitor the ambient temperature over the lifetime of the product supply-chain. An example use case is illustrated in Fig. 3.8(b) where a passive RFID tag integrated with the proposed sensor is attached to every product such as vaccine in the supply-chain. During different stages of the supply-chain including packaging, transportation, storage and the consumer shelves (as illustrated in Fig. 3.8(c)), the sensor would continuously monitor the ambient temperature with respect to time, and functions as a time-temperature indicator.

### 3.3.1 Operation Principle

As discussed in Chapter 2, the timer’s dynamic response is a function of both time and temperature. The timer’s output characteristics can be described by equation 3.6 provided
the environment temperature is constant, and the magnitude of the temperature impact is included in $V_m$ implicitly. In previous section, it was shown that $V_m$ has an approximately linear relationship with temperature, which can be expressed by equation 3.8, and the coefficient $\zeta$ is measured to be around 1.73 mV/°C. By substituting equation 3.8 into equation 3.6 and taking the timer’s response at $T_0$ as reference, we have

$$\Delta V = \frac{k_1 \zeta (T - T_0)t}{k_1 t + k_0}$$

(3.11)

The accuracy of this model relies on a constant environment temperature $T$. If temperature is varying, then an equivalent temperature can be used to evaluate the model. By measuring the timer output $\Delta V$, the relationship between $T$ and $t$ can be obtained.

Fig. 3.9 illustrates the dependence of $\Delta V$ on temperature $T$ and time $t$. For a fixed $\Delta V$, all possible combinations of $(T, t)$ form a contour line in the temperature-time space. If $t$ is
known, $T$ can be derived using model 3.11 as

$$T = \frac{\Delta V}{\zeta} (1 + \frac{k_0}{k_1 \ast t}) + T_0$$  \hspace{1cm} (3.12)

### 3.3.2 Implementation and Measurement Results

To validate the performance of the sensor as time-temperature indicators, it was programmed to a fixed initial voltage, and put in an environment chamber whose temperature can be accurately controlled. The response of the sensor at different chamber temperature points was measured and recorded. Fig. 3.10(a) shows the measured response of the sensor. High temperature leads to faster voltage reduction at the floating-gate output. If the response at -11.4 °C is used as reference, then the deviations of response at other temperatures can be extracted and are plotted in Fig. 3.10(b). Model 3.11 was used to fit the measured data and the fitted results are plotted in Fig. 3.10(b) as solid lines. The model fits with the data pretty well, hence can be used to derive the time-temperature history of the sensor.
To accurately extract the temperature from the sensor’s output, an accurate model between $V_m$ and temperature is required. Since the physics behind this model is related to the Boltzmann distribution and tunneling probability distribution across a triangular energy barrier, which is too complex to derive an analytical relationship, in this work, we use polynomial functions to model the relationship. As indicated in last section, although linear model can estimate the dependence of $V_m$ on $T$, the accuracy can be further improved using a high-order polynomial function. To avoid overfitting, a third-order polynomial model is used to extract the dependence. As shown in Fig. 3.11, the third-order model can achieve an error less than 0.1 mV, or equivalently, the temperature accuracy is better than 0.06 °C.

Temperature recovery accuracy was validated using the measured data and the proposed model. From the measured data points of time and output, we can estimate the equivalent modulation voltage $V_m$. To extract the average temperature, the relationship between temperature and $V_m$ indicated by Fig. 3.11 is used to extract the temperature value. As shown in Fig. 3.12(a), three groups of data were measured and the temperature was extracted respectively. The temperature measured by an external calibration temperature sensor is also plotted in the figure as black lines. Fig. 3.12(b) plots the deviation between the recovered
Figure 3.12: Temperature reconstruction from the measured results of the proposed TTI: (a) recovered temperatures and (b) reconstruction error. The measured temperature using a calibration temperature sensor is marked as solid black line.

temperature and the actual temperature. Initially, the deviation is relatively large which can be explained by the model 3.12. Since initially $t$ is small, the same measurement noise at $\Delta V$ will lead to larger deviation in the temperature. The impact of measurement noise degrades with the increase of $t$. As shown by Fig. 3.12(b), the error is less than 1 °C after $2 \times 10^5$ seconds.

3.3.3 Discussions

In this section, a self-powered time-temperature sensor based on the FN tunneling device is introduced and characterized. While the sensor cannot detect the instantaneous temperature values, it can be used to estimate the long-term average temperature. This is useful for cold chain monitoring applications where the time information can be easily tracked and retrieved on the server. The sensor can achieved a temperature accuracy better than ±1 °C when the monitoring period is larger than $2 \times 10^5$ seconds.
3.4 Remarks and Conclusions

In this chapter, the synchronization performance was further characterized and the desynchronizing mechanisms were analyzed. A pair of synchronized timers were coupled together to detect environmental deviations. A mathematical model with concise form was proposed to account for the temporal behavior of the desynchronization process with high accuracy. Multiple sources of desynchronization were added to the sensor and the dynamic behavior was characterized respectively.

Considering the fact that the sensor is sensitive to signals with extremely low power, it can be optimized to record the footprint of other signals. For instance, although dispersive RF signals are not strong enough for passive data transmission, they are strong enough to modulate the sensor’s behavior. Therefore, the proposed sensor should be able to detect ambient RF footprint. Other types of energy sources, such as mechanical and solar power, are also strong enough to change the behavior of the sensor for sensing purpose. Since the power requirement is very low, the volume of the sensor could be minimized without losing the sensitivity. In the future, we will integrate other types of transducers to detect the physical or chemical history of the sensor’s footprint and characterize their performance.
Chapter 4

Dynamic Authentication Using
Self-powered Timers

4.1 Introduction and Background

An infrastructure of Internet-of-Things (IoT) consisting of servers, readers and tags provides connectivity between systems and devices thus enabling a vast range of applications such as smart homes, wearables, retails, health-care, automotive and agriculture [4, 7, 27, 73, 87]. At the core of this infrastructure are tags (for example RFID tags), which are generally responsible for data collection or exchange with readers that are connected to a server. As these tags operate in an insecure and shared environment, the unprotected communications between tags and readers over a wireless channel can disclose the data collected by the tags and their locations. This raises serious concerns about security of participating tags and makes them susceptible to different security attacks [5, 47, 60].
Denial-of-Service (DoS) attacks are attacks in which an attacker forces tags to disfunction by disturbing or blocking the communication sessions between tags and readers. In tag impersonation, an attacker can intercept sessions between a target tag and the reader by eavesdropping open wireless channel. Based on the intercepted sessions, the attacker can impersonate the tag without knowing its secret. It could communicate with readers instead of the tag to get the authentication from the back-end server. In replay attacks, an attacker reuses communications from previous sessions to perform a successful authentication between a tag and the back-end server. De-synchronization attacks are used by an attacker to update the values in only one part of the network, either the tag or the reader. In such attacks, the tag and the reader can no more synchronously update their secrets. This makes future authentication impossible and in turn prevents proper functioning of the tag. While the described attacks do not require the attacker to compromise a target tag, there are stronger attacks that result from the physical possession of an attacker to a target tag. In backward traceability, given the internal state of a target tag at time $t$, the attacker is able to identify tag’s sessions that occurred at a time $t_i < t$ [58]. That is, knowledge of a tag’s current state could help identify the tag’s past sessions, which may allow tracking of the tag’s past behavior. On the other hand, in forward traceability a tag’s state at time $t$ can help to identify tag sessions that occur at a time $t_i > t$. That is, knowledge of a tag’s current state could help identify the tag’s future sessions.

In order to tackle these concerns, it is essential to use secure cryptographic protocols to guarantee the security of tags and their data. However, tags used in such systems are generally passive, i.e., they typically do not possess an on-board source of power. Instead, they gain power by harvesting energy from the reader. This limited power availability severely constrains the computing resources of the tag as well as its storage resources. As a result of these limitations, it is therefore extremely challenging to design a secure cryptographic
protocol that provides security while efficiently utilizing the available resources. Therefore, to solve the security problems of the system, many lightweight authentication protocols have been proposed in recent years. Based on the difficulty of inverting the one-way hash function, it turns out to be the best candidate for most of these authentication protocols. Although some of these protocols are implementable by the resource constrained system, most of them have serious security problems.

An authentication protocol basically defines a set of communications and computations performed between tag, reader and back-end server. While the basic requirement of an authentication protocol is to generally authorize a tag if its ID is recognizable by the back-end database and otherwise unauthorizes it, the designed authentication protocol is also required to follow some guidelines to prevent different types of security attacks such as those described above. These guidelines are to: (1) provide dynamic responses to reader queries to avoid traceability attacks where a current session intercepted by the attacker does not enable him to identify neither tag’s past nor future sessions, (2) guarantee that the sessions intercepted by the attacker do not qualify him to further be authenticated as a legitimate tag to avoid tag impersonation and replay attacks and (3) maintain the same shared secret key between the reader and the tag throughout the life-time of the tag to avoid de-synchronization attacks. An IoT system is assumed to be secure if it can consistently follow these guidelines to overcome different attacks on security.

In this work we propose an authentication protocol that guarantees a customizable level of security of tags and their data. More specifically, the proposed protocol utilizes a set of self-powered timers, reported in [105], to perform authentication. The timers provide a mechanism to achieve temporal synchronization between two passive devices without the need for any external powering or clocks. As a result the timers could be used to implement dynamic SecureID type authentication involving random keys and tokens that need to be
periodically generated and synchronized [2]. To authenticate any given tag, values of these
timers are compared to a gold standard tag at the reader’s side. These values are dynamic
where they are essentially periodically updated. Synchronization between the tag and the
legitimate reader is efficiently maintained by the timers design and the underlying reliable
timer model. While the values from timers at the tag side would not perfectly match values
of the gold standard due to measurement and fabrication artifacts, we tolerate an error
margin in a more robust and customizable version of the proposed authentication protocol.
Threshold of this margin is customized and predetermined based on the deterioration rate
of the fabricated models. We also provide a comparison of our protocol with other existing
protocols in terms of security, cost and performance.

4.2 Authentication Protocol

4.2.1 Notation

For easy read, the following notations in Table. 4.1 will be used throughout the rest of this
section.

4.2.2 Related Work

In order to protect IoT systems from different attacks, many authentication protocols and
strategies have been proposed to meet different security requirements. All authentication
protocols typically aim to protect tag’s security, with minimizing impact on the available
limited resources. In this section, to get an idea of how they overcome different attacks, we
provide an overview of these authentication protocols. We briefly discuss the design model
for each protocol, and analyze their limitations.
Table 4.1: Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>The tag in request.</td>
</tr>
<tr>
<td>$R$</td>
<td>The reader requesting the tag.</td>
</tr>
<tr>
<td>$S$</td>
<td>The server possessing the database.</td>
</tr>
<tr>
<td>$K$</td>
<td>The shared private key.</td>
</tr>
<tr>
<td>$N_T$</td>
<td>The number of tags in the system.</td>
</tr>
<tr>
<td>$h(x, y)$</td>
<td>The cryptographic hash function.</td>
</tr>
<tr>
<td>$ID_T$</td>
<td>The ID of the tag $T$.</td>
</tr>
<tr>
<td>$n$</td>
<td>The current number of tag readings.</td>
</tr>
<tr>
<td>$n'$</td>
<td>The expected number of tag readings.</td>
</tr>
<tr>
<td>$A$</td>
<td>The authentication value ($a$-bits).</td>
</tr>
<tr>
<td>$V$</td>
<td>The timer value ($v$-bits).</td>
</tr>
<tr>
<td>$r$</td>
<td>The random bits periodically generated by the timer.</td>
</tr>
</tbody>
</table>

In a first attempt to achieve authentication between tag and reader, Hash-Lock protocol was proposed in [76]. To achieve privacy, instead of using the tag’s ID, this protocol uses the pseudonym of the tag, metaID. However, since eventually the secret key and the ID are sent in plain-text, an attacker can eavesdrop the key and the tag can later be impersonated. Therefore Hash-Lock is vulnerable to attacks such as impersonation, replay and tracking attacks. In an attempt to avoid the drawbacks of Hash-Lock protocol, a randomized version of the Hash-Lock protocol was proposed in [89]. In this protocol tags respond to reader’s queries by generating a random value. This random value is then concatenated with the hash of the ID and sent to the reader. The reader identifies a tag by searching its database for the ID that corresponds to the hash value. The ID is then sent to the tag in plain-text. While the tag’s response varies in each session, it is easy for an adversary to eavesdrop and obtain the identity of the tag. Moreover, the tag’s holder is easily traced if the tag’s ID is leaked. A hash-chain protocol was proposed in [63]. In this protocol, the tag always replies to the reader queries with different responses. To achieve this, it mainly depends on incorporating two different hash functions. Although this protocol introduces the dynamic property in tag
responses, an attacker can disguise a legitimate tag by resending an intercepted authentication message to the reader. Therefore, the protocol is vulnerable to replay attacks.

In [81], a hash function, a pseudo-random number generator, and an XOR operator are used in an authentication protocol for low cost tags. However, as shown in [107], this protocol is vulnerable to replay and denial of service attacks. In [107], a lightweight anti-desynchronization RFID authentication protocol was proposed. In this protocol, the server keeps track of the updated random key to prevent the active attackers from desynchronizing the shared secret between the tag and the server. Although this technique prevents the replay attack, it is prone to denial of service attacks. Finally, in [33], a scalable pseudo random based scheme was proposed. This scheme utilizes symmetric key cryptography, random number generators, and hash functions for authentication. In this scheme, although the random number generation makes it difficult to predict the next random value, it is susceptible to reverse engineering due to the static structure of the seed.

4.2.3 Preliminaries

A cryptographic hash function $h$ is a mathematical algorithm that maps data of arbitrary size to a bit string of fixed size. It is cryptographically secure if it satisfies the following:

- **Preimage-Resistance**: It should be computationally infeasible to find any input for any pre-specified output which hashes to that output, i.e. for any given $y$, it should be computationally infeasible to find an $x$ such that $h(x) = y$.

- **Weak Collision Resistance**: For any given $x$, it should be computationally infeasible to find $x' \neq x$ such that $h(x') = h(x)$ [61].
• **Strong Collision-Resistance:** It should be computationally infeasible to find any two distinct inputs $x$ and $x'$, such that $h(x) = h(x')$ [13, 26].

### 4.2.4 The System and Adversarial Model

#### The System Model

The system usually consists of three components: a tag $T$, a reader $R$ and a back-end server $S$. A tag $T$ is basically a chip that has small storage, limited computation resources and constrained communication capabilities. It requires power to perform different operations such as hash computations. Passive tags are battery-less devices operated by energy harvested from the reader. Since they have very limited power resources, these tags are assumed to receive and transmit data within a very short range. A reader $R$ is a powerful device which is authorized by the back-end server to authenticate a group of tags through a set of communication sessions. A back-end server $S$ provides the database for tags and participates with the reader in the tag authentication. The server is also in charge of deciding the authorization of the
set of operating readers. We particularly consider the case of a centralized system, where any reader \( R \) from the set of operating readers is continuously online and connected to a centralized server \( S \). We denote the number of tags in a system by \( N_T \), and let \( T_i \) for \( 1 \leq i \leq N_T \) denote the identifier for the \( i^{th} \) tag in the system. The back-end server and reader are usually considered to be resource-abundant. They are generally capable of performing intensive cryptographic operations. Therefore the link between the back-end server and the reader is assumed to be secure. Moreover, the server and reader are considered to be a single entity in most of the scenarios.

**The Adversarial Model**

The adversary could be either passive or active. An active adversary can control a certain number of tags and readers, and modify the conversations between them enabling himself to initiate and terminate a session. A passive adversary eavesdrops the channel between a tag and a reader to learn the output of the communication sessions. The adversary may then deduce information and combine messages to later impersonate or trace a tag.

### 4.2.5 Dynamic Authentication Protocol

As shown in Fig. 4.1 from [103], the system model comprises one or a set of timers on-board of the tags, namely self-powered timers. These timers periodically generate random numbers that are exploited to generate authentication tokens in the proposed authentication protocol. Each of the passive asset, shown in Fig. 4.1, is integrated with a self-powered timer, which is synchronized to a "Gold-standard timer" located on an authentication server. The tokens are generated by seeding the input of a pseudo-random number generator using the output of the zero-power timers. Rapid dynamic authentication is then achieved by comparing the synchronized random tokens that are generated locally on the asset with the ones that are
Figure 4.2: Using self-powered timer for token generation: (a) Token generation system proposed in [103], (b) measured data across different dies showing that the timer is robust and showing synchronization accuracy greater than 0.5%, (c) normalized random tokens generated using the timer output from measured response in (b) and (d) the matching result of the random tokens generated from two synchronized timers.

received from the authentication server. Because the output of the timer varies with time, the proposed approach produces a sequence of random number tokens that will be very difficult to predict and hence model using reverse-engineering techniques.

In [103] we combined the output of the timer with a pseudo random number generator (PRNG) to produce authentication tokens. The system comprises of two modules (as shown in Fig. 4.2(a)): (a) the timer which is self-powered and continuously keeps track of time; and (b) a PRNG which is externally powered when an authentication value is requested from
the tag. When a request signal is sent to the tag, the timer value is readout and digitized. The digitized value is then used to feed the PRNG such as a Linear Feedback Shift Register (LFSR) as a seed [40]. After a certain number of cycles of shift operations, the generated random code $V_i$ can be further used in the proposed authentication protocol at any time instance $t_i$. The time-variant seeds break the pattern of the PRNG and makes it function like a true RNG. A synchronized timer stored on the server goes through the same process and should generate identical random number in ideal cases. By comparing the synchronicity between the two generated random number tokens, authentication can be achieved. On one hand, due to the existence of the PRNG, the timer value can be masked and protected from machine learning attacks. On the other hand, the timer breaks the pattern of the PRNG and therefore makes it difficult to predict the random output. Fig. 4.2(b) shows the measured results from timers with identical structures on three different dies. As discussed in Chapter 2, the timers demonstrate good synchronization performance with larger than 40 dB accuracy. Fig. 4.2(c) shows the normalized random tokens generated using the output from two synchronized timers (as shown in Fig. 4.2(b)) to feed a software version of PRNG. As can be observed, at some time instants, the codes deviate from each other due to the mismatch and quantization error of the digitization process. This issue can be easily tackled by searching a predetermined range of the reference timer values, therefore providing a level of tolerance. If two synchronized timers are integrated on a tag and server respectively, the tokens generated using the described strategy can be used for authentication. As illustrated in Fig. 4.2(d), in ideal cases, the token on the tag should always be equal to that on the server (plotted as the black solid line), while the real tokens can be different at a small portion of random scattered points due to non-ideal artifacts.

The robustness of the self-powered timer is key to successful implementation of the proposed protocol. In Chapter 2, timers with different combinations of form factors were fabricated
and tested at different temperatures. While the device shows various temporal behavior at the initial transient stage, the measurement results verify that at the equilibrium stage, the fabricated designs show high robustness to device mismatch and temperature variations, and the overall synchronization performance is better than 40 dB. The operational life of the device was also studied and verified to be as long as 3 years for passive operation.

**The Single Timer Model**

In the case of single timer model, only one timer is on-board of the tag. At each reading attempt, after being involved in a simple cryptographic operation, the timer value is compared to that of the corresponding gold standard tag at the server side. The details of the proposed authentication protocol are summarized in Algorithm 1 and described as follows.

The tag $T$ and the reader $R$ are assumed to share the private key $K$. At any authentication instance $t_i$, the authentication session is initiated when the tag is in the reader’s range. $R$ sends a request to $T$ as an interrogating signal for identification information. $T$ responds or broadcasts to $R$ its identification $ID_T$ and the authentication value

$$A_i = h(K, V_i), \quad (4.1)$$

where $V_i$ is the $v$-bits timer value and $A_i$ is a bits. $T$ then sends $A_i$ to $R$ for authentication. Similarly, $R$ computes $\tilde{A}_i$ and checks

$$A_i \overset{?}{=} \tilde{A}_i.$$  

If this holds true, $R$ authenticates $T$. Otherwise, $T$ is unauthenticated.

As a matter of fact, the objective of any authentication protocol is to minimize the probability of **false positive** and **false negative** decisions. In false positive, the tag is erroneously
Algorithm 1 The proposed dynamic authentication protocol

Initialization secret \((K)\)

shared between the Tag \(T\) and the Reader \(R\).

At authentication time \(t_i\)

- \(R\) sends request to access \(T\).
- \(T\) computes \(A_i = h(K, V_i)\), where \(V_i\) is the \(v\)-bits timer value, and replies with the pair \((ID_T, A_i)\).
- \(R\) retrieves \(T\)’s information from the Server \(S\), computes \(\tilde{A}_i\) and checks \(A_i \overset{?}{=} \tilde{A}_i\). If true, \(R\) authenticates \(T\). Else, \(T\) is unauthenticated.

indicated to be authentic while it is not. On the other hand, in the false negative, the tag is erroneously indicated to be un-authentic while it is authentic. While this protocol obviously achieves dynamic authentication by sending different and unpredictable authentication values at each session, we have not yet elaborated how it is able to continuously re-synchronize the tag with the server and minimize the probability of false negative decisions. As tags are naturally assumed to operate in a non-secure environment, they generally receive frequent attempts to be read by authentic and non-authentic readers.

We consider a scenario where a tag \(T\) is attempted to be accessed by a non-legitimate reader. Since the tag updates its authentication value \(A_i\) according to equation (4.1), the authentication value is therefore neither dependent on past nor future tag accesses. Moreover it is also independent of the number of reading the tag has been read. Therefore, the proposed protocol guarantees the synchronization between the tag and the reader at any time instance \(t_i\). As we will show later, this feature also enables our protocol to tackle numerous kinds of security attacks.

We also consider a typical security attacking scenario where at the time period between two authentication values update denoted as \(T_o\), an adversary might attempt to reuse the
Figure 4.3: Classification based on statistical distance to the gold standard.

intercepted authentication value $A_i$ to get authenticated. We therefore have the following remark.

**Remark 1.** At any time instance $t_i$, when a certain tag $ID_T$ is accessed by a legitimate reader based on a valid authentication value $A_i$, the server no more accepts re-accessing this tag for a predetermined time period $T_o$ until the authentication value is updated. In other words, during a time period $T_o$, any tag $T$ can only be accessed once. Any further authentication attempts from the tag $ID_T$ during $T_o$ are considered to be illegitimate.

The $T_o$ can be set dynamically by the server in a way that the server does not accept consecutive requests with identical authentication value. In other word, if the tag is successfully authenticated with value $A_i$, the server no longer accepts authentication with value equal to $A_i$. To initialize another successful authentication process, the timer value needs to be updated leading to an updated $A_i$. The minimum time duration between two successful authentications can be defined as the lower bound of $T_o$. 
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The Multiple Timers Model

To add more robustness to the proposed design, we consider the incorporation of a set of \( M \) timers on-board of the tag. The main motivation behind this model is to account for any possible error in the timer values as result of aging or possible security manipulation. In the case of multiple timers, each of these timers generates its own value to be involved in the same protocol as in Algorithm 1. Specifically, at each authentication time \( t_i \) between an authentic reader \( R \) and any given tag \( T \), \( R \) is expecting \( M \) authentication values from the \( M \) self-powered timers on-board of \( T \), computed as,

\[
A_j^i = h(K_j^i, V_j^i) \quad \text{for } j = 1, 2, \ldots, M, \tag{4.2}
\]

where \( V_j^i \) is the \( v \)-bits timer value of the \( j^{th} \) timer and \( A_j^i \) is a \( a \) bits. Based on these values the reader decides the authentication confidence level of any given tag. The resulting \( M \) authentication values \( \{A_1^i, A_2^i, \ldots, A_M^i\} \) from equation ((4.2)) are compared to the set of expected authentication values at the reader's side \( \{\tilde{A}_1^i, \tilde{A}_2^i, \ldots, \tilde{A}_M^i\} \),

\[
A_j^i = \tilde{A}_j^i \quad \text{for } j = 1, 2, \ldots, M.
\]

The matches between the two sets are used to compute the authentication confidence level as follows,

\[
\text{Confidence Level} = \frac{\text{Number of matches}}{M}.
\]

To tolerate possible errors in readings of timers-values between the operating tags and their corresponding gold standard at the reader side, we design the authentication model such that it tolerates a predetermined error threshold \( \gamma \). This setting enables us to present a customizable version of our protocol summarized in Algorithm 2. The modified protocol
Algorithm 2 The multiple timers version of the proposed dynamic authentication protocol

**Initialization secret** \((K^j), j = 1, 2, \ldots, M\)

shared between the Tag \(T\) and the Reader \(R\).

**At authentication time** \(t_i\)

- \(R\) sends request to access \(T\).
- \(T\) computes \(A^j_i = h(K^j, V^j_i)\) for \(j = 1, 2, \ldots, M\), where \(V^j_i\) is the \(v\)-bits timer value of the \(j\)th timer, and replies with the pair \((ID_T, A^j_i)\).
- \(R\) checks \(A^j_i \hat{=} \tilde{A}^j_i\), computes the Confidence Level and checks \(1 - \text{Confidence Level} \leq \gamma\). If true, \(R\) authenticates \(T\). Else, \(T\) is unauthenticated.

provides the flexibility to tolerate different levels of errors corresponding to different thresholds. These thresholds will create different safe regions with different confidence levels as shown in Fig. 4.3. We define the safe region as follows,

**Definition 1 (Safe Region).** The safe region is defined as the zone where a tested tag is legitimately following the behavior of the gold standard. This region is uniquely determined by a threshold radius \(\gamma\).

Selection of the threshold radius \(\gamma\) depends on the types of applications, prior estimation of the implementation environment and the expected security level. As illustrated in Fig. 4.3, a larger \(\gamma\) implies a looser restriction on the authentication process, leading to a higher authentication success rate. However, this could possibly cause a higher false positive rate and increase the risk of malicious access. As a result, the trade-off between the security level and successful authentication rate determines the selection of \(\gamma\). Optimization of the threshold radius leverages the consideration of the ambient environment and security requirements. Generally, a more secure system prefers smaller thresholds such as \(\gamma_1\) in Fig. 4.3.
The multiple timer version of the proposed protocol is practically an $M$ times application of the Algorithm 1. However, in this case, $R$ receives $\{A_1^1, A_2^1, \ldots, A_i^M\}$ and checks if

$$1 - \text{Confidence Level} \leq \gamma.$$ 

If true, $R$ verifies that $T$ falls in the safe region defined by the threshold $\gamma$. $R$, therefore, authenticates $T$ and updates the state for the next session. Otherwise, $T$ is unauthenticated.

As we previously mentioned, the tag usually operates in an insecure environment. Illegitimate readers may continuously attempt to maliciously access the tags. Thus, between every two legitimate readings, the tag probably had a number of attempts to be accessed of $e = n - n'$ times, where $n$ and $n'$ are the current and the expected number of tag readings respectively. We point out that between two consecutive legitimate tag accesses, no matter how many malicious access attempts have been done, correctness of the following legitimate authentication session still holds. This is a result of the independence of the authentication value of the number of tag readings. However, it might be useful for the reader to keep track of the number of illegitimate attempts $e$ to access the tag. In particular this gives valuable information about the environment and moreover the reader would adaptively adjust the threshold $\gamma$ based on this information.

Based on the statistical real-life modeling of the incorporated timers, the reader is able to decide whether the deviation in the tag’s behavior is natural or it is a result of some malicious act. We therefore give the following definitions.

**Definition 2 (Natural Deviation).** A natural deviation describes the tag’s behavior as a result of natural practical circumstances.
Figure 4.4: Deviation of the timer response from the reference gold-standard timer.

**Definition 3 (Malicious Deviation).** A malicious deviation describes the tag’s behavior as a result of any malicious act, where a tested tag fails to continue following the gold standard deviation pattern or follows it with an unacceptable error.

Intuition of these definitions is clearly illustrated in Fig. 4.4. Due to nonideal artifacts such as temperature variations and mismatch, the timer device will show natural deviation from the ideal case, however, this deviation is usually within a small range of the gold standard response, as illustrated in Fig. 4.4 marked as “Deviation Margin”. Therefore, by searching a predefined small range of the gold standard timer at the server end and selecting a proper threshold radius $\gamma$, the natural deviation can be easily eliminated and will not affect the authentication process. However, a malicious deviation is either because of malicious tampering or counterfeited tags that are not synchronized with that on the server. In either case, it is desynchronized and the value of the timer will be far from that stored on the server as shown in Fig. 4.4. It is obvious that a malicious deviation will definitely lead the tag to be un-authenticated. Therefore the proposed protocol enables us to detect counterfeited or malicious tags not only through instant authentication at the beginning of its operation but also through statistical means at any time during its operation lifetime.
4.2.6 Security and Performance Analysis

In this section we analyze the security and performance of the proposed authentication protocol. We begin by investigating the security of the protocol against different kinds of attacks. To be able to do this analysis, we first need to set on two key characteristics of the protocol. One is the secret shared between the tag $T$ and the reader $R$. The other one is the transmitted messages at each communication session between the tag and the reader. In the proposed protocol, the secret is the private key $K$. The transmitted messages are basically the tag identification $ID_T$ and the authentication value $A_i$.

In any authentication attempt at time instance $t_i$, while the tag sends the value of the same hash function in equation (4.1), both of the hash function arguments $K$ and $V_i$ are secure. More specifically, $K$ is a private key that is never exposed to the adversary in clear-text and is computationally infeasible to derive. $V_i$ is dynamically and continuously updated with the fresh $r$-bits output from the self-powered timers leading to an unpredictable authentication value.

Most importantly, it is worth to point out that under the assumption that the underlying hash functions have the previously explained characteristics, namely the preimage-resistance, second-preimage-resistance and collision-resistance, the proposed protocol is as secure as the hash functions. Moreover, to achieve the maximum possible security of the hash functions, the proposed protocol is designed to make it infeasible for an adversary, by any means other than exhaustive search, to guess the authentication value, even by overhearing the transmission channel between the tag and the reader. In particular, the adversary can guess a correct $a$-bits authentication value $A'_i = A_i$ with probability,

$$Pr[A'_i = A_i] = 2^{-a}.$$
We now show how the proposed protocol is secure against most kinds of popular attacks.

**Theorem 1.** Our protocol is secure against de-synchronization attacks.

**Proof.** Equation 4.1 implies that the authentication value is determined by the current timer value. The robustness of the timer behavior ensures that the timer on the tag will keep synchronized with the timer on the server. The timer’s dynamic response cannot be programmed or altered by the reader in the authentication process. As a result, in the case of malicious tag access from an illegitimate reader, the authentication values at any future time instance are independent of the previous readings, hence cannot be altered. The synchronization between the tag and the reader is continuously maintained by the self-powered timers and is resistant to de-synchronization attacks.

---

**Theorem 2.** The proposed protocol is secure against tag impersonation attacks based on the security provided by the combination of the PRNG and the hash function.

**Proof.** The protocol features three levels of security that make the impersonation of a legitimate tag infeasible:

- Conventional technique based on the private key $K$ only shared by the tag and the legitimate readers provides the initial level of security.

- The dynamic timer significantly enhances the performance of the RNG, enabling unpredictable output $V_i$. 

---

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>DoS Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MITM Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Traceability Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Replay Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>De-synchronization Attack</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2: Security comparison against various attacks
• The choice of hash functions make it computationally infeasible for an adversary to find $K$ and $V_i$.

Therefore, even if the adversary intercepts arbitrary number of messages at time $t < t_i$, it is practically difficult to guess the output $A_i$ at $t_i$ for impersonation.

**Theorem 3.** *Our protocol is secure against* replay attacks.

*Proof.* When a tag is authenticated at time $t_i$, it goes into an idle mode for a predetermined time period $T_o$. As explained in remark 1, during this time period, the reader denies any attempts from the authenticated tag to be reaccessed. Therefore, for $t_i < t < t_i + T_o$, a tag $T_i$ is only authenticated once. This prevents any attempts of replay attacks, where an intercepted authentication value $A_i$ is useless during this time period.

**Theorem 4.** *The proposed protocol is secure against* backward and forward traceability attacks based on the security of the hash function.

*Proof.* The key to avoid traceability attacks is to avoid using any static or predetermined messages throughout all of the authentication attempts. Our protocol employs the combination of a dynamic timer and a PRNG to generate “true” random numbers that are not predictable. This random feature makes it hard to trace the pattern. The hash function further enhances this attribute. The communicated messages during authentication at time instance $t_i$ can not be inferred from other communicated messages at any other time $t_j$, where $i \neq j$. Therefore, the authentication protocol is immune to forward or backward traceability attacks.

Table 4.2 compares the security ability of the proposed protocol to some state-of-the-art protocols proposed in literature.
Table 4.3: Cost comparison

<table>
<thead>
<tr>
<th></th>
<th># of communications</th>
<th>Computation cost for the Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weis et al. [89]</td>
<td>1</td>
<td>$C_C + C_H + C_R$</td>
</tr>
<tr>
<td>Ohkubo et al. [63]</td>
<td>1</td>
<td>$2C_H$</td>
</tr>
<tr>
<td>Song et al. [81]</td>
<td>3</td>
<td>$6C_X + 3C_H + C_R$</td>
</tr>
<tr>
<td>Fu et al. [33]</td>
<td>4</td>
<td>$5C_C + 2C_X + 4C_H + 2C_R$</td>
</tr>
<tr>
<td>Zhou et al. [107]</td>
<td>3</td>
<td>$6C_X + 5C_H$</td>
</tr>
<tr>
<td>Our Protocol</td>
<td>1</td>
<td>$C_R + C_H$</td>
</tr>
</tbody>
</table>


Figure 4.5: Dependence of execution time of SHA-256 and SHA-512 on clock speed.

To evaluate the performance of the proposed protocol we analyze the design from two main aspects: storage and efficiency. Since tags are typically very resource constrained, this analysis is extremely important to evaluate and compare different designs. Generally, the tag is the part of the system with the least storage and power resources. Therefore, in our analysis, while we study the resources required by both the tag and the reader, the resources required by the tag are rather more important. This is a result of the reader being assumed to be powerful and has sufficient storage as compared to the tag. We begin by investigating the amount of storage that our protocol requires. The tag basically needs to permanently store its private key $K$ and $ID_T$. This amount of storage is, to the best of our knowledge,
equivalent to the least we have seen in literature. In terms of communication cost, with only one transmission from the tag to the reader, the proposed protocol is by far the most efficient we have seen in literature. Moreover, for the performance of tags in terms of hash function computation, we compute the execution time per output of the most well-known hashing algorithm, Secure Hash Algorithm (SHA). While it is benchmarked in [3] that Cycles Per Instruction (CPI) for SHA 256 and SHA 512 are 31.6 and 35.4 cycles/byte respectively, based on these values, we compute the execution time as follows,

\[
\text{Execution Time} = \text{CPI} \times \text{Bytes} \times \text{Cycle Time}.
\]

The results of performance comparison are depicted in Figure 4.5 where the execution time is measured at a tag’s clock-rate ranging from 0.5 to 5 MHz. In Table 4.3, we present a cost analysis comparison between the proposed protocol and some of the state-of-the-art protocols.

4.3 Mutual Authentication Protocol for Passive Devices

4.3.1 Hash-Based Mutual Authentication Protocol (H-MAP)

IoT systems mostly operate in vulnerable environments. Not only malicious tags attempt to deceive legitimate readers but also the tags are usually susceptible to be accessed by malicious readers. To avoid such acts, mutual authentication is preferred to improve the system security performance. In this enhanced protocol, the tag comprises two independent self-powered timers: \( \text{Timer}_1 \) and \( \text{Timer}_2 \). As previously shown, the utilized timers dynamically modify their values. One of them is used to authenticate the reader while the other is used to prove the tag’s authenticity. Before tag access, not only the tag has to prove its authenticity but
also the reader is required to provide a proof of legitimacy. As shown in Fig. 4.6, the tag first gets authenticated by the legitimate reader by securely proving the knowledge of the timer’s value $V_1$. After authenticating the tag, the reader securely proves the knowledge of the self-powered timer’s value $V_2$. If the tag is convinced about the legitimacy of the reader, full access to its data is granted. The protocol comprises the three following phases.

**Initialization**: The tag and the server initially share a secret key $K$ at the registration phase.

**Tag Authentication**: At any authentication time instance $t_i$ the reader sends a request to access the tag. To get authenticated by the reader, the tag computes

$$A_{1,i} = h(K, V_{1,i}),$$

where $V_{1,i}$ is the value of $Timer_1$ at time $t_i$. The tag replies with the pair $(ID_T, A_{1,i})$. The legitimate reader forwards this pair to the server which is able to retrieve the tag information $(K, \tilde{V}_{1,i}, V_{2,i})$ corresponding to $ID_T$ from the server, where $\tilde{V}_{1,i}$ is the value of the corresponding timer at the server side. The server computes $\tilde{A}_{1,i} = h(K, \tilde{V}_{1,i})$, and verifies the authenticity of the tag by checking

$$A_{1,i} \overset{?}{=} \tilde{A}_{1,i}.$$

If this does not hold true, the tag is unauthenticated. Otherwise, tag is authenticated and proceeds to authenticate the reader.

**Reader Authentication**: To achieve mutual authentication, the server computes

$$A_{2,i} = h(K, V_{2,i}),$$

where $V_{2,i}$
where $V_{2,i}$ is the value of $\text{Timer}_2$ at time instance $t_i$. $A_{2,i}$ is sent to the reader which forwards it to the tag. To authenticate the reader, the tag computes $\tilde{A}_{2,i} = h(K, \tilde{V}_{2,i})$, where $\tilde{V}_{2,i}$ is the value of the corresponding timer at the tag side. The tag verifies the authenticity of the reader by checking

$$A_{2,i} \neq \tilde{A}_{2,i}.$$  

If the inequality does not hold true, the reader is unauthenticated. Otherwise, the reader is authenticated. Details of the H-MAP are described in Fig. 4.6. We note that the proposed protocol gives the flexibility to the IoT system to require the mutual authentication or not depending on the application.

**Easy Revocation of Tags and Readers:** Tags and readers revocation is a trivial setting in any IoT system. We believe that an authentication protocol should enable the server to easily revoke any tag or reader without having any security concern. The server should
guarantee that the communicated messages throughout previous authentication sessions shall not give any advantage to a revoked tag or reader over any regular attacker.

Assuming that a server decides to revoke a tag at time $t_{\text{rev}}$. In H-MAP, a revoked tag possesses the values $(K, V_{1,i}, V_{2,i})$ for $i = 0, \ldots, T_{\text{Life}}$, where $T_{\text{Life}}$ is the tag’s lifetime. At any time instance $t_i \geq t_{\text{rev}}$, a revoked malicious tag attempts to get authenticated by sending the pair $(\text{IDT}, A_{1,i})$. The server will simply recognize that the tag IDT has been revoked from the system. Therefore the values possessed by the revoked tag do not give her any advantage over a regular malicious tag in attempting to get illegitimately authenticated. Similarly, assuming that a server decides to revoke a reader at time $t_{\text{rev}}$. For any targeted tag, an extremely lucky revoked reader possesses all the values $A_{1,i}$ and $A_{2,i}$ for all $t < t_i$. At any $t_i \geq t_{\text{rev}}$, a revoked malicious reader will fail to maliciously convince a tag of her authenticity where all the possessed values at $t < t_i$ do not give the revoked reader any advantage to guess the authentication value $A_{2,i}$ over the guess of any regular attacker. Therefore a revoked reader fails to maliciously access a tag at any $t_i \geq t_{\text{rev}}$.

4.3.2 Privacy-Preserving Mutual Authentication

In this section we introduce the Hash-based Privacy-preserving Mutual Authentication Protocol (HPMAP). The protocol comprises the three following phases.

**Initialization**: The tag and the server initially share a secret key $K$ at the registration phase.

**Tag Authentication**: At any authentication time instance $t_i$ the reader sends a request to access the tag. For identification, instead of sending IDT, the tag computes the XOR operation of IDT and the $\text{Timer}_1$’s value $V_{1,i}$: $\text{IDT}_i' = \text{IDT} \oplus V_{1,i}$. Also, to get authenticated
by the reader, the tag computes
\[ A_{1,i} = h(K, V_{1,i}), \]
where \( V_{1,i} \) is the value of \( Timer_1 \) at time \( t_i \). The tag replies to the reader with \((\text{IDT}'_i, A_{1,i})\). The reader forwards this pair to the server which searches its database for \( \tilde{V}_{j,1,i} \) such that:

\[ \text{IDT}'_i \oplus \tilde{V}_{j,1,i} = \text{IDT} \]

where \( j = 1, \ldots, N \) and \( N \) is the number of tags registered on the server’s database. The server is then able to retrieve the tag information \((K, \tilde{V}_{1,i}, V_{2,i})\) corresponding to \( \text{IDT}'_i \). The server computes \( \tilde{A}_{1,i} = h(K, \tilde{V}_{1,i}) \), where \( \tilde{V}_{1,i} \) is the value of the corresponding timer at the server side. The server then verifies the authenticity of the tag by checking

\[ A_{1,i} \overset{?}{=} \tilde{A}_{1,i}. \]
If this does not hold true, the tag is unauthenticated. Otherwise, tag is authenticated and proceeds to authenticate the reader.

**Reader Authentication**: To achieve mutual authentication, the server computes

\[ A_{2,i} = h(K, V_{2,i}), \]

where \( V_{2,i} \) is the value of \( \text{Timer}_2 \) at time instance \( t_i \). \( A_{2,i} \) is sent to the reader which forwards it to the tag. To authenticate the reader, the tag computes \( \tilde{A}_{2,i} = h(K, \tilde{V}_{2,i}) \), where \( \tilde{V}_{2,i} \) is the value of the corresponding timer at the tag side. The tag verifies the authenticity of the reader by checking

\[ A_{2,i} = \tilde{A}_{2,i}. \]

If the inequality does not hold true, the reader is unauthenticated. Otherwise, the reader is authenticated. Details of the HPMAP are described in Fig. 4.7. We note that HPMAP also provides easy revocation similar to the analysis in Section 4.3.1.

In the worst case scenario the server will perform \( N \) XOR operations to find the IDT corresponding to the pair \((\text{IDT}_i', A_{1,i})\). The \( N \) computations hold true if the system is ideal. However, due to the possible error, latency, or miss-synchronization, we recommend that, for each tag, the server saves \( m \) authentication values centered at \( t_i \). Although this requires more work at the server’s side, it guarantees a better performance by substantially minimizing the probability of false negatives. Thus, practically, the server is required to perform \( m * N \) XOR operations at the worst case scenario to find the IDT corresponding to the pair \((\text{IDT}_i', A_{1,i})\).

In case of large scale systems where a server finds these operations computationally time consuming, a further recommended approach is to divide the database into \( L \) groups. During a registration phase, each tag is randomly assigned to a group \( \text{GID}_l \) where \( l = 1, \ldots, L \). During the identification, the tag concatenates the group \( \text{GID}_l \) to the transmitted pair \((\text{IDT}_i', A_{1,i})\).
The server is now required to only perform $m \times N/L$ operations rather than $m \times N$. This minimizes the work required by a factor of $L$. The server can then accordingly design the system parameters $(m, L)$ based on the available storage and computational resources.

### 4.3.3 Security and Performance Analysis

**Security Analysis**: The proposed mutual authentication protocols rely on the security of the cryptographic hash function. Specifically, a hash function is said to be cryptographically secure if it satisfies the *Preimage*, *Weak Collision* and *Strong Collision-Resistances*. The first implies that it should be computationally infeasible to find any input for any pre-specified output which hashes to that output, i.e. for any given $y$, it should be computationally infeasible to find an $x$ such that $h(x) = y$. The second implies that for any given $x$, it should be computationally infeasible to find $x' \neq x$ such that $h(x') = h(x)$ [61]. Finally, the third implies that it should be computationally infeasible to find any two distinct inputs $x$ and $x'$, such that $h(x) = h(x')$ [26].

In H-MAP, for any authentication attempt at time instance $t_i$, the exchanged messages between the tag and the reader are $A_{1,i} = h(K, V_{1,i})$ and $A_{2,i} = h(K, V_{2,i})$. Both of the hash functions arguments $(K, V_{1,i})$ and $(K, V_{2,i})$ are secure. More specifically, $K$ is a private key that is never exposed to the adversary in clear-text and is computationally infeasible to derive. $V_{1,i}$ and $V_{2,i}$ are dynamically and continuously updated with the fresh bits output from the self-powered timers leading to an unpredictable authentication value. Thus, it is infeasible for an adversary, by any means other than exhaustive search, to guess an authentication value, even by overhearing the transmission channel between the tag and the reader. In particular, the adversary can guess a correct $a$-bits authentication value $A'_i = A_i$ with probability,

$$Pr[(A'_i = A_i)] = 2^{-a}.$$
Table 4.4: Security comparison against various attacks

<table>
<thead>
<tr>
<th></th>
<th>Weis et al. [89]</th>
<th>Ohkubo et al. [63]</th>
<th>Song et al. [81]</th>
<th>Fu et al. [33]</th>
<th>Zhou et al. [107]</th>
<th>H-MAP</th>
<th>HPMAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoS Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MITM Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Traceability Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Replay Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>De-synchronization Attack</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mutual Authentication</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Privacy Preservation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Therefore, under the assumption that the underlying hash functions have the previously explained characteristics, the proposed protocol is as secure as the cryptographic hash.

In HPMAP, for any authentication attempt at time instance $t_i$, the exchanged messages between the tag and the reader are $\text{IDT}'_i = (\text{IDT} \oplus V_{1,i})$, $A_{1,i} = h(K, V_{1,i})$, and $A_{2,i} = h(K, V_{2,i})$. An adversary which is able to intercept this tuple for all $t < t_i$ has two possible approaches to attack the security of this protocol. The first is to just guess the arguments of the intercepted hash functions in an attempt to derive the key and the authentication values. Similar to the analysis in HMAP, this approach is practically infeasible. The other approach is to XOR the intercepted $\text{IDT}'_i$s together. This reveals the XOR of all the timer values. Nevertheless, since the timer values are random, the adversary gets no advantage of the XORing result to guess any of the timer values at any time $0 < t < T_{Life}$. In other words, the result of $\text{IDT}'_i \oplus \text{IDT}'_{i-1} = V_{1,i} \oplus V_{1,i-1}$, neither gives any advantage to the adversary in finding $V_{1,i}$ nor $V_{1,i-1}$. Therefore, the proposed HPMAP is as secure as the cryptographic hash functions.

In our previous section [39], we extensively analyzed the security implications of using such timers in dynamic authentication of tags. We proved that using these timers provides immunity against most kinds of well-known attacks such as replay, de-synchronization and traceability attacks. Table 4.4 compares the security ability of the proposed protocol to some state-of-the-art protocols proposed in literature.
**Performance Analysis:** To evaluate the performance of the proposed protocol we analyze the design from two main aspects: storage and efficiency. Since tags are typically very resource constrained, this analysis is extremely important to evaluate and compare different designs. Generally, the tag is the part of the system with the least storage and power resources. Therefore, since the reader is assumed to be powerful and has sufficient storage, we focus on the tag’s resources.

*Storage and area overhead:* In terms of storage, the tag is only required to store the static key $K$. The area overhead on chip for the two self-powered timers is in orders of micrometers. Therefore, the tag area overhead as a result of exploiting the pair of self-powered timers is almost negligible.

*Efficiency:* At the tag side, H-MAC requires only two hash function computations, while HPMAC requires two hash functions and an XOR computation. In terms of communications, both H-MAC and HPMAC require only two communication sessions between the tag and the reader.

In Table 4.5, we present a cost analysis comparison between the proposed protocol and some of the state-of-the-art protocols. We note that even the protocols that provide a close security and privacy functionality to our protocols, achieve this at a remarkably higher computation and communication costs.
Table 4.5: Cost comparison

<table>
<thead>
<tr>
<th></th>
<th># of communications</th>
<th>Computation cost for the Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weis et al.[89]</td>
<td>1</td>
<td>$C_C + C_H + C_R$</td>
</tr>
<tr>
<td>Ohkubo et al.[63]</td>
<td>1</td>
<td>$2C_H$</td>
</tr>
<tr>
<td>Song et al. [81]</td>
<td>3</td>
<td>$6C_X + 3C_H + C_R$</td>
</tr>
<tr>
<td>Fu et al.[33]</td>
<td>4</td>
<td>$5C_C + 2C_X + 4C_H + 2C_R$</td>
</tr>
<tr>
<td>Zhou et al. [107]</td>
<td>3</td>
<td>$6C_X + 5C_H$</td>
</tr>
<tr>
<td>H-MAP</td>
<td>2</td>
<td>$2C_R + 2C_H$</td>
</tr>
<tr>
<td>HPMAP</td>
<td>2</td>
<td>$2C_R + 2C_H + C_X$</td>
</tr>
</tbody>
</table>

$C_C$: Concatenation cost, $C_R$: Random number generation cost,
$C_X$: XOR cost, $C_F$: Flip operation cost,
$C_H$: Hash function cost, $C_S$: Circular shift cost.

4.4 Summary

In this chapter, a dynamic authentication protocol for passive IoT devices is proposed based on the self-powered timing device. By employing a pair of synchronized timers on the tag and server, dynamic authentication tokens that are random can be generated for authentication purpose. The protocol is lightweight and consumes comparable low-computation cost with other protocols, therefore is feasible for passive IoT devices. The dynamic and random feature improves the security performance and it is proven to be robust to most attacks.

Based upon the proposed authentication protocol, a mutual authentication protocol could be achieved by employing two pairs of synchronized timers. The computation cost is also analyzed and is lightweight enough for passive devices. The protocol takes advantage of the dynamic timer response and the security of hash functions to achieve security improvement. The protocol can be modified to accommodate the privacy preserving requirement at the cost of computation complexity at the server end.
Chapter 5

Self-powered Sensing of Time-of-Occurrence

Conventional self-powered sensors cannot record the time-of-occurrence due to the lack of system clocks. In this chapter, a SoC system that combines the self-powered FN timers with a self-powered mechanical events data logger is demonstrated to achieve time-of-occurrence sensing of mechanical events. The architectures of mechanical events detection are first discussed and characterized [97, 98, 102], and then the topology of the self-powered time-of-occurrence sensor is introduced in detail [99].

5.1 Architecture of Self-powered Time-stamping Sensors

Self-powering of integrated circuits is attractive for sensing applications where availability of energy is scarce, for instance, embedded or implantable applications [18, 22, 36, 53, 66, 99].
Figure 5.1: Multi-scale power requirements for self-powered sensing of event time-of-occurrence.

or for applications where large-scale remote powering is not practical, such as passive Internet of Things [7, 12, 67]. Unlike conventional energy scavenging systems, self-powered sensors scavenge their operational energy directly from the signal being sensed, thus obviating the need for periodic sampling or wake-up interrupts. For example, the self-powered sensor-data-logger which was proposed in [44, 97] harvested the energy from a mechanical event to store and update the event-statistics on a nonvolatile memory. Unfortunately, compared to a conventional interrupt-based paradigm, the asynchronous self-powering paradigm is unable to sense the time-of-occurrence for an event. This is due to the unavailability of a time-reference or a watch-dog clock [11, 55, 59, 80] both of which require continuous powering. In previous chapter, the long-term dynamics (up to three years) of FN tunneling based time-keeping device was demonstrated to be stable and robust to device mismatch and temperature variations.

In this chapter we exploit the reliable time-keeping ability of an FN-timer device to design a fully integrated self-powered system that is capable of sensing time-of-occurrence of an event. Even though the proposed self-powered architecture is applicable for different sensing modalities, the focus will be on time-stamping of mechanical events, for example physical impact [9, 23, 32, 34] or structural strain [38, 43]. The architecture of the proposed system is
shown in Fig. 5.1 and comprises three system modules:

**Self-powered Timer** — will serve as a source of a precision time-reference over a desired monitoring period. Since the monitoring period could be more than three years, the power-levels at which a chip-scale time-keeping device needs to operate (using only the energy stored on an integrated capacitor) have to be below an atto-watt (or $10^{-18}$ W). The FN-timer device can operate at this power-level because it exploits a self-compensating physics of electron tunneling through a triangular FN barrier to implement a precision time-reference.

**Self-powered Injector** — while thermodynamic and quantum fluctuations could potentially be used to implement system clocks and timers, the energy is too scarce for sensing, computation or data-storage. In the proposed system we combine the operational primitives of the FN-timers with the physics of a piezoelectricity driven impact-ionized hot-electron injector (p-IHEI) device [9, 45, 46, 97, 101] to time-stamp mechanical events and for non-volatile storage within a pico-watt to nano-watt power budget.

**Programming and Read-out Interface** — while FN-tunneling and strain-based self-powering might be sufficient for time-stamping, sensing, computation, and non-volatile storage, it is not sufficient for initialization, calibration or transfer of the stored measurements. In this regard, asynchronous powering, calibration, and read-out could be achieved using a dedicated plug-and-play interface [9, 32] or a wireless radio-frequency [44] or ultrasound [51] interface.

### 5.2 P-IHEI Self-powered Sensors

Piezoelectricity driven hot-electron injectors (p-HEI) have been shown to be attractive for long-term, autonomous and self-powered structural health monitoring (SHM) applications [53, 65] where the use of batteries or remote powering is considered to be impractical. Some biomedical applications where the p-HEI sensors have been successfully demonstrated include
in-vivo usage monitoring of orthopedic implants [18, 53] and monitoring of mechanical impacts in helmeted sports [32]. Another potential application for self-powered p-HEI sensors is for monitoring the activity of load-bearing and biomechanical structures (the musculoskeletal system) in ambulatory animals. The activity statistics recorded by the sensor could potentially be used for understanding the degenerative pathologies of these load-bearing tissues, such as osteoporosis and muscular dystrophy [16, 19, 68, 90], and allow the longitudinal assessment of the efficacy of therapeutics and clinical treatment strategies.

Since detailed explanation and verification of the p-HEI device physics can be found in literature [45], here we briefly introduce the generic working principle of a p-HEI device in Fig. 5.2(a) using a simplified energy-band diagram. A piezoelectric transducer harvests energy from mechanical strain variations to generate high-energy electrons (or hot-electrons) in the channel of a MOSFET transistor [45]. When the energy of some of these electrons (with the right momentum vector) exceeds the energy barrier (3.2 eV) of the silicon, silicon-di-oxide interface (as shown in Fig. 5.2(a)), these electrons surmount the barrier and get trapped onto a floating-gate. Because the floating-gate is electrically isolated by a high quality insulating oxide, the injected electrons remain trapped for a long period of time. As the piezoelectric transducer is periodically excited, more electrons are injected onto the floating-gate and the total amount of charge stored on the floating gate is thus a function of...
the duration and the magnitude of the mechanical excitation. This approach directly couples the physics of piezoelectric energy harvesting with the physics of hot-electron injection to sense, compute and store mechanical usage statistics and hence can be used to push the fundamental limits of self-powered sensing of mechanical strain. The floating-gate also serves as a non-volatile storage memory from which the mechanical usage data could be retrieved at a later stage for offline analysis. This leads to a "sense-now analyze-later" paradigm which has been the basis of p-HEI based sensor architecture [44] as shown in Fig. 5.2(b). The differentiator between different p-IHEI sensor designs is the interface circuit that connects the piezoelectric transducer with the floating-gate memory. By modifying the topology of the interface circuit, the response of the sensor can be changed and the sensor can also be designed to record different statistics of the strain signal [45, 46]. Fig. 5.2(b) also shows the read-out and initialization interface of the p-HEI sensor. Because read-out and initialization of the floating-gates require a more precise calibration and control, which requires more energy than what can be harvested from mechanical strain variations, the functionality is powered by a different energy source, as shown in Fig. 5.2(b). This source of energy could be delivered either using a plug-and-play interface [32], or using a radio-frequency telemetry link [44] or using an ultrasonic telemetry link [31]. In this work we will use a plug-and-play interface for read-out, calibration and programming, keeping in mind that the approach can be integrated with other remote powering techniques.

In literature, two topologies of p-HEI interface circuitry have been proposed and are shown in Fig. 5.3(a) and (b). For both these topologies, the energy harvested from the piezoelectric transducer (whose strain-mode equivalent circuit is shown in Fig. 5.3) is rectified and then used for generating current and voltage references labeled as "R" in Fig. 5.3(a) and (b). The rate at which electrons are injected on the floating-gate is determined by the transistor source current and by the channel-to-drain voltage [45, 46]. In the topology shown in Fig. 5.3(a), the source
current is limited by a constant current reference which yields an electron injection rate that exponentially decreases with respect to time [45]. The compressive response of the injector with respect to time makes it challenging to discriminate between different mechanical usage statistics accumulated over a relatively short duration. The topology shown in Fig. 5.3(b) overcomes this problem by using a negative feedback approach to linearize the hot-electron injection process [46]. A feedback amplifier and a current reference maintains the source current and the channel-to-drain voltage constant which ensures a constant injection current. This yields a linear response which has been exploited for designing self-powered strain-gauges [75] and self-powered mechanical impact counters [32]. However, the disadvantage of both these approaches is that most of the transducer energy is dissipated in the rectification and reference generation circuitry. In [45] it was shown that the p-HEI process is functional even at picoampere current levels, which implies that a better interface circuitry connecting the piezoelectric transducer to the floating-gate transistor could significantly reduce the power dissipation of the p-HEI sensor. Lowering the power dissipation of the p-HEI sensor will make it attractive for monitoring applications that require ultra-low activation levels of mechanical strain and mechanical acceleration. For example in systems monitoring seismic activity, the frequency range of the oscillations is usually below 1 Hz, and acceleration level is less than 1 \( m/s^2 \) [82]. An embedded piezoelectric accelerometer with a tip-mass of 1 mg
and an oscillation speed 1 cm/s could generate electrical power only in the range of a few nanowatts.

Fig. 5.3(c) illustrates the third topology that directly connects the transducer to the floating-gate transistor and exploits the limited driving capability of the energy transducer [97]. The additional biasing modules labeled as "D" and "B" shown in Fig. 5.3(c) are not in the direct path of energy transfer between the transducer and the floating-gate transistor. As a result, the p-HEI sensor could in principle operate at energy levels that is an order of magnitude lower than previously reported injector topologies and we describe the operational principles and measurement results in the following sections.

5.2.1 Mathematical Model

The mathematical model presented in this section is based on the schematic shown in Fig. 5.3 where it is assumed that the output of the energy transducer is characterized by its output voltage and output current \((V_x(t), I_x(t))\). Since the focus of this paper is to determine the limits of energy-efficiency (low levels of input power), the floating-gate pMOS transistor in Fig. 5.5(c) will be assumed to be always biased in the weak-inversion regime. Also, for the sake of simplicity we will assume that the drain of the pMOS transistor is connected to ground. The transistor source current \(I_s = I_x\) can then be expressed in terms of the floating-gate voltage \(V_{fg}\), the substrate voltage \(V_B\) and the source voltage \(V_x\) as [86]

\[
I_x = I_0 \exp \left[ \frac{(1 - \kappa)V_B}{\kappa U_T} \right] \exp\left(\frac{-V_{fg}}{\kappa U_T}\right) \left[\exp\left(\frac{V_x}{U_T}\right) - 1\right]
\]  

(5.1)

where \(I_0\) is the characteristic current, \(\kappa\) is the gate-efficiency factor and \(U_T = \frac{kT}{q}\) is the thermal voltage (≈26 mV at 300 K) which is directly proportional to the ambient temperature. In weak-inversion regime, the hot-electron injection current can be expressed by the following
empirical model [41] as

$$I_{inj} = -\beta I_x \exp(V_x/V_{inj})$$

(5.2)

where $\beta$ and $V_{inj}$ are injection parameters which are a function of the transistor size and process parameters. The injection current changes the charge on the floating-gate $Q_{fg}$ and the floating-gate voltage $V_{fg}$ according to

$$C_T \frac{dV_{fg}}{dt} = I_{inj}$$

(5.3)

where $C_T = C_{cg} + C_{tun} + C_{gs}$ denotes the total capacitance at the floating-gate node with $C_{cg}$ being gate-coupling capacitor, $C_{tun}$ being the tunneling capacitor and $C_{gs}$ being the gate-to-source capacitance. To complete the model of the injector circuit in Fig. 5.3, the voltage $V_B$ is chosen such that it tracks the highest of the source or the drain voltages. For the sake of simplicity we will use a smooth logistic function that interpolates $V_B$ between $V_x$ and ground as

$$\frac{V_B}{U_T} = \log \left( 1 + \exp \left( \frac{V_x}{U_T} \right) \right).$$

(5.4)

The equations 5.1-5.4 are coupled which makes it difficult to infer a closed-form solution of $V_{fg}(t)$ for a general form of the input $V_x(t), I_x(t)$. Fortunately, closed-form expressions for $V_{fg}(t)$ can be obtained under special conditions which will provide the justification for the design of the proposed injector. The first special case is when the output current of the transducer $I_x(t) = I_x$ is kept constant; and the second case is when the output voltage of the transducer $V_x(t) = V_x$ is kept constant.
Figure 5.4: Specific operational modes of the injector: (a) constant current mode; and (b) constant voltage mode. Measured results showing (c) a saturating response corresponding to the constant current mode (a); and (d) exponential response corresponding to the constant voltage mode (b).

**Constant current mode**

When the injector is driven by a constant current $I_x$ as shown in Fig. 5.4(a) the equations 5.1-5.4 reduces to

$$V_{fg}(t) = V_{fg0} - V_{inj} \log (1 + K_1 t)$$  \hspace{1cm} (5.5)

where $V_{fg0}$ is the initial floating-gate voltage and the values of $K_1$ is given by

$$K_1 = \frac{\beta I_x}{V_{inj} C_T} \left( \frac{I_x}{I_0} \right)^{\frac{V_{inj}}{V_{inj}}} \exp \left( \frac{V_{fg0}}{V_{inj}} \right)$$ \hspace{1cm} (5.6)

Note that the value of $K_1$ is positive. Therefore, the injection process, according to equation 5.5 is a self-stabilizing negative-feedback process. Fig. 5.4(c) shows the $V_{fg}(t)$ measured
from fabricated injector prototypes showing consistency with the equation 5.5. The inset in Fig. 5.4(c) shows the response on a linear time-scale clearly showing the self-stabilizing response. Note for large $t$, equation 5.5 can be approximated by a log-linear form as

$$V_{fg}(t) \approx V_{inj} \log\left\{ \frac{V_{inj} C_T}{\beta I_0} \frac{I_x}{I_0} \right\}^{\frac{V_{inj} \kappa U_T}{V_{inj} - V_{fg}}} - V_{inj} \log(t). \quad (5.7)$$

**Constant voltage mode**

The coupled differential equations 5.1-5.4 can also be solved in closed form when the output voltage of the transducer is assumed to be constant $V_x(t) = V_x$, as shown in Fig. 5.4(b). In this operating mode, the hot-electron process shows a positive feedback response, where decrease in the floating-gate voltage $V_{fg}$ leads to an increase in the pMOS source current which further increases the hot-electron injection rate. The form of $V_{fg}(t)$ can be obtained from equation 5.1-5.4 as

$$V_{fg}(t) = V_{fg0} + \kappa U_T \log(1 - K_2 t) \quad (5.8)$$

where

$$K_2 = \frac{\beta I_0}{\kappa C_T U_T} \exp\left( \frac{V_x}{\kappa U_T} + \frac{V_x}{V_{inj}} - \frac{V_{fg0}}{\kappa U_T} \right) \quad (5.9)$$

Fig. 5.4(d) shows the injector’s response when the transducer output voltage is varied from 4.5 V to 4.8 V. At the start, when the injection duration $t$ is small, the approximation $\log(1 - x) \approx -x$ can be used in equation 5.8 to obtain

$$V_{fg}(t) = V_{fg0} - \kappa K_2 U_T t \quad (5.10)$$
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which is linear with respect to \( t \). However, as more electrons are injected and the floating-gate voltage \( V_{fg} \) reduces, the injection rate increases to the point where the change in \( V_{fg} \) is exponential which is also illustrated in the inset of Fig. 5.4(d).

The operation of the proposed hot-electron injector is illustrated in Fig. 5.5 and is based on the following two observations: (a) constant current mode hot-electron injection is a negative-feedback process and \( V_{fg}(t) \) shows a saturating response as shown in Fig. 5.4(c); and (b) constant voltage mode hot-electron injection is a positive-feedback process where \( V_{fg}(t) \) decreases exponentially as shown in Fig. 5.4(d). Thus, when the input power is constrained to be constant (or product of input voltage and input current is constant) the hot-electron injection should interpolate between both the negative and positive feedback process, as illustrated in Fig. 5.5, leading to a quasi-linear response.

**Constant power injector model and numerical study**

However, when the input power to the injector is held constant as shown in Fig. 5.5(a), equations 5.1-5.4 can not be solved in closed form and we resort to numerical analysis using a specific type of energy transducer model. Since the target application for the injector device
is for monitoring mechanical activity, a piezoelectric cantilever model has been chosen for this study.

A simplified equivalent circuit model of a piezoelectric transducer operating in strain-mode (non-resonance mode) and driving the process of hot-electron injection in a pMOS transistor is shown in Fig. 5.5(c). The voltage source $V$ models the electrical signal transduced by the strain variations and the capacitor $C$ models the mechanical stiffness of the transducer. Both these variables are a function of the dimensions, the material properties and the mechanical configuration of the piezoelectric transducer. For a cantilever configuration and with a transducer with dimensions $w \times l \times h$, the open-source voltage ($V$) generated can be expressed in terms of the mechanical force ($F$) perpendicular along the length as [21]:

$$V = \frac{F}{w} g_{31} = S(t) Y^E h g_{31} = \frac{S(t) Y^E d_{31} h}{\epsilon_p}$$  \hspace{1cm} (5.11)

where $g_{31}$ and $d_{31}$ are piezoelectric constants, $S(t)$ is the time-varying mechanical strain, $Y^E$ is the short circuit elastic modulus and $\epsilon_p$ is the electrical permittivity of the material. The capacitance in the equivalent circuit model is given by

$$C = \epsilon_p \frac{w \times l}{h} \hspace{1cm} (5.12)$$

A change in mechanical strain induces a displacement current through $C$ which is expressed as

$$I_C = C \left( \frac{dV}{dt} - \frac{dV_X}{dt} \right) \hspace{1cm} (5.13)$$

where $V_X$ is the output voltage of the transducer.

The next step in the numerical analysis is to determine the values of the model parameters in equations 5.1-5.4 using experimental data. The measured injector response in either constant
current mode or constant voltage mode could be used to estimate the parameters $K_1$ and $K_2$ which can then be used to estimate the parameters of the model in 5.1-5.4. The estimated model parameters are summarized in Table 5.1 which also summarizes the equivalent circuit parameters for the piezoelectric cantilever obtained from [74].

Table 5.1: Measured model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>10 nF</td>
</tr>
<tr>
<td>$I_0$</td>
<td>$3.5 \times 10^{-24}$ A</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>1.1</td>
</tr>
<tr>
<td>$U_T$</td>
<td>0.026 V</td>
</tr>
<tr>
<td>$V_{inj}$</td>
<td>0.16 V</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$1.8 \times 10^{-21}$</td>
</tr>
<tr>
<td>$C_T$</td>
<td>1 pF</td>
</tr>
</tbody>
</table>

For the sake of simplicity, $V(t)$ was chosen to be a ramp function in a manner that the average input power to the injector can be varied. Fig. 5.6(a) shows the simulated response of the injector where the reduction in floating-gate voltage is plotted for different levels of input power. As predicted, the response is quasi-linear which is indeed an interpolation of the constant current and constant voltage mode responses. The simulation study also shows
that the injector can be operated at power levels in the range of a few nano-watts. In another simulation study shown in Fig. 5.6(b), the response of the injector is plotted for different initial values of the floating-gate voltage and at a fixed input power level of 15 nW. The result shows that the duration of the injector can be programmed using different initial values of the floating-gate voltages. This implies that the injector can be used for applications with different requirements on the duration of monitoring.

5.2.2 System Implementation

Fig. 5.7(a) shows the complete schematic of the proposed injector implemented on a standard 0.5-µm bulk CMOS process. The transistor pair $P_2$ and $P_3$ implements the interpolation function as in equation 2.14 and ensures that the substrate of $P_1$ is maintained at the highest potential. The diodes $D_1$ to $D_{12}$ serve two functions: (a) they limit the input voltage $V_x$ to be within a compliant operating range; and (b) they generate the bias for the control-gate voltage $V_{cg} \approx \frac{V_m}{m}$, where $m$ is the number of the diodes in series. $T_1$ and $T_2$ represent the parasitic transistors formed by the source and drain terminals with the bulk and p-substrate. The diodes $D_{sub1}$ and $D_{sub2}$ maintain the substrate at the lowest potential.
One of the considerations for implementing the injector in a bulk CMOS process is that the nwell and p-implant of a normal \( p-n \) diode can form a parasitic \( p-n-p \) transistor with the p-type substrate. This configuration draws a significant current even when the transducer output voltage \( V_{in} \) is small. This issue can be resolved using a diode-connected pMOS with an isolated and shielded nwell.

A unity-gain buffer is used for reading out the voltage on the floating-gate node as shown in Fig. 5.7(a). To prevent the floating-gate charge from leaking to the oxide through the vias, the FG node is formed using the first polysilicon layer and is connected to the input of the amplifier through the same poly layer. To avoid hot-electron injection through the gate of the input transistors of the read-out amplifier, the voltage of the FG is maintained below 3.3 V. Also, when the injector is self-powered through the energy transducer, the power to the read-out buffer is disabled.

The injector was prototyped in a standard 0.5-\( \mu \)m CMOS process using circuit components whose form factors are summarized in the Table 5.2. The circuit occupies an area of 200 \( \mu \)m \( \times \) 200 \( \mu \)m and its die photograph is shown in Fig.5.7(b).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>0.5-( \mu )m CMOS</td>
</tr>
<tr>
<td>Die Size</td>
<td>1.5 ( \times ) 1.5 mm(^2)</td>
</tr>
<tr>
<td>Layout Size</td>
<td>200 ( \times ) 200 ( \mu )m(^2)</td>
</tr>
<tr>
<td>Minimum Current</td>
<td>&lt; 1 nA</td>
</tr>
<tr>
<td>Diode Current</td>
<td>&lt; 0.5 nA</td>
</tr>
<tr>
<td>Power Limit</td>
<td>&lt; 5 nW</td>
</tr>
</tbody>
</table>
5.2.3 Measurement Results

The fabricated prototypes were used to measure the injector responses for different levels of input power. The floating-gate of the injector was calibrated to a fixed initial voltage. A Keithley 2400 source meter was then used to directly power the injector. A constant input power was maintained by continuously adapting the source current as illustrated using a constant power curve in Fig. 5.8. As more electrons are injected onto the floating-gate, its voltage reduces leading to a reduction in the source voltage. After each 10 second duration, the reduction in source voltage is measured using the source-meter and the source current is increased so that the resulting input power $P_{in}$ remains constant. Fig. 5.9 shows the measured injection responses when the input power is varied from 10 nW to 25 nW. The measured results validate the quasi-linear responses as predicted using simulations shown in Fig. 5.6.

Note that for the fabricated injector, the diode chain also consumes a portion of the input power. This can be estimated using the expression of the diode current as

$$I_{dio} = I_0 \exp \left( \frac{V_{in}}{mKUT} \right)$$

(5.14)
with \( m \) being the number of diode in the chain. For this implementation \( m = 6 \) which implies that for \( V_{in} \) less than 4.5 V, the diode leakage current is smaller than 500 pA. The actual power consumed by the injector was obtained by subtracting the power consumed by the diode chain estimated using the measured results shown in Fig. 5.10. The response of the injector was obtained at an input power level of \( P_{in} = 5 \) nW which results in a longer monitoring duration. The measured result again validates the quasi-linear response, which is consistent with the numerical analysis.

### 5.2.4 Verification of the Injector

![Injector response and power consumption of the injector with fixed input power=5 nW.](image1.png)

![Measured injector responses for different levels of power generated by the piezoelectric cantilever.](image2.png)

The fabricated injector prototype was integrated with a miniature commercial off-the-shelf (COTS) piezoelectric cantilever (dimensions: 10mm×5mm×0.1mm, material: PZT-5H) as shown in Fig. 5.11 (inset). The cantilever was subject to periodic mechanical excitation (step displacement) such that it generated different levels of output power. To measure the power delivered by the transducer, a resistive load was connected to the output of the cantilever. For a specific mechanical excitation pattern, the voltage was measured across the resistive load which was then used to determine the output power level. The resistor
was then replaced by the fabricated injector and transducer was again subjected to similar mechanical excitation. The measured injector responses are shown in Fig. 5.11 for two levels of output power which again validates the predicted quasi-linear responses. In another set of experiment, the mechanical excitation of the transducer was reduced to a level such that the output was around 5 nW. The measured response for this condition is shown in Fig. 5.12 and clearly demonstrates a linearized response, as predicted by the simulation model.

Figure 5.12: Measured injector response when the power generated by the piezoelectric cantilever is pushed down to 5nW.

Figure 5.13: An experimental setup using human cadaveric femur with the proposed injector and a ceramic piezoelectric transducer.

Figure 5.14: Measured response of the injector when the cadaver setup is subjected to cyclic loading.

Figure 5.15: Measured effect of biasing and diode-chain on the activation threshold of the injector.
In the last set of experiments the fabricated p-HEI sensor and a ceramic piezoelectric transducer (material: PZT-5H) was attached to the surface of a cadaver femur. The experimental setup is shown in Fig. 5.13. A force of 800 N was applied cyclically to the top of the bone with a frequency of 1 Hz using an Instron 5866 mechanical testing system. The compressive force induces strain-variations in the piezoelectric transducer which then powers the p-HEI sensor. For this experiment, the injector sensitivity was initialized to operate for loading cycles greater than 10000. The measured response is shown in Fig. 5.14 which also verifies the quasi-linear response of the proposed injector. Note, that the magnitude and the type of loading applied to the bone is much lower than what would be expected under typical service loads. Therefore, the injector should also be responsive under normal operating conditions.

Table 5.3: Comparison of different self-powered mechanical activity monitors

<table>
<thead>
<tr>
<th>work</th>
<th>power</th>
</tr>
</thead>
<tbody>
<tr>
<td>[45]</td>
<td>800 nW</td>
</tr>
<tr>
<td>[44]</td>
<td>540 nW</td>
</tr>
<tr>
<td>[43]</td>
<td>200 µW</td>
</tr>
<tr>
<td>This work</td>
<td>5 nW</td>
</tr>
</tbody>
</table>

5.2.5 Summary

In this section, we presented the design of an ultra-low power CMOS hot-electron injector that can be used for long-term, self-powered monitoring of mechanical strain variations. When compared to the previously reported hot-electron injectors, the proposed injector can operate at 5 nW which is an order of magnitude lower, as is shown in the comparison Table 5.3. This improvement in energy efficiency has been achieved by combining the physics of an energy transducer with the injection response of a pMOS floating-gate transistor when
operating in a constant power mode. The quasi-linear response achieved by the injector is important because the circuit could be used for accurate counting and recording of events of interest [46]. On the other hand, the 5 nW operating limit makes the injector suitable for designing structural health monitoring sensors that can be embedded and implanted inside structures [64]. Another attractive feature of the proposed injector is the ability to adjust the minimum power that can activate the injection process. As illustrated by equation 2.11, the injection efficiency is an exponential function of the source voltage $V_s$, which implies larger input voltage results in a higher injection efficiency. Therefore, by programming the charge stored on the FG node, we can adjust the injection efficiency and the power threshold. As shown in Fig. 5.15, for a fixed input power, a larger initial $V_{fg}$ corresponds to a larger source voltage required for activation.

5.3 Linearization of Low-power Injectors

Continuous monitoring of variations in mechanical strain presents a significant challenge when the sensor is operating in an embedded and an implanted environment due to limitations on the size of the sensor and due to unavailability of a continuous and reliable energy source (e.g. solar or radio-frequency) [30, 66, 71, 78]. Self-powered sensors based on piezoelectricity driven hot-electron injectors (p-HEI) can overcome these limitations by scavenging its operational energy directly from the strain-variations without requiring any additional source of energy [45, 46, 53]. As a result these devices can continuously monitor and store the statistics of the mechanical strain variations without experiencing any loss of data. The stored statistics could then be retrieved offline, using a radio-frequency [44] or an ultrasonic interface [31]. However, the applicability of a p-HEI sensor to different biomedical applications is determined by the power harvested by the transducers which in turn is determined by the level of ambient strain-variations, the volume of the transducer and the transducer’s material properties. Fig. 5.16
compares different levels of electrical power that can be harvested from strain-variations in different biomechanical structures (ranging from stents in blood-vessels to a knee-implant) and by using different types of piezoelectric material. For example, using a Rochelle salt crystal (with $d_{21} = 700$) as an energy transducer, approximately a few nanowatts of power can be harvested from strain-variations at the surface of a blood-vessel (feature size in $\mu$m). The harvested energy could be used to monitor the mechanical usage of a stent implanted in a vessel [6]. On the other end of the energy/size spectrum, a PZT-5H ceramic embedded inside a sports helmet could be used to harvest milliwatts of power and used for monitoring head-impacts in contact sports [32]. In all these diverse applications, a p-HEI sensor could sense, compute and store historical strain-level statistics which can then be used either for diagnosis or for predicting any impending mechanical failure. Example of usage statistics include the total duration for which the structure experienced strain-levels that exceeded a pre-determined threshold level [44].

In previous section, a p-HEI sensor that could operate at power levels as small as 5 nW was proposed and discussed. Compared to the previous generation of p-HEI sensors [45, 46], this
was an order of magnitude improvement in energy-efficiency. As a result, the sensor could be miniaturized and could be used for implanted monitoring of strain-variations on the surface of a bone [97]. While the response of the injector was demonstrated to be linear for input power levels less than 50 nW, its response become quasi-linear as the level of input power increased. This obviates the use of the technique for statistical monitoring of strain-levels in a range of applications shown in Fig. 5.16, where the harvestable power could vary from 1 nW to 1 mW. Addressing this limitation and extending the linear operating range is the main focus of this section.
Fig. 5.17 shows the schematic of the p-HEI sensor circuit that was reported in [97]. A piezoelectric transducer operating in strain-mode has been modeled by its low-frequency equivalent circuit which directly drives the input of a floating-gate transistor. By eliminating the biasing and regulation circuitry from the direct signal path and by coupling the physics of piezoelectric energy transduction with the dynamics of hot-electron injection on the floating-gate transistor, the circuit is able to reduce its activation energy. A typical response of such injector as reported in [97] is illustrated in Fig. 5.17(c), where each curve corresponds to a different magnitude of input power. The response is quasi-linear with respect to time and the degree of non-linearity increases with magnitude of the input power. In this section, we propose a compensation circuit with an input-output response as illustrated in Fig. 5.17(b). The objective will be to combine the injector response shown in Fig. 5.17(c) with the compressive response shown in Fig. 5.17(d) to obtain a linearized response shown in Fig. 5.17(e) using the compressive response to pre-compensate and linearize the p-HEI injector reported in [97].

5.3.1 Mathematical Model of Compressive Low-power Injectors

In a p-HEI sensor, the flow of electrons generated by a piezoelectric transducer as a result of a mechanical loading event is used to generate hot-electrons in the channel of a MOSFET transistor. Some of the hot-electrons generated in the channel surmount the gate-oxide energy barrier and manifest themselves as injection or gate current. If the gate terminal is terminated only by a capacitive load (also called floating-gate), any charge that is injected into the gate cannot leak out and results in a permanent change in the floating-gate voltage. This change in voltage is measured and then can be used to infer the statistics of the mechanical excitation. A compressive response circuit is introduced to modulate the interface between the piezoelectric transducer and the floating-gate transistor. An equivalent circuit model combining the model of a piezoelectric transducer, the compressive response circuit and the equivalent circuit of a
Figure 5.18: Operation of the proposed p-IHEI sensor: (a) Simplified circuit of the system, (b) core circuit of the injector, (c) small-signal equivalent circuit of the sensor and (d) different phases of operation induced by the compression module.

A piezoelectric transducer operating in strain-mode (non-resonance mode) is modeled as a series connection of voltage source and a capacitor [21]. The voltage source $V_S$ models the electrical signal transduced by the strain variations and the capacitor $C_S$ models the mechanical stiffness of the transducer. Both these variables are a function of the dimensions, the material properties and the mechanical configuration of the piezoelectric transducer. For a cantilever configuration of a transducer with dimensions $w \times l \times h$, the open-source voltage ($V_S$) and the capacitance in the equivalent circuit model is given by (5.11) and (5.12) respectively.

The injection current depends on the channel current $I_S$ and source-to-drain voltage $V_L$ in the form of:

$$I_{inj} = -\beta I_S \exp\left(\frac{V_L}{V_{inj}}\right)$$  \hspace{1cm} (5.15)

and the channel current of a PMOS floating-gate transistor biased in weak-inversion region can be expressed in terms of its source voltage $V_L$, floating-gate voltage $V_{fg}$ as [86]

$$I_S = I_0 \exp\left(-\frac{V_{fg}}{\kappa U_T}\right) \exp\left(\frac{V_L}{U_T}\right)$$  \hspace{1cm} (5.16)

where $I_0$ is the characteristic current which is a function of process parameters, $U_T$ is thermal voltage ($\approx 26$ mV at 300 K) and $\kappa$ is the gate efficiency factor. Here we assume the bulk $V_B$ is connected to the source terminal. The transducer driving current $I_x$ flowing through the source capacitance $C_S$ can be expressed as:

$$I_x = C_S \frac{dV_S - dV_L}{dt}$$  \hspace{1cm} (5.17)

By exploiting the small signal model we have

$$I_C = \frac{V_D}{R_C}$$  \hspace{1cm} (5.18)

Notice that $I_C$ charges and discharges $C_c$, we have

$$I_C = C_c \frac{dV_L - dV_D}{dt}$$  \hspace{1cm} (5.19)

Since the injection current is relatively small, we have

$$I_x = I_C + \frac{V_L}{r_{ds}} + I_S + C_{gs} \frac{dV_L}{dt}$$  \hspace{1cm} (5.20)
The change in floating-gate charge due to the injection current $I_{inj}$ can be expressed by the following first order differential equation:

$$C_T \frac{dV_{fg}}{dt} = I_{inj}$$  \hspace{1cm} (5.21)

where $C_T = C_{cg} + C_{tun} + C_{gs}$ is the total capacitance with $C_{cg}$ being the gate-coupling capacitor, $C_{tun}$ being the tunneling capacitor and $C_{gs}$ being the gate-to-source capacitance. Given the form of $V_S$, the dependence of $V_{fg}$ with respect to $t$ can be derived by solving the differential equations 5.16-5.21. However, coupled form of the differential equations makes it difficult to derive a closed-form dependence of $V_{fg}$ with respect to $t$. Instead we evaluate the response of the equivalent circuit for two boundary conditions and then extrapolate between the two responses.

The first boundary condition occurs when the magnitude of the input signal is small enough that $R_C(V_L) \approx \infty$. This is depicted by phase I in Fig. 5.18(d) where the piezo-capacitance $C_S$ and the parasitic capacitance of the injector $C_P$ act as a voltage divider. $V_L$ and $V_S$ are related as

$$\Delta V_L \approx \frac{C_S}{C_S + C_P} \Delta V_S$$  \hspace{1cm} (5.22)

Note that since $C_P \ll C_S$, $\Delta V_L \approx \Delta V_S$, and the response of $V_L$ follows the changes of $V_S$.

The other boundary condition occurs when the magnitude of the input signal is large enough that $R_C(V_L) \approx 0$ and is depicted by phase III in Fig. 5.18(d). During this condition $V_L$ and $V_S$ are related as

$$\Delta V_L = \frac{C_S}{C_S + C_C} \Delta V_S$$  \hspace{1cm} (5.23)

If we choose $C_C \gg C_S$, then the input-output response is $\Delta V_L \approx 0$ as illustrated in the phase III of Fig. 5.18(d). In the intermediate phase II the response can be extrapolated between
phase I and phase III as

$$\Delta V_L = \left( \gamma \frac{C_S}{C_S + C_P} + \theta \frac{C_S}{C_S + C_C} \right) \Delta V_S$$  \hspace{1cm} (5.24)$$

where $\gamma$ and $\theta$ are weighting coefficients that can be adjusted to achieve the desired pre-compensation.

### 5.3.2 Circuit Implementation

Fig. 5.19 shows the complete schematic of the proposed injector implemented in a standard bulk CMOS process. The design is fully differential as a result of which the circuit can be directly driven by a piezoelectric transducer without any rectification. $P_1$ is the floating-gate transistor and $C_{fg}$ is the control-gate that couples the control-gate voltage $V_{cg}$ with the floating-gate voltage $V_{fg}$. $C_{tun}$ is a junction capacitance used for tunneling electrons out of the floating-gate according to the procedure described in our previous papers [45] to program the initial charge on the FG node. The cross-coupled transistor pair $P_2$ and $P_3$ ensures that the substrate of $P_1$ is maintained at the highest potential irrespective of the polarity of the
input voltages $V_{in1}$ and $V_{in2}$. The diode chain $D_1$ to $D_{14}$ serve three functions: (a) they limit the input voltage amplitude $|V_{in1} - V_{in2}|$ to be within a compliant operating range; (b) they generate the bias for the control-gate voltage $V_{cg} \approx V_{dio}$, where $V_{dio}$ is the voltage drop on a $p$-$n$ diode ($D_7$ and $D_{14}$ in Fig. 5.19); and (c) they modulate the gate voltages of transistors $M_{C1}$ and $M_{C2}$ based on the difference in the input voltages $V_{in1}$ and $V_{in2}$. Thus, $M_{C1}$, $C_{C1}$ and $M_{C2}$, $C_{C2}$ implements a differential version of $R_C$ and $C_C$ shown in Fig. 5.18(a). Because the sizes of the capacitors $C_{C1}$ and $C_{C2}$ are comparable to the source capacitance of the piezoelectric transducer, they have been implemented off-chip. The transistor sizes of $M_{C1}$ and $M_{C2}$ were chosen to be $15 \mu m / 6 \mu m$. To avoid the parasitic p-n-p transistor formed by the p-n diode with p-substrate, $D_1$-$D_6$ and $D_7$-$D_{13}$ are realized using PMOS transistor whose bulk voltage is interpolated by a circuit similar to a configuration formed by $P_2$ and $P_3$.

A unity-gain buffer with DC open-loop gain larger than 75 dB is used for reading out the voltage on the floating-gate node as shown in Fig. 5.19. To prevent the floating-gate charge from leaking to the oxide through the vias, the FG node is formed using the first polysilicon layer and is connected to the input of the amplifier through the same poly layer. To avoid hot-electron injection through the gate of the input transistors of the read-out amplifier, the voltage of the FG is maintained below 3.4 V during readout phase. Also, when the injector is self-powered through the energy transducer, the power to the read-out buffer is disabled.

5.3.3 Measurement Results

The injector was prototyped in a standard 0.5-µm CMOS process using circuit components whose form factors are summarized in Table 5.4. The micrograph of the fabricated prototype is shown in Fig. 5.20 and the injector circuit occupies an area of 200 µm $\times$ 150 µm.
Figure 5.20: Circuit schematic of a complete fully-differential p-IHEI injector with a fully differential compensation module.

Table 5.4: Specifications of the prototyped circuit

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>0.5-µm CMOS</td>
</tr>
<tr>
<td>Die Size</td>
<td>1.5 × 1.5 mm²</td>
</tr>
<tr>
<td>Layout Size</td>
<td>200 × 150 µm²</td>
</tr>
<tr>
<td>Minimum Current</td>
<td>&lt; 1 nA</td>
</tr>
<tr>
<td>Diode Current</td>
<td>&lt; 0.2 nA</td>
</tr>
<tr>
<td>Power range</td>
<td>5 nW ~ 1.5 µW</td>
</tr>
</tbody>
</table>

The first group of experiments was designed to verify the dynamic response of the compensation circuit. A signal generator was used for generating a periodic ramp signal with different rise-times and at a duty-cycle of 10% and the signal is directly applied to the input of the injector. For this experiment, the circuit in Fig. 5.19 was configured in a single-ended mode with one of the input terminals connected to ground. The compression capacitor $C_C$ is chosen as 10 nF. Fig. 5.21(a) shows the measured $V_D$ when the input rate is set to 50 V/s. The measured response show that as the input signal ramps up, the transistor $M_{C1}$ turns ON. As a result, the pull-down current through the transistor is larger than the displacement current.
flowing through the capacitor (which is a function of the signal ramp-rate). As a result, the capacitor is fully engaged which will result in the response illustrated in phase III in Fig. 5.18. However, when the ramp-rate is increased, as shown in Fig. 5.21(b)-(d), $V_D$ is able to track $V_L$ implying the capacitor is initially disengaged (unconnected) before being connected to the network. Thus, the dynamic response of the compensation circuit will be able to dynamically interpolate between the phases I and III of the desired response. This dynamic response will be a function of the capacitance $C_{C1}$ and the gate voltage of $M_{C1}$ which is determined by the diode network in Fig. 5.19.

The second experiment was designed to verify the compressive response of the compensation circuit. For this setup the piezoelectric transducer was emulated using a current source $I_p$
parallel with a source capacitor $C_p$ as illustrated in Fig. 5.22. $C_p$ was chosen to be 1 $\mu$F, and $C_C$ was chosen to be 2 $\mu$F. The load resistor $R_L$ was set to be 10 M$\Omega$. A Keithley 2400 source-meter was used to generate 5 $\mu$A, 10 $\mu$A, 20 $\mu$A, and 40 $\mu$A of current as shown in
Fig. 5.23(a), (b), (c), and (d) respectively. The measured response, shown in Fig. 5.23(a), can be explained using four temporal phases. In phase 1, $V_D$ follows the change in $V_L$ because the capacitor $C_C$ is disengaged. During this stage, most of the power is consumed by the load $R_L$.

In phase 2, the transistor $M_1$ starts drawing current and most of the source current is used to charge the energy storage capacitor $C_C$. As a result $V_L$ starts to show a compressive response.

When $M_1$ is completely on, the circuits enter into stage 3, namely the compensation mode, the capacitor $C_C$ is fully engaged. During the last stage, current source is turned OFF and the energy stored in the capacitor $C_p$ and $C_C$ is discharged through the load $R_L$. Similar to the previous experiment, the dynamic response of the compensation circuit are verified for different magnitudes of the source current. The results also imply that with large input power, large $C_{Ci}(i = 1, 2)$ is required for effective compression.
The next set of experiments verified the operation of the injector under three different source models: constant current source, constant voltage source and constant power source. A Keithley 2400 source meter was used to bias the injector in different modes. In constant current mode, a current source was applied directly to the injector in Fig. 5.18(b). Fig 5.24 shows the measured response of the injector. Because the floating gate voltage $V_{fg}$ decreases, the source voltage will also decrease implying a slower injection rate. Therefore, constant current injection demonstrates a saturation behavior as shown in Fig. 5.24.

In contrast, for constant voltage mode, where the source-to-drain voltage of transistor $M_2$ in Fig. 5.18 is kept constant, the injection rate will first increase because the source current increases, as shown by equation 5.15. However, when the current is large, the overdrive voltage dropped in the pinch-off region decreases which implies the energy of hot electrons will decrease at the same time. When this negative effect overcomes the positive feedback brought by the increasing channel current, the injection speed starts to decrease. This saturation process is also illustrated by the measured results shown in Fig. 5.25.

In constant power mode, we used the Keithley source meter to periodically update the voltage and current to ensure the input power to the injector is constant. The measured responses with constant input power from 5 nW to 15 nW are shown in Fig. 5.26, which shows a quasi-linear response. The constant-power operation of the proposed hot-electron injector
Figure 5.27: Measured injector responses for different magnitude of input power ($C_{TD} = 1.5$ nF).

can be understood intuitively based on the following two observations: (a) constant current mode hot-electron injection is a negative-feedback process and $V_{fg}(t)$ shows a saturating response as shown in Fig. 5.24; and (b) constant voltage mode hot-electron injection is a positive-feedback process where $V_{fg}(t)$ decreases exponentially as shown in Fig. 5.25. Thus, when the input power is constrained to be constant (or product of input voltage and input current is constant) the hot-electron injection should interpolate between both the negative and positive feedback process, leading to a quasi-linear response. The measured results of the injector are consistent with the conclusions in [97].

For the fourth set of experiments the functionality of the proposed injector was validated by interfacing with a miniature commercial off-the-shelf (COTS) piezoelectric transducer (dimensions: 10mm×5mm×0.1mm, material: PZT-5H) operating in a strain-mode. Since the response of the piezoelectric transducer have already been verified in our previous papers using different biomedical phantoms [97] (as shown in the inset of Fig. 5.29), we have emulated the response using a benchtop set up which can be configured to generate different levels of input power. Note that due to the diversity of applications that the proposed injector could be applied to (shown in Fig. 5.16), a controlled phantom / test-bed experiment seemed more appropriate. This way we are be able to verify the response of the sensor while avoiding
Figure 5.28: Measured injector responses for different values of compensation capacitances ($P_{in}$=75 nW).

issues related with packaging and sensor attachment with different bio-mechanical structures, like bone, stents and wearables. For the benchtop experiments, the transducer was subject to periodic mechanical excitation (step displacement) such that it generated different levels of output power. To measure the power delivered by the transducer, a resistive load was connected to the output of the cantilever. For a specific mechanical excitation pattern, the voltage was measured across the resistive load which was then used to determine the output power level. The resistor was then replaced by the fabricated injector and the transducer was again subjected to similar mechanical excitation. A pair of off-chip capacitors with 1.5 nF capacitance were connected as the compressive capacitor. The injectors’ response to the cantilever with different input power levels are shown in Fig. 5.27, which validate the quasi-linear response.

The next set of experiments were designed to determine the effect of compensation circuit parameters on the linearization of the proposed injector. Different compensation capacitances with values ranging from 0 nF to 2 nF were used and the measured responses are shown in Fig. 5.28. $C_C = 0$ equals to the case that there is no compensation circuit and the circuit degenerates to the case described in [97]. With the increase of capacitance, the charge injected to the FG node is decreased due to the compressive response of the compensation
Figure 5.29: Measured injector responses when the p-IHEI sensor is directly driven by a ceramic PZT-5H transducer for $C_C=100$ nF and average input power $P_{in}=1500$ nW. The benchtop setup emulates the biomechanical phantom shown in the inset which was reported in our previous work [97].

circuit. As a result, the linearity of the injector is improved validating the functionality of the compensation circuit.

The last experiment was designed to verify that the proposed injector could be adapted to different applications with different input power by adjusting the magnitude of the compensation capacitor. A ceramic piezoelectric transducer (Outer diameter: 20 mm, inner diameter: 15 mm, material: PZT) was integrated with the injector to generate larger power output. The compression capacitor was chosen as 100 nF to accommodate power ranging from 1 $\mu$W to 2 $\mu$W. The piezoelectric transducer was subject to periodic mechanical excitations.

The floating gate voltage was initialized to 3.4 V and injector’s response was measured and recorded as shown in Fig. 5.29, which displays an almost linear dependence with respect to the number of mechanical loading cycles.

Fig. 5.30 summarizes the response of the linearized injectors for different input power levels which also includes the error residue estimated after a linear regression over the measured data. The linearity of the injection results can be estimated by the ratio between the injection range and the largest regression error, and the measured results show that the proposed
Figure 5.30: Linearization of the injector response for different levels of input power by choosing different values of the compensation capacitances.

method can achieve a linearity of more than 25 dB, which is significantly better than [97]. Note that in [46] we had reported a linear injector with more than 40 dB linear range; however, the injector could only be activated at power levels greater than 100 nW. This design therefore represents a significant improvement over the prior work. Also note that the linearity of the proposed injector can be further improved by choosing a larger value of the compensation capacitance, however at the expense of lower sensitivity. For instance, when the input power is reduced to as low as 5 nW, the injector shows a linear response without any compensation. However, when the input power level was increased the compensation circuit requires a larger capacitance for linearization. As an example, a 2 nF capacitor is sufficient to achieve a linearity of 25dB for an average input power of 75 nW applied over a duration of 1000 loading cycles. When the input power is increased to 1500 nW, the capacitance had
Table 5.5: Minimum compensation capacitance for linearization

<table>
<thead>
<tr>
<th>Power</th>
<th>Capacitance</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 nW</td>
<td>0 nF</td>
</tr>
<tr>
<td>50 nW</td>
<td>1.5 nF</td>
</tr>
<tr>
<td>75 nW</td>
<td>2 nF</td>
</tr>
<tr>
<td>1.5 µW</td>
<td>100 nF</td>
</tr>
<tr>
<td>1 mW</td>
<td>100 µF (extrapolated)</td>
</tr>
</tbody>
</table>

To be increased to 100 nF. In principle the compensation circuit should be able to linearize the response of the injector beyond 1500 nW by appropriately choosing a larger value of the capacitance. Table 5.5 summarizes a prescription of a minimum value of the compensation capacitor that needs to be chosen to linearize the response of the injector. Note that a larger compensation capacitance would enhance the linearity of the injector, however, the sensitivity of the measurement will also reduce, as was demonstrated in Fig. 5.28. Conversely, for compensation capacitances greater than the minimum value shown in Table 5.5, the linearity would be enhanced for power levels lower than what is specified in Table 5.5. This implies that the value of the compensation capacitor is a design parameter that needs to be chosen based on the target application and the size and material properties of the piezoelectric transducer, as shown in Fig. 5.16. Also shown in Table 5.5 is the extrapolated minimum value of compensation capacitor required to linearize the injector at mW of input power. Thus, the proposed injector could potentially replace the linear injector that was previously used for self-powered monitoring of head-impacts in helmeted sports [32].

5.3.4 Summary

In this section, we proposed an improvement to our previously reported ultra-low power CMOS hot-electron injector by linearizing its response to different magnitudes of input power. As a result the proposed injector can be used in a variety of applications that require
continuous and implanted monitoring of biomechanical strain. For each application and for each input power range, the magnitude of the compensation capacitor needs to be chosen to be larger than a minimum experimentally determined value, to achieve the target linear response. Future work in this area will focus on adaptively choosing the value of the compensation capacitor based on historical statistics or by using a well defined deployment protocol.

5.4 Time-of-Occurrence Sensing

After introducing the details of the self-powered timers and low-power injectors, now we introduce the interface that combines the two for self-powered sensing of time-of-occurrence.

5.4.1 Operation Principle of the Timer-Injector

The principle of operation for the proposed time-of-occurrence sensing circuit is illustrated using an equivalent circuit model as shown in Fig. 5.31(a). The time-reference is implemented using the circuit a1 where a current sink $I_{\text{timer}}$ discharges a pre-charged capacitor $C_{\text{timer}}$. As a result, the change in voltage $V_{\text{timer}}$ serves as an indicator of the elapsed time. $V_{\text{timer}}$ then modulates another current sink $I_{\text{inj}}$, as shown in the circuit a2 of Fig. 5.31(a), which

![Figure 5.31: Principle of operation of the proposed time-injector circuit: (a) equivalent timer and injector circuits; (b) structure of a linear impact-ionized hot-electron injector.](image-url)
discharges another capacitor $C_{\text{inj}}$. Because the current $I_{\text{inj}}$ is supplied by the energy from a sensor transducer, the change in voltage $V_o$ across $C_{\text{inj}}$ encodes the time-of-occurrence of the event when the sensor was activated.

In chapter 2 [105] we demonstrated that the response of a basic FN-timer device is reliable over durations up to three years and is robust to fabrication mismatch. Here we use this basic FN-tunneling device to implement a chip-scale precision time-reference and design a self-powered system for sensing event time-of-occurrence. The relationship between timer output $V_{\text{timer}}(t)$ and time $t$ has been derived in chapter 2 and we show here again as

$$V_{\text{timer}}(t) = \frac{k_2}{\ln(k_1 t + k_0)} + V_{\text{sub}}, \quad (5.25)$$

The circuit a2 in Fig. 5.31(a) can be implemented using an impact-ionized hot-electron injection on a floating-gate, which is a polysilicon strip that is completely insulated by high-quality silicon-di-oxide. This mechanism is more suitable than other possible implementations of a2 because: (a) the floating-gate acts as a non-volatile storage element, therefore, any injected charge is retained during the state when the timer-injector is unpowered; and (b) the physics of impact-ionized hot-electron injection matches the physics of a piezoelectric transducer [45], that is, at micro-strain levels of mechanical excitation, the transducer can easily generate large voltages ($\geq 4.2 \text{ V}$ for 0.5 µm CMOS process) necessary to activate hot-electron injection [45]. Also, out of different types of p-IHEI that have been reported in literature [9, 45, 46, 97, 101], a linear variant, as shown in Fig. 5.31(b), is suitable for the proposed timer-injector circuit because it uses a feedback amplifier $A_1$ to isolate $V_{\text{timer}}$ and the injection current $I_{\text{inj}}$. Also the negative feedback due to $A_1$ and the constant current reference $I_{\text{ref}}$ ensures that all the floating-gate parasitics are held to a constant potential, as a result, the response of the injector is modulated only by the timer output $V_{\text{timer}}$. This can
be expressed as a function of $V_{\text{timer}}$,

$$I_{\text{inj}}(t) = \beta I_{\text{ref}} \exp \left( \frac{V_{\text{timer}}(t)}{V_{\text{inj}}} \right),$$  \hspace{1cm} (5.26)

where parameters $\beta$ and $V_{\text{inj}}$ are coefficients determined by the device form factors and process parameters. By substituting the expression for $V_{\text{timer}}$ in (5.26), the output of the timer-injector circuit can be described by the following differential equation

$$C_{\text{inj}} \frac{dV_{\text{out}}}{dt} = -\beta I_{\text{ref}} \exp \left( \frac{k'_2}{\ln(k_1 t + k_0)} + \frac{V_{\text{sub}}}{V_{\text{inj}}} \right),$$  \hspace{1cm} (5.27)

where $k'_2 = k_2 / V_{\text{inj}}$ and $C_{\text{inj}}$ is the total floating-gate capacitance. Note that even if the timer discharge characteristics start saturating for long monitoring durations, the exponential nature of the hot-electron injection process partially compensates for the saturation effect. The closed-form solution to (5.27) is not readily expressible using straightforward mathematics, thus we utilize a linearization technique.

Under an assumption that the injection process, i.e. duration of an event, $\Delta t$ is much smaller than the monitoring time $t$: \hspace{1cm}

$$\Delta V_{\text{out}} = -\lambda \exp \left( \frac{\gamma_2}{\ln(k_1 t + k_0)} \right) \Delta t,$$  \hspace{1cm} (5.28)

where

$$\lambda = \frac{\gamma_1 I_{\text{ref}}}{C_{\text{inj}}}, \hspace{0.5cm} \gamma_1 = \beta \exp \left( \frac{V_{\text{sub}}}{V_{\text{inj}}} \right), \hspace{0.5cm} \gamma_2 = \frac{k_2}{V_{\text{inj}}}. \hspace{1cm} (5.29)$$

Thus, given an estimate of the event duration $\Delta t$ and the measured change in the timer-injector output voltage $\Delta V_{\text{out}}$, the time-of-occurrence of an event can be determined from
The approximation of (5.30) could be used to further estimate the sensitivity of the prediction when the measurement $\Delta V_{\text{out}}$ is noisy. The first-order error, $\Delta t_n$, in prediction can be approximated by

$$\Delta t_n \approx \left( t + \frac{k_0}{k_1} \right) \frac{\gamma_2}{\log \left[ -\frac{1}{\lambda} \frac{\Delta V_{\text{out}}}{\Delta t} \right]} \frac{1}{\Delta V_{\text{out}}} \Delta V_n,$$

where $\Delta V_n$ is the measurement error. It can be seen from (5.31) that the prediction error monotonically increases with respect to the predicted time; furthermore, the random fluctuations induced by $\Delta V_n$ can be mitigated by either increasing $\Delta V_{\text{out}}$ to enhance the signal-to-noise ratio, or averaging out $\Delta V_n$, which is assumed to be a zero-mean signal. Note that in this model, we have assumed the temperature is constant. In practice, temperature variations will introduce systematic noise into the model and compensation techniques will be necessary to maintain the prediction accuracy.

### 5.4.2 Circuit Implementation and System Design

**FN Timer Array**

The circuit level implementation of the FN timer array is shown in Fig. 5.32. The array comprises of several timer cells each of which could be selected using a switch $S_1$. The schematic of a timer cell is shown in Fig. 5.32 and comprises of two floating-gate transistors $M_{fg}$ and $M_{fgr}$. One of the floating-gate transistors $M_{fg}$ acts as an FN-tunneling junction and the other floating-gate transistor $M_{fgr}$ is used for read-out in a source follower configuration. In addition to the source-follower the output $V_s$ can also be accessed through a unity-gain
Figure 5.32: Schematic implementation of the FN timer array with a dual floating-gate read-out.

buffer $A$. The dual read-out architecture is useful to accurately calibrate the effect of the source follower.

Note that the dual-floating-gate architecture has been used because the FN-tunneling of electrons into the floating-gate $M_{fg}$ occurs at relatively high-voltages $>7\, V$ which is well beyond the nominal supply voltage range of read-out circuits. Therefore, the dual floating-gate acts as a capacitive divider formed by $C_{cp}$ and $C_{cgr}$ to step-down the floating-gate voltage to $V_{fgr}$. Thus, $V_{fgr}$ can be expressed in terms of the floating-gate charge $Q_{fgr}$ as

$$V_{fgr} = \frac{Q_{fgr}}{C_{Tr}} + \frac{C_{cp}}{C_{Tr} + C_{cp}}V_{fg}. \quad (5.32)$$

where $C_{Tr}$ is the total capacitance seen from the gate node of $M_{fg}$ including $C_{cgr}$ and gate capacitance of $M_{fgr}$. Note that the initial charge $Q_{fgr}$ and hence $V_{fgr}$ can be programmed to be within the nominal input dynamic range of the read-out circuits where the leakage is negligible [46]. Since $Q_{fgr}$ can be assumed to be constant, $V_{fgr}$ shows linear dependence on $V_{fg}$.
Timer-Injector Circuit Implementation

The integration of the timer and the p-IHEI circuit is shown in Fig. 5.33 along with their respective programming, read-out, and calibration switches. $M_T$ and $C_{cg1}$ form the floating-gate transistor which functions as the timer device and the timer read-out circuit (capacitive divider and source-follower) is formed by $M_R$, $I_2$, $C_{dd}$ and $C_{cg2}$ which provides access to the timer voltage $V_T$ through $V_R$ and $V_{o2}$. A unity-gain buffer $A_0$ is used for calibrating the response curve between the $V_{o1}$ and $V_{o2}$, hence between $V_T$ and $V_R$, based on (5.32) as

$$V_{o1} = c_1 \cdot V_{o2} + c_0.$$  (5.33)
Here $c_1$ and $c_0$ are determined by the initial conditions and value of the capacitors $C_{cg1}$, $C_{dd}$ and $C_{cg2}$. The circuit also shows the pull-down resistors $R_{pd1}$ and $R_{pd2}$ which ensure that the nodes are in a well-defined state when unpowered. A level shifter formed by pMOS transistors $M_{L1}$ to $M_{L3}$ is used to match the output dynamic range of the timer to the input range of the linear injector, which is three times that of a pMOS source-to-gate voltage higher than $V_{o2}$. The linear injector feedback amplifier $A_1$ sets the source voltage of the injection transistor $M_{fg}$ as $V_s \approx V_{ref} \approx V_{o2} + 3V_{sg}$. The change in injection voltage $V_{FG}$ is therefore a function of timer output $V_{o2}$. $V_{FG}$ is read-out by breaking the feedback loop using a pull-down transistor $M_{rd}$. In the read-out configuration, $M_{fg}$ and $I_4$ act as a source-follower with $V_s$ providing a measure of the stored floating-gate voltage $V_{FG}$. A unity-gain buffer $A_2$ is used for isolating different linear injector cells and for driving the external read-out circuits. The respective circuit level implementation of the current sources $I_1$–$I_4$ and the buffers $A_0$–$A_2$ are shown in the top portion of Fig. 5.33. Programming the floating-gate nodes $V_T$, $V_R$ and $V_{FG}$ employs a combination of FN tunneling and hot-electron injection, which is described in chapter 2 in detail and is neglect here for sake of brevity.

**System Implementation**

A complete implementation of the self-powered timer-injector system is shown in Fig. 5.34 which contains the harvesting, programming, and configuration modules. The chip-scale time-reference is comprised of a $4 \times 4$ timer cell array, each of which could be selected using a decoder. A decoder module is used for initializing and reading the timer cells and for isolating defective cells and clustering the output of valid cells. Two charge pumps are integrated on the time-reference chipset to enable independent programming of $V_T$ and $V_R$ to different initialization range. Note that for a 0.5 µm CMOS process, $V_T$ needs to be initialized to voltages greater than 8 V whereas $V_R$ needs to be initialized to voltages less than 3.3 V. The
Figure 5.34: System level architecture and integration of the time-of-occurrence sensing system.

circuit-level implementation of the charge-pumps have been previously reported in [44] and is shown in Fig. 5.34’s inset.

In the self-powered timing mode, the timer array continuously operates without any external power source whilst during the mechanical event, the transducer signal provides power (through the full-wave rectifier shown in Fig. 5.34 inset) for the timer read-out, level shifter, and linear injector. In this work, we have emulated the mechanical event using an electrical pulse with a well-controlled pulse duration. Note that this approximation is valid as long as the duration of the event is significantly shorter than the total monitoring period. The system block of the linear injector is also illustrated in Fig. 5.34, where an on-chip charge pump is integrated for initializing the floating-gate values. A finite-state-machine (FSM) functions as the control logic for channel read-out and programming together with the programming
Figure 5.35: Integration of the self-powered time-stamped sensor on a PCB and die microphotograph of the fabricated prototypes.

and communication interface. The stored value on each of the injector channels can be accessed through a read-out module. The energy required for programming and data transfer is provided through an external plug-and-play, radio-frequency or an ultrasound interface. Circuit details of the programming, FSM and remote power-transfer have been reported in [9, 32, 44] and are omitted here for the sake of brevity.

### 5.4.3 Measurement Results

Due to the difference in operating voltage requirements, the timer and the linear injector have been implemented on two different silicon dies. The micrographs of both silicon dies are shown in Fig. 5.35 and the chipsets have been integrated onto a printed circuit board (PCB) with a level-shifter acting as the interface circuitry. Separating the two substrates reduces the effect of substrate noise introduced by the power harvesting and charge-pump circuits in the linear injector. Also, isolating the timer and injector modules enables us to measure, calibrate and program the two modules independent of each other. Both the modules occupy
Table 5.6: Specifications of the Time-stamped Sensor

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>0.5 µm CMOS</td>
</tr>
<tr>
<td>PCB Size</td>
<td>1.4 × 2.2 cm²</td>
</tr>
<tr>
<td>Die Sizes</td>
<td>2 × 1.5 × 1.5 mm²</td>
</tr>
<tr>
<td>Timer Dynamic Range</td>
<td>0.3 V</td>
</tr>
<tr>
<td>Injector Linear Range</td>
<td>1.2 V for 1.8 V supply</td>
</tr>
<tr>
<td>Monitoring Period</td>
<td>up to 3 years</td>
</tr>
<tr>
<td>Power for 6 V supply</td>
<td></td>
</tr>
<tr>
<td>Timer Read-out</td>
<td>300 nW</td>
</tr>
<tr>
<td>Level Shifter</td>
<td>120 nW</td>
</tr>
<tr>
<td>Linear Injector</td>
<td>420 nW</td>
</tr>
<tr>
<td>Total</td>
<td>840 nW</td>
</tr>
</tbody>
</table>

a 1000 × 1000 µm² die area and in Table 5.6 we summarize key specifications of the prototype system.

Timer Array Response

Figure 5.36: Measured read-out response of the timer: linear dependence between $V_{o1}$ and $V_{o2}$, and distribution of coefficient $c_1$.

The first set of experiments characterized the response of the timer array. Because each element of the array is accessed using a dual-floating-gate capacitive divider, as depicted
in Fig. 5.33, we characterized the dependence between the voltages $V_T$ and $V_R$ for different timer cells. By biasing $V_T$ and $V_R$ within a small read-out range, we obtained the relationship between $V_{o1}$ and $V_{o2}$ as shown in Fig. 5.36. The response shows a linearity larger than 50 dB, indicating that $V_{o1}$ can be accurately estimated by measuring the voltage $V_{o2}$ which modulates the injector current. The inset of Fig. 5.36 shows the estimated calibration coefficient $c_1$ for each cell in the timer array. $c_1$ was estimated to be $3.55 \pm 0.02$ and the variation was found to be relatively small, therefore the average value of $c_1$ could be used for calibrating the entire array.

The second group of experiments were conducted to measure the time-keeping ability of the timer cells in the array. We first programmed the $V_T$ of each timer-cell to around 8.5 V implying an output of $V_{o1}$ close to 9.5 V to initiate FN tunneling through the gate-oxide barrier. Fig. 5.37 plots the temporal responses of each of the 16 timer cells in the array and the discharge characteristics conform to the model given in (5.25). Due to the mismatch in the threshold voltage of $M_R$ and the FN tunneling junction, the measured timer responses (and hence the parameters $k_1, k_2, k_3, V_{sub}$) would vary. As shown in Fig. 5.37, after the initial transient response, where the effects of mismatch are more prominent, each of the timer cells enter an equilibrium region where the change in timer voltages are relatively robust with
Figure 5.38: Comparison of the timer’s response with and without clustering: (a) response of two timer cells in the equilibrium region, (b) deviation between the two cells response, (c) response of two clusters derived from the 16 cells, and (d) deviation between the response of the two clusters.

The responses of multiple timer-cells can be combined to improve the synchronization accuracy. To demonstrate this we split the timers in the array into two clusters with equal number of cells, namely eight in this case. We chose four timers from each cluster such that the eight timers in each cluster were sorted according to their timer values, and only the middle four timers were kept and the remaining four were discarded. The timer responses corresponding to two separate cells operating in the equilibrium region are shown in Fig. 5.38(a) and the relative deviation with respect to each other is plotted in Fig. 5.38(c). The responses of the two timer clusters are plotted in Fig. 5.38(b) and the deviation with respect to the clusters...
Figure 5.39: Measured linear injector’s response showing: (a) the linear dependence of the injection voltage on the programming duration at $V_{\text{ref}} = 4.8$ V and $I_s = 20$ nA, and (b) difference between the measured results and the linear model.

is plotted in Fig. 5.38(d). The results show that the synchronization accuracy of the timer cluster is superior compared to individual timer cell by a factor of two. The maximum deviation for the two clusters is measured to be less than 1.5 mV across a dynamic range of 150 mV, implying a synchronization accuracy better than 1% over a duration larger than 160 hours, or approximately $6 \cdot 10^5$ s.

**Linear Injector Response**

Fig. 5.39 shows the measured linear response of the injector across a 1 V dynamic programming range. As shown in Fig. 5.39(a), the reduction of the floating-gate voltage shows a linear dependence with the injection duration and Fig. 5.39(b) plots the programming accuracy of the linear injector. The maximum amplitude of the programming variation is less than 0.15 mV,
which effectively gives 12.5 bit accuracy. We characterized the linearity for programming voltage $V_s$ ranging from 4.5 V to 5.3 V and in worst case, the linearity is around 11 bits, which is consistent with the results in [46] when considering the additional supporting circuitry, such as output buffers utilized in this design.

Besides the linearity, another key feature of the injector is the accuracy of the model expressed by (5.26). The recovery of the time depends on the accuracy of the model. To characterize it, we measured the injection rate at different injection reference voltages, and the results are plotted in Fig. 5.40. The fitted data using the model of (5.26) is plotted as the solid line and the measured data are denoted with a circle. As evident, the measured data is strongly correlated to the fit model across the injection voltage reference range 4.5 V–5.3 V.

**Time-of-occurrence Measurement**

The next group of experiments were designed to validate the ability of the system to timestamp events. As shown in Fig. 5.33, the reference terminal $V_{ref}$ of the injector was connected to the level-shifted timer output. To emulate a mechanical event, the transducer input to the system (as shown in Fig. 5.34) was powered every 10 minutes for a duration of one second.
Figure 5.41: Training and testing using the measured response from the time-stamped injector: (a) data used for training marked as dot and the trained model plotted as red line; (b) predicted time using testing data marked with a dot.

The choice of the event duration is reasonable and has been validated previously for different real-world mechanical event monitoring scenarios [18, 32, 44, 97]. This process of powering was repeated for 3,000 minutes (or $1.8 \cdot 10^5$ s). The measured data were randomly split into two groups, 200 points for calibrating the model parameters in (5.28) and the remainder of the 100 points as a test set for verifying the model accuracy. Fig. 5.41(a) shows the training data points marked with black dots, and the red line tracks the trained model expressed by (5.28). This model was used to predict when a specified event occurred for the data in the test set. Fig. 5.41(b) shows the predicted time with respect to the true time-of-occurrence for the test set, where the red dashed line indicates the ideal prediction. Based on the measured results, the average relative time recovery accuracy is calculated to be $6.9\%$ across 50 hours ($1.8 \cdot 10^5$ s) of operation. The error margin plotted as dashed line indicates the worst case accuracy in predicting time-of-occurrence. Here the average accuracy is defined as:

$$\text{Average\_accuracy} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\tilde{t}_i - t_i}{t_i} \right|$$

where $\tilde{t}_i$ is the recovered time at time instant $t_i$. 

151
Another group of experiments was conducted to verify the robustness and reliability of the proposed time-stamping procedure. Using the aforementioned process, with the same event activation frequency and duration, the average relative error for each test set is shown in Fig. 5.42. The relative accuracy across 10 independent runs falls within 6–8 %, demonstrating reliable recovery performance.

The model of (5.28) indicates that the sensed value is a function of source current $I_s$, injection reference $V_{ref}$ and the injection duration $\Delta t$, which implies that any noise introduced into
these three parameters will affect the reconstruction accuracy. For instance, the source current shows dependence on the temperature and power supply variations. The output of the level-shifter is also a function of environmental variations such as temperature and RF coupling. The injection duration shows random variations due to the intrinsic circuit start-up time, the pulse duration error introduced by the programming interface and so forth. For these small random fluctuations, techniques such as averaging, enlarging the injection duration, and tighter program control could help improve the reconstruction accuracy.

To validate the impact of random noise and variations, we conducted the time-stamping experiment using an averaging technique. For each time instant, we activate five of injector channels and recorded the measured output. Fig. 5.43(a) plots the measured data points for each injection and the average value across all the injections. As can be seen, the variance of each injector output is larger than that of the average, as expected. We further used the average output for parameter estimation and for time-of-occurrence prediction, and the result is shown in Fig. 5.43(b). The error margin is much closer to the ideal prediction than that shown in Fig. 5.41(b) and the relative accuracy is measured to be 3.2%, which is an improvement over the 6.9% for the individual injection. This finding corroborates the hypothesis that one is able to improve the time recovery accuracy by employing array implementations with multiple channels.

Another experiment was conducted to verify that the injection duration also affects time recovery accuracy. With a larger injection duration, the variations such as the start-up time will be proportionally small compared to the injection duration. The time-stamping experiment was conducted with event durations from one second to five seconds and the predicted accuracy for each duration is shown in Fig. 5.44. The results indicate that the relative error monotonically decreases with the increase of the injection duration, which validates the assumption regarding accuracy and injection duration. This result also suggests
Figure 5.44: Dependence of relative time-of-occurrence estimation accuracy on the event duration.

that we can improve the time recovery accuracy by extending the duration of the event, possibly using our previous reported time-dilation technique [32, 101].

5.4.4 Accuracy Analysis

Because the total current consumption of our circuit (when fully activated) is limited by the PTAT current reference to 140 nA, the load to the mechanical (piezoelectric) transducer can be considered as a current sink. Under this condition, the voltage generated at the output of the transducer is indicative of the input power. Also, hot-electron injection in this CMOS process requires a minimum of 4.2 V drop across the source and the drain terminal of the floating-gate transistor. Thus, there is a minimum voltage requirement for the proposed sensor to log the occurrence of a mechanical event. As long as this minimum power and additional power to activate the measurement circuitry (total of 840 nW) is available from the mechanical event, the nature of the mechanical event need not be repeatable. For a single event with duration of one second, the total energy required would be 840 nJ — significantly smaller than what are available from mechanical impacts. When the available energy is much higher than the energy that can be consumed by the sensor circuitry, an energy buffering
front-end is required to accurately measure the magnitude of the impact. An example of this is our previously reported time-dilation circuitry used for harvesting energy from head impacts[32]. Note that once the energy is successfully buffered, a wide variety of data logging options is available including the use of a low power ADC and non-volatile memory. This can help improve the accuracy of the time-of-occurrence measurement.

With regards to estimating the time-of-occurrence, four types of errors could affect the accuracy. The first is due to the thermal-noise in the measurement circuits. This can be mitigated by choosing a larger injection duration that averages the errors and the sensitivity analysis summarized in (5.31) highlights the degree of mitigation. The second source of error is due to the start-up which is determined to be in the range of a few milliseconds. While we have assumed an event duration of one second, the actual time of injection is less than one second due to the inherent delay in the start-up circuits.

The systematic part of the startup time will be absorbed by the $\Delta t$ term of (5.30), it does not affect the accuracy; nonetheless, the random part will degrade the time recovery accuracy. As discussed in previous section, this type of noise is random and can be mitigated by a larger injection duration or averaging technique. The third type of error source is model accuracy. Both models developed for the timer and injector consider only first-order effects and neglect the high-order effects’ impact. For the timer model, the image charge barrier effect is neglected for model derivation. For the linear injector model, the finite gain of the feedback amplifier will result in a model mismatch in the second order. As a result, the model will introduce a systematic error to the time recovery process. Although beyond the scope of this paper, leveraging machine learning could allow for more precise and accurate models to improve the time recovery accuracy. The last factor that could affect the time recovery accuracy is temperature. In this work, the current generated by the PTAT current source has a strong temperature dependence, which will affect the timer readout and injection rate. This
issue can be resolved either by employing a bandgap reference or using temperature dependent $R$ in Fig. 5.33 to compensate the temperature effect. The impact of the temperature on timer response was analyzed in [105] and Fig. 2.20 shows the dependence of timing accuracy of the timer on temperature. Since the timer is completely self-powered, active temperature compensation is infeasible here. Our future work will focus on exploiting differential response in an array of timers to compensate for temperature.

The lifetime of self-powered sensors can span several years, which requires a timing device that can operate on the same time scale. Literature [105] verified that the proposed timer device can operate as long as three years. However, there is a tradeoff between the operational lifetime and the time accuracy. As illustrated in Fig. 5.37, the timer output has a nonlinear dependence with respect to time, and exhibits a saturating behavior. This leads to weaker dependence of the injection voltage on time, thus a lower accuracy in time. A potential solution to this issue is to employ multiple timers and use some ensemble statistics of their outputs which will improve the accuracy, albeit at the cost of chip area and power. Also in this implementation, the capacitor divider used in the read-out circuit, reduces the dynamic range of the timer by a factor of 0.28. Thus, the dynamic range can be improved by exploring a different capacitor divider topology or by exploring other potential read-out circuits that can reduce the effect of signal attenuation. Note that the calibration time (3,000 minutes in this work, or $1.8\cdot10^5$ s) can be reduced to a few minutes by biasing the timer at a higher level ($> 10$ V). However, this will degrade the timing accuracy due to the error incurred in the parameter estimation.
5.5 Discussions

The topology of time-of-occurrence sensing in this chapter takes the event duration as a prior known parameter, which is not true in practical scenarios. Therefore, measurement circuit is necessary to extract the duration of event. This could be easily done by employing another linear injector which uses a constant injection voltage and current. The potential change in the floating-gate node will be proportional to the duration of the event. The error introduced by the measurement of duration may also degrade the time recovery accuracy, but this can also be mitigated by a cluster of techniques such as enlarging the duration using time-dilation circuit, averaging circuit.

Another topology that has not been discussed in this chapter is to employ a Analog-to-Digital Converter (ADC) to digitize the timer output and then use this output to select channel for injection. The whole monitoring period will be divided into several consecutive time intervals and each injection channel will correspond to one time intervals. This time sensitive channel selection architecture can also stamp time-of-occurrence into the sensing results. Unlike the previous mentioned time-stamping sensor which can recover the time in a continuous manner, this topology trades off the timing accuracy with sensing capability of multiple events. This topology will be future work to extend this research.

Although in this chapter time-stamping of mechanical events is extensively discussed and characterized, the timer can also be integrated with other self-powered sensing systems provided the sensor output can be used to modulate the sensing process. The generic stamping mechanism is either through a direct modulation or through a channel selection mechanism. This will be another research aspect of future work.
Chapter 6

Conclusions

The target of this dissertation is to tackle one fundamental problem: is it feasible to integrate self-powered time-keeping devices on standard CMOS process? Starting from the fundamental physical processes existing in CMOS technology, potential mechanisms were explored and analyzed to rationalize the architecture of the time-keeping device. It was shown that the device combining floating-gate structures with FN tunneling demonstrates necessary attributes for time-keeping.

The proposed timing devices demonstrates dynamic behavior which provides extra dimension of design freedom for passive and self-powered systems. By taking advantage of this dynamic process, several goals can be achieved: (a) time-stamping in self-powered sensing systems; (b) dynamic footprint detection based on the near-ideal synchronization performance and (c) security enhancement in passive IoT systems.

Prototyped timing devices and optimized system-level integration were implemented to validate the concept and design target using mainstream CMOS processes. Specifications of the proposed device including but not limited to power, footprint, accuracy, robustness
and duration of operation were fully characterized. Systems that use the timer for specific applications were also successfully implemented.

6.1 Summary of Contributions

The major contributions of this dissertation are summarized as follows.

- Exploring and designing self-powered time-keeping devices on CMOS process.

The leakage processes in CMOS process were explored and analyzed, and it was demonstrated that only FN tunneling satisfies the performance requirements on duration and robustness. Timing device based upon FN tunneling was fabricated on standard CMOS process and its dynamic behavior was fully characterized. A mathematical model that can dedicatedly capture the dynamics of the FN tunneling timers was proposed and it was shown that the model accuracy is better than 40 dB. The timer’s robustness to mismatch and ambient variations were also investigated and it was shown that the timer is highly robust to non-ideal factors. Long-term study was also conducted to verify that the timer can operate as long as several years, validating the feasibility for passive systems. Scalability of the timer device was also investigated by fabricating and optimizing the device on more advanced CMOS technology nodes, and the model still remains accurate.

- Investigating passive synchronization and desynchronization in FN tunneling timers.

The proposed self-powered timers demonstrate perfect synchronization behavior when they experience identical environment footprint. However, they can be desynchronized due to multiple mechanisms, which were studied and analyzed. A mathematical model that can capture the dynamic desynchronization behavior was proposed and demonstrates good
accuracy. The application of using this dynamic footprint detection was also explored and discussed.

- Proposing dynamic authentication protocols for security enhancement based on FN timers.

The synchronization attribute of the FN timers enables dynamic authentication in passive devices and systems. Protocols similar to SecureID type of authentication were studied and proposed for passive IoT devices using the synchronized timers. The security performance and computation cost of the protocol were analyzed to validate its usage in passive devices whose resources are limited. An enhanced version of the protocol namely HPMAP was further proposed to preserve the privacy during authentication process by employing two pairs of synchronized timers. Simulation results verified the performance and feasibility of the proposed protocols.


A sensing modality that uses the output of the timer to modulate the behavior of a mechanical sensor was proposed and characterized to achieve self-powered sensing of time-of-occurrence of mechanical events. The sources of error were analyzed in detail and techniques that can improve the performance were also proposed and verified. Measurement results show that the average time reconstruction accuracy can be improved from 6.9% to 3.2% for a monitoring period of 50 hours.

### 6.2 Directions of Future Work

Future work will mainly focus on the following aspects.

- Compensating temperature dependence of FN tunneling for timing accuracy improvement.
While the timer is robust to mismatch, the temperature dependence could degrade the absolute timing accuracy. Therefore, passive temperature compensation techniques will be studied to improve the accuracy. One possible technique is to employ an array of timers with unique form factors to extract the common-mode temperature noise and compensate it.

- Exploring fundamental limits of the timing accuracy.

The tunneling behavior of the FN timer depends on the bias of the floating-gate node. When it approaches the limit of tunneling where single electron behavior shows up, statistical behavior will dominate the timing accuracy. We will explore the statistical properties of the tunneling behavior in the timer device settings. This behavior might show some intrinsic connections with the prime number distributions.


The self-powered time-of-occurrence sensing of mechanical events was already studied in this dissertation. However, this architecture can be extended to much more broad areas such as RF or solar exposure events, mechanical tampering events and so forth. Moreover, a self-consistent and complete sensing system is preferred for practical implementation.

- Implementation of dynamic authentication in passive systems.

The dynamic authentication protocol has been verified to be effective and efficient in passive and self-powered IoT devices. Hardware implementation of the protocol will be the next step to verify the system-level performance. The token generation algorithms will be implemented using hardware to verify the efficacy.
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