
iii 
 

4.3 System Characterization ...................................................................................................... 49 

4.3.1 Spectral Response ...................................................................................................................... 49 

4.3.2 Photo Response Non-Uniformity ............................................................................................... 51 

4.3.3 Fluorescence Detectability ......................................................................................................... 52 

4.4 Pre-Clinical Studies ............................................................................................................. 53 

4.5 Imaging Tumors Under Surgical Light Illumination .......................................................... 54 

4.6 Conclusions ......................................................................................................................... 55 

Chapter 5: A Miniature Handheld Multi-Exposure Color/Near-Infrared Fluorescence Camera 
Prototype for Image-Guided Surgery............................................................................................ 56 

5.1 Introduction ......................................................................................................................... 56 

5.2 System Overview of Handheld, Bio-Inspired Image Sensor .............................................. 57 

5.2.1 Custom Multi-Exposure Color/NIR CMOS Image Sensor ........................................................ 58 

5.2.2 Pixelated Color/NIR Filters ....................................................................................................... 62 

5.2.3 Lens and Spectral Filter ............................................................................................................. 63 

5.2.4 Data Acquisition Module, Image Processing and Display ......................................................... 64 

5.3 Optoelectronic Performance Evaluation ............................................................................. 64 

5.4 Imaging Spontaneous Tumors Under Surgical Light Illumination ..................................... 71 

5.5 Clinical Translation of My Bio-Inspired Technology ......................................................... 72 

5.6 Conclusions ......................................................................................................................... 74 

Chapter 6: Head-Mounted Augmented Reality System with Microsoft HoloLens for Near-
Infrared Fluorescence-Based Image-Guided Surgery ................................................................... 76 

6.1 Introduction ......................................................................................................................... 76 

6.2 System Setup and Co-Registration Algorithm .................................................................... 79 

6.2.1 System Setup .............................................................................................................................. 79 

6.2.2 Co-Registration Algorithm ........................................................................................................ 82 

6.3 Input/Output Interface and Additional Features.................................................................. 85 

6.4 System Evaluation ............................................................................................................... 86 

6.4.1 Sensitivity Evaluation ................................................................................................................ 86 

6.4.2 Resolution Evaluation ................................................................................................................ 87 

6.4.3 Co-Registration Evaluation ........................................................................................................ 88 

6.5 In Vivo and Ex Vivo Animal Study...................................................................................... 90 

6.6 Conclusions ......................................................................................................................... 91 



ix 
 

List of Tables 
Table 2.1 Summary of the FDA-approved intraoperative NIRF imaging instruments ................ 14 
Table 3.1 Design summary and comparison with the state-of-the-art linear CMOS sensors ....... 41 
Table 3.2 Design summary and comparison with the state-of-the-art logarithmic sensors .......... 41 
Table 5.1 The summary and comparison between this multi-exposure multispectral image sensor 

and related work. ............................................................................................................... 69 
Table 6.1 Summary and comparison between this augmented reality HMD and related work ... 92 
Table 7.1 Design Summary of this work and compression with the FDA-approved instruments.

........................................................................................................................................... 95 
Table 7.2 The comparison between the major contribution of this dissertation and the state-of-

the-art low-noise high-dynamic-range image sensor. ....................................................... 95 
 

 
 

  



x 
 

Acknowledgments 
I would especially like to thank Dr. Viktor Gruev for his guidance and encouragement during the 

years I pursued my doctoral degree. Without his support, I could not have continued my academic 

journey. I would also especially like to thank Dr. Shantanu Chakrabartty for serving as my 

dissertation defense committee chair. I would also like to thank my dissertation committee 

members for their time, patience and precious feedback. Finally, I would like to thank my family, 

lab mates and friends who have supported me financially, technically and spiritually during these 

years. 

 
Nan Cui 

Washington University in St. Louis 

August 2018 

 

  



xi 
 

ABSTRACT OF THE DISSERTATION 
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Background: Cancer remains a major public health problem worldwide and poses a huge 

economic burden. Near-infrared (NIR) fluorescence image-guided surgery (IGS) utilizes 

molecular markers and imaging instruments to identify and locate tumors during surgical resection. 

Unfortunately, current state-of-the-art NIR fluorescence imaging systems are bulky, costly, and 

lack both fluorescence sensitivity under surgical illumination and co-registration accuracy between 

multimodal images. Additionally, the monitor-based display units are disruptive to the surgical 

workflow and are suboptimal at indicating the 3-dimensional position of labeled tumors. These 

major obstacles have prevented the wide acceptance of NIR fluorescence imaging as the standard 

of care for cancer surgery. The goal of this dissertation is to enhance cancer treatment by 

developing novel image sensors and presenting the information using holographic augmented 

reality (AR) display to the physician in intraoperative settings. 

Method:  By mimicking the visual system of the Morpho butterfly, several single-chip, color-NIR 

fluorescence image sensors and systems were developed with CMOS technologies and pixelated 

interference filters. Using a holographic AR goggle platform, an NIR fluorescence IGS display 

system was developed. Optoelectronic evaluation was performed on the prototypes to evaluate the 

performance of each component, and small animal models and large animal models were used to 

verify the overall effectiveness of the integrated systems at cancer detection. 
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Result: The single-chip bio-inspired multispectral logarithmic image sensor I developed has better 

main performance indicators than the state-of-the-art NIR fluorescence imaging instruments. The 

image sensors achieve up to 140 dB dynamic range. The sensitivity under surgical illumination 

achieves 6×108 µV/(mW/cm2), which is up to 25 times higher. The signal-to-noise ratio is up to 56 

dB, which is 11 dB greater.  These enable high sensitivity fluorescence imaging under surgical 

illumination. The pixelated interference filters enable temperature-independent co-registration 

accuracy between multimodal images. Pre-clinical trials with small animal model demonstrate that 

the sensor can achieve up to 95% sensitivity and 94% specificity with tumor-targeted NIR 

molecular probes. The holographic AR goggle provides the physician with a non-disruptive 3-

dimensional display in the clinical setup. This is the first display system that co-registers a virtual 

image with human eyes and allows video rate image transmission. The imaging system is tested 

in the veterinary science operating room on canine patients with naturally occurring cancers. In 

addition, a time domain pulse-width-modulation address-event-representation multispectral image 

sensor and a handheld multispectral camera prototype are developed. 

Conclusion: The major problems of current state-of-the-art NIR fluorescence imaging systems are 

successfully solved. Due to enhanced performance and user experience, the bio-inspired sensors 

and augmented reality display system will give medical care providers much needed technology 

to enable more accurate value-based healthcare. 
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Chapter 1: Introduction 
Cancer remains a major public health problem in the US and poses a huge economic burden [1]. 

One in four deaths in the US is caused by cancer [2]. Although chemotherapy and radiotherapy 

continue to play major roles in cancer treatment, surgery remains the primary curative option for 

most solid cancers[3]. Despite advancements of imaging technologies in the operating room, an 

overwhelming majority of physicians still rely on their unaided eyes and palpation to distinguish 

cancerous from healthy tissue, leading to subjective decision making and variable outcomes. 

Studies show that incomplete tumor resections are observed in all types of cancer, for example, 

20-70% for breast cancer [4, 5], 28% for colon cancer [6] and 40% for head and neck cancer [7]. 

Secondary surgeries not only are expensive but also have limited success because of the difficulty 

in seeing microscopic tumors or diffuse cells. Additionally, scar tissue formation perturbs the 

surgical planes, making it more difficult for the physician to identify the remaining tumor tissue. 

These studies underscore the importance of complete tumor removal during the first surgery and 

the need for a paradigm shift in the design of imaging systems for image-guided surgery (IGS). 

The remainder of this chapter will provide an overview of the current state-of-the-art image guided 

surgical instruments. I will highlight the major issues with FDA approved instruments for IGS and 

will outline my research contributions in this thesis. 

1.1 Image-Guided Surgery with Fluorescent Molecular 
Markers 
 Fluorescence-based intraoperative imaging techniques were first explored in the 1950s using 

fluorescein to identify brain tumors [8]. With the recent FDA approval of the metabolic marker 5-
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ALA, brain cancer surgery is routinely performed under image guidance [9]. The visible-spectrum 

fluorescence emitted by both fluorescein and 5-ALA enables physicians to assess the location of 

tumors under a surgical microscope. However, due to tissue’s high absorption coefficients in the 

visible spectrum, only fluorophores near the tissue surface can be imaged, which limits their 

diagnostic potential. For imaging more than a few millimeters below the surface of the skin, near 

infrared (NIR) fluorophores (700 to 950 nm) are used because of the low absorption coefficient of 

water and oxy- and deoxy-hemoglobin in this spectrum [10-12]. Furthermore, the low auto-

fluorescence in the NIR spectrum coupled with the use of non-ionizing radiation enable high-

contrast imaging without exposing the patient to harmful radiation [13]. 

There are currently only two FDA-approved, non-specific molecular markers with NIR 

fluorescence (NIRF): indo-cyanine green (ICG) and methylene blue [11]. Both markers are used 

either for mapping the primary draining lymphatic nodes near the tumor site, known as sentinel 

lymph nodes (SLNs), or for assessing blood perfusion in tissue [14]. Preliminary results from our 

lab on 11 patients with breast cancer [15, 16] concur with other published studies [17] that NIRF 

from ICG has higher sensitivity for identifying SLNs than does visible inspection of ICG or 

radioactive tracers. Despite these promising results, fluorescence-based SLN mapping using ICG 

is not currently adopted as the standard of care during oncology procedures. 

• Inaccuracy of Intraoperative NIRF Instruments: The FDA stipulates several criteria for 

intraoperative use of NIRF instruments [10-12], including a minimum range of operational 

temperatures between 10 °C and 35 °C. The reason for the large operational temperature range 

is that large thermal gradients exist within standard operating rooms (ORs) due to building 

cooling and heating, and these ranges are even greater for ORs outside the US. Current FDA-
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approved instruments combine at least two separate image sensors, one for visible-spectrum 

imaging and one for NIR imaging, with optimized dichroic beam splitters and spectral filters 

[15]. Since each individual component has a different thermal expansion coefficient, co-

registration between color and NIRF images is a function of temperature. Although the FDA 

does not yet stipulate any co-registration accuracy, the preliminary data indicate co-registration 

errors in FDA-approved instruments ranging from several millimeters to a centimeter within 

the 10-35 °C range (Figure 1.1(a)).  

 

Figure 1.1(a) Measured co-registration error between NIR and color image in FDA-approved Visionsense Iridium 
instrument. (b) and (c). Tumor-targeted agent correctly highlights the cancerous tissue at 15 °C (b), but at 35 °C the 

sciatic nerve (arrow) is tagged as cancerous tissue (c) due to temperature-induced co-registration error. 
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By gradually heating and then cooling the instruments, different co-registration errors are 

observed at the same temperatures, which makes off-line corrections intractable. The co-

registration errors result in incorrect superposition of tumor-targeted tissue on anatomical 

features (Figure 1.1 (b), (c)). Superposition can lead to incomplete resection of tumor tissue 

and iatrogenic damage of healthy tissue and is a liability for FDA-approved instruments. 

• Intraoperative Display Devices: Displaying information in the OR without intruding in 

the surgical flow is a major challenge for IGS. Three-dimensional real-world information is 

projected on two-dimensional monitors, resulting in loss of important depth information. 

Wearable goggles are ideal for displaying information in the OR: they provide protection to 

the physician’s eyes and can present 3-D information to the operator without interfering in the 

surgical workflow. In our previous research, we integrated various types of video- [18] and 

see-through [19-21] goggles with beam-splitter multispectral cameras and provided real-time 

information to physicians about the location of SLNs in patients with breast cancer. One of the 

major shortcomings of our goggle technology is the fact that NIR fluorescence information is 

not co-registered with the physician’s natural vision, which leads to confusion and distraction 

of the physician. 

Despite the fact that the first fluorescence-based IGS was performed more than 70 years ago, two 

obstacles have stood between molecular imaging in the NIR spectrum and its wide acceptance as 

the standard of care for cancer surgery: (1) Current state-of-the-art NIRF imaging systems are 

bulky and costly—they use an external monitor to display information, which interferes with the 

surgical workflow—and they lack both sensitivity under surgical illumination and co-registration 

accuracy between multimodal images (Fig. 1) [10-12]. (2) Large molecular markers targeting 

monoclonal antibodies do not highlight proliferating tumor edges [22, 23]. Tumor detection can 
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be further improved by utilizing small molecular probes targeting affibodies or peptides, instead 

of large, monoclonal antibody (mAb) probes [22, 24]. Due to the small size of affibody-based 

molecular probes, unbound tracer is quickly removed from blood and normal tissue, and the patient 

is typically imaged 2-6 hours post-injection, whereas mAb-based markers take 3 to 7 days to clear 

from normal tissue [25, 26]. Thus, affibody- and peptide-based markers can enable same-day 

administration of the probe and surgery, thereby reducing hospital stays and overall treatment costs 

[23, 27]. 

1.2 Research Goal and Achievements 
The overarching goal of this dissertation is to enhance cancer treatment by decreasing, and ideally 

eliminating, positive tumor margins and small metastatic tumors by imaging small tumor-targeted 

molecular probes with novel bio-inspired image sensors and presenting this information using 

holographic display to the physician in intraoperative settings. I have leveraged complementary, 

small molecular probes targeting different tumor marker antigens to highlight tumor margins and 

small tumors during surgery. I have tested my complete imaging system on both small and large 

animals with naturally occurring tumors. My pre-clinical data reveals high sensitivity of my 

imaging system to NIR-fluorescent molecular markers under surgical light conditions. 

Furthermore, the integration of my bio-inspired imaging system with wearable holographic 

augmented reality (AR) goggles enables seamless integration in the surgical workflow. 

1.3 Contributions of this Dissertation 
Toward achieving the overarching goal of this thesis, I have made several key contributions 

outlined below: 
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1. To address the high dynamic range and low-noise imaging requirements in the operating room, 

I developed a bio-inspired, single-chip, visible-NIR fluorescent image sensor with dynamic 

range exceeding 140 dB (120 dB logarithmic response). The image sensor successfully mimics 

the visual system of the Morpho butterfly by utilizing (a) logarithmic photodetector necessary 

to image scenes with dynamic range exceeding 140 dB and (b) pixelated spectral filters 

necessary to simultaneously image both visible and NIR spectra. The image sensor was 

designed and fabricated in a standard 0.35µm CMOS process by TSMC. Pixelated spectral 

filters were integrated with the CMOS image sensor in the cleanroom facilities at University 

of Illinois. I performed detailed optoelectronic evaluation of the image sensor and then tested 

the sensor’s ability to detect and specify tumors with small NIR fluorescent molecular markers. 

Due to the low read-out noise and high dynamic range, the sensor achieved ~95% sensitivity 

and ~94% specificity in detecting orthotopic prostate cancers in murine models when imaged 

under surgical light illumination. 

2. To address changes in displaying information in the operating room without intruding in the 

surgical work flow, I integrated my bio-inspired image sensor with a holographic AR goggle 

platform to display real-time NIR fluorescent information to the physician. My key 

contribution is the accurate co-registration of NIR fluorescent information with the physician’s 

natural eyesight. With the complete imaging and display system, the physician observes the 

patients with his or her natural eyesight, which is augmented with NIR information that 

highlights the location of the tumors. The imaging system was tested in the veterinary science 

operating room on canine patients with naturally occurring cancers. According to the feedback 

from the veterinarian physician, my system provided critical information about the location of 

the lymphatic nodes during the surgery without intruding in the surgical workflow. 
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3. To ensure that there are no cancerous cells left in the patient’s body, I developed a handheld 

imaging device that can provide close inspection of the surgical cavity. The imaging platform, 

inspired by the visual system of the Morpho butterfly, combines a custom designed CMOS 

image sensor in 180nm image specific technology with pixelated spectral filters. My CMOS 

image sensor contains custom circuitry that enables high-dynamic-range imaging under 

surgical light illumination. Due to the monolithic integration of spectral filters with CMOS 

imaging elements, the NIR-fluorescent information is correctly reregistered with color 

information over large temperature range. I could achieve accurate temperature-independent 

image co-registration compared to state-of-the-art, FDA approved imaging instruments. 

4. To address the high dynamic range needs for intraoperative procedures, I designed the first 

time-domain pulse-width-modulation (PWM) address-event representation (AER) 

multispectral imaging system. The AER image sensor provides temporal information when a 

corresponding pixel in the array has relevant information. The pixel’s address is reported 

outside the image sensor when its intensity value crosses a user-set threshold value, and an 

external processing unit aggregates and displays the image information. The monolithic 

integration of the AER image sensor with a pixelated spectral filter array enables imaging of 

weak fluorescent signals under bright surgical light illumination. The image sensor was able 

to detect tumors with 85% sensitivity and 87% specificity when an antibody-targeted 

molecular marker was used. 

1.4 Organization of this Dissertation 
This dissertation is organized as follows. Literature overview and motivation for fluorescence-

based image-guided surgery is presented in Chapter 2. A bio-inspired, high dynamic range, 

multispectral image sensor based on logarithmic domain pixel is presented in Chapter 3. Chapter 
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4 describes a time-domain pulse-width-modulation address-event representation bio-inspired 

multispectral imaging system. Chapter 5 presents a handheld, bio-inspired multispectral image 

sensor for image-guided cancer surgery. Chapter 6 describes my work on the holographic AR 

goggles display unit integrated with a bio-inspired image sensor for real-time assessment of tumors 

and lymphatic nodes in large animals with naturally occurring tumors. Concluding remarks are 

presented in Chapter 7. 
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Chapter 2: Overview of FDA Approved 
Instruments for Fluorescence-Based Image-

Guided Surgery 
The goal of image-guided surgery (IGS) is to provide critical information to the physician about 

the location of tumor vs. healthy tissue during intraoperative procedures. Various techniques have 

been developed for IGS, including: x-ray imaging, two-photon imaging, fluorescence and others. 

Fluorescence imaging is of particular interest because it utilizes fluorescent molecular markers to 

highlight the location of the cancerous tissue and enables high signal-to-background imaging. 

Fluorescence imaging in the near infrared (NIR) spectrum (wavelengths from 700 nm to 1000 nm) 

has gained lot of traction during the last decade for numerous reasons. First, due to tissue’s low 

absorption and scattering coefficient in the NIR spectrum, NIR photons can travel and penetrate 

several centimeters deep in the tissue [10-12]. Second, the low auto-fluorescence in the NIR 

spectrum coupled with the use of non-ionizing radiation enables high-contrast imaging without 

exposing the patient to harmful radiation [13]. Third, the human eye is invisible to the NIR 

spectrum. Hence, imaging in the NIR spectrum does not interfere with or obstruct the physician’s 

natural vision. However, specialized image sensors are needed to sense NIR photons. 

Despite the fact that the first fluorescence-based IGS was performed more than 70 years ago, 

molecular imaging in the NIR spectrum is not widely accepted as the standard of care for cancer 

surgery because (1) current state-of-the-art NIRF imaging systems are bulky and costly; they use 

an external monitor to display information, which interferes with the surgical workflow, and they 

lack both sensitivity under surgical illumination and co-registration accuracy between multimodal 
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images [10-12]; and (2) large-size molecular markers targeting monoclonal antibodies do not 

highlight proliferating tumor edges [22, 23]. 

This chapter first outlines the Food and Drug Administration (FDA) requirements for 

intraoperative procedures, then describes in detail the shortcomings of current FDA-approved 

instruments which are preventing wide dissemination of newer instruments. 

2.1 Requirements for Intraoperative Illumination and 
Intraoperative Imaging Instruments 
The goal of NIR fluorescence-based image-guided cancer surgery is to simultaneously capture 

both visible and NIR images. NIR fluorescence images capture only information about the location 

of the molecular fluorescent dye and lack any anatomical information. Fluorescent images 

resemble a bright start against a black background. Hence, the location of the fluorescent marker 

is needed so that the physician can correctly remove all cancerous tissue without damaging healthy 

tissue. Therefore, the patient wound site must be illuminated with both visible and NIR spectra 

and imaged with sensors that can capture photons in both spectra. 

The FDA regulates the optical properties for both visible and NIR light sources, such as maximum 

optical power, temperature color and color rendering index among others. Surgical light sources 

must adhere to the following FDA requirements to be used in the operating room. First, the optical 

power for visible spectrum illumination must be between 40 kLux and 160 kLux. Second, the color 

temperature of the light source must be between 3000 K and 6700 K. Third, the color rendering 

index must be greater than 0.85. To excite NIR fluorophores from tumor targeted dyes, laser light 

illumination is preferred over LED-based illumination because of the higher excitation optical 

power over a narrow spectral bandwidth. The narrower spectral bandwidth is important when 
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imaging molecular markers with small Stokes shift, i.e. the difference between the maximum 

absorption and maximum emission of the molecular marker. The maximum optical power for 

laser-based illumination at 780 nm without inflicting tissue damage is approximately 150 mW/cm2. 

However, protective laser goggles are required for everyone in the operating room, including the 

patient, posing an immense hurdle for seamless integration of this technology in the operating 

room. Hence, maximum laser light illumination at 780 nm is typically limited to 10 mW/cm2 in 

the operating room because protective goggles are not necessary. 

• Dynamic Range Requirements for Intraoperative Imaging Devices:  An image sensor 

for fluorescence-based IGS must simultaneously capture both visible and NIR photons. Next, 

I consider the photon flux from both visible and NIR photons impinging on an image sensor 

during an intraoperative procedure of a patient model with a tumor that is 5 mm beneath the 

surface (Figure 2.1). I will assume that the visible spectrum illumination is 40 kLux and NIR 

laser-based excitation power is 10 mW/cm2. Based on this assumption, the visible spectrum 

illumination sources will generate ~4×1016 photons/cm2*sec. Since the index of refection for 

human skin is between 1.33 and 1.51, about 1×1015 photons/cm2*sec will be reflected based 

on Snell’s law for reflection. The reflected photon flux will be recorded by the imaging 

instrument placed 1 m above the patient’s body and a color image will be formed. 

The 780 nm laser light source will generate 8×1016 photons/cm2*sec NIR photons and impinge 

on the patient’s body. About 4×1015 photons/cm2*sec NIR photons will get reflected from the 

patient’s body and will impinge on the image sensor. These photons must be blocked with 

high-optical-density spectral filters because they carry no information about the fluorescent 

markers. The photons that are refracted in the patient’s body will undergo multiple scattering 
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and absorption events. About 4×1014 photons/cm2*sec NIR photons will reach the tumor and 

excite fluorophores from the tumor targeted dye. If the quantum yield and concentration of the 

molecular marker are 5% and 10µM, respectively, then approximately 

1×1013 photons/cm2*sec fluorescent photons will be radially emitted by the molecular marker. 

Some of fluorescent photons will travel back toward the surface, where they will undergo 

multiple scattering and absorption events. Lastly, 6×1010 photons/cm2*sec fluorescent photons 

will emerge from the tissue into air and will be registered by the image sensor. Hence, the 

image sensor has to capture both color and NIR photons with 100 dB difference in photon flux. 

This difference is further exacerbated if the tumor is located deeper in the tissue and the 

fluorophen concentration is lower than that assumed in this example. Hence, an image sensor 

must have at least 100 dB dynamic range imaging capabilities for successful clinical 

translation. 

 

Figure 2.1 Modeling the dynamic range of an intraoperative imaging device for fluorescence-based image-guided 
cancer surgery. The dynamic range of an imaged scene exceeds 100 dB depending on the tumor location and 

concentration of molecular markers. 
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The FDA regulations also require the operational temperature for intraoperative imaging 

instruments to be between 10 °C and 35 °C. The reason for this large operating temperature range 

is because temperature gradients in the operating room are common due to room heating and 

cooling. Although the average temperature in the operating room is typically between 18 °C and 

20 °C, large temperature gradients across the operating room are observed. The optoelectronic 

performance of the imaging device, such as co-registration accuracy between NIR and visible 

images, across this temperature range should be critically evaluated. Unfortunately, FDA does not 

have any requirements about the co-registration accuracy between these two imaging modalities 

and FDA-approved instrument lack co-registration accuracy. 

2.2 FDA-Approved Instruments for NIR Fluorescence 
Image-Guided Surgery 
There are currently five FDA approved imaging devices for fluorescence-based NIR image-guided 

surgery (see Table 2.1). All FDA approved instruments are based on a beam splitter design: two 

separate image sensors are combined together with a beam splitter and spectral filters and used to 

separately capture visible and NIR spectrum photons. The visible image sensor captures photons 

with wavelengths between 400 nm and 650 nm, and the NIR image sensor captures photons with 

wavelength between 650 nm and 1000 nm. The visible spectrum image is enhanced with the NIR 

fluorescent image, which provides the location of the cancerous tissue. It is imperative that these 

two images are correctly co-registered across all possible operating conditions, including the 

specified operating temperature range of 10 °C and 35 °C. However, FDA approved instruments 

have three major shortcomings, which can explain the limited dissemination of these instruments 

in the operating room: limited dynamic range imaging capabilities, temperature-dependent co-

registration inaccuracy and large footprint which intrudes on the surgical workflow. 
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Table 2.1 Summary of the FDA-approved intraoperative NIRF imaging instruments 

Description Fluobeam PDE SPY Elite Iridium Spectrum 
Designer Fluoptics Hamamatsu Novadaq Vision Sense Quest 

Instrument type Single camera Single 
camera 

Two adjacent 
cameras Beam splitter Optical prism 

Real-time color/NIR overlay No No No Yes Yes 
Surgical light Dim Dim Dim Dim On 

Sensor bit depth 8 8 8 12 12 
Exposure time 1 ms to 1 s NS NS NS NS 
Maximum FPS 25 20 20 NS 20 

Resolution 720 × 576 640 × 480 1024 × 768 960 × 720 1024 × 1024 
Fluorescence Detection 

Limit ~5 nM ~15 nM ~5 nM ~50 pM ~10 nM 

 

2.2.1 Limited Dynamic Range in FDA Approved Instruments 
FDA approved instruments have low dynamic range of ~80 dB. Since the dynamic range in the 

operating room exceeds 100 dB, the physician has to stop the surgery, dim the surgical lights, use 

the imaging instrument to identify the location of the fluorescent markers and then continue the 

surgery without guidance under normal surgical illumination conditions. The limited dynamic 

range is a result of using current state-of-the-art CMOS imagers based on a 4 transistor per pixel 

paradigm (Figure 2.2).  

 

Figure 2.2 State-of-the-art image sensors utilize 4 transistors per pixel to achieve low readout noise. The transfer 
transistor coupled with pinned photodiode and peripheral correlated double-sampling circuitry enables removal of 

1/f and reset noise. Hence, low readout noise of ~1 electron is achieved in today’s state-of-the-art imagers. 
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State-of-the-art image sensors have pixels comprised of 4 transistors: a reset transistor M1, a charge 

transfer M2, an amplifier M3 and a row select switch M4. The switch transistor controls access to 

the pixel’s output by the read-out bus and peripheral circuitry. The source follower buffers the 

integrated and reset voltage before providing the result to the readout bus. The transfer transistor 

is closely integrated with the pinned photodiode and enables charge transfer of the integrated 

photodiode voltage to the floating diffusion node. The gates of all transistors are controlled by 

digital circuits placed in the periphery of the imaging array. The pixel operates as follows. First 

the floating diffusion and photodiodes are reset to a reference voltage level, Vrst, by turning on both 

M1 and M2 transistors. Next, both M1 and M2 transistors are turned off and the photodiode 

integrates the incident photon converted to electron-hole pairs on its intrinsic capacitor. 

After the end of the integration period, the pixel is accessed by turning on M4 transistor. During 

the read-out phase, first transistor M1 is pulsed and the output voltage is sampled on the peripheral 

correlated double sampling circuit, typically constructed using switch capacitor circuits. The 

output voltage from the pixel can be represented by equation (2.1): 

 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜1 =  𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑉𝑉𝑡𝑡3 − �
2𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

𝑘𝑘′𝑊𝑊3
𝐿𝐿3�

 ± 𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  (2.1) 

In equation (2.1), Vrst is the reference voltage to which the photodiode was set during the reset 

period; Vt3 is the threshold voltage of the source follower transistor M3; the third term on the right-

hand side describes the contributions of the biasing current for the source follower; and the last 

term is the rest noise, which is equal to kT/C. 
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Once the reset voltage is sampled in the peripheral circuitry, the transfer transistor is turned on and 

integrated photodiode charges are transferred on the floating diffusion node. The output voltage at 

this point can be represented by equation (2.2): 

 𝑉𝑉𝑜𝑜𝑜𝑜𝑜𝑜2 =  𝑉𝑉𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜 − 𝑉𝑉𝑡𝑡3 − �
2𝐼𝐼𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

𝑘𝑘′𝑊𝑊3
𝐿𝐿3�

 ±  𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ±  𝑉𝑉𝑠𝑠ℎ𝑜𝑜𝑜𝑜 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (2.2) 

In equation (2.2), Vphoto is the integrated photodiode voltage and Vshot noise is the noise associated 

with the photocurrent across the photodiode. Note that the photodiode is biased in reverse mode 

and the photocurrent linearly discharges the photodiode capacitance. High photon flux will 

generate more electron-hole pairs, which will lead to larger photocurrent. Hence, the photodiode 

voltage will discharge quicker when illuminated with higher light intensities. The reverse-bias 

photodiode enables a linear relationship between photocurrent and output voltage, which is 

desirable when generating color images. 

Correlated double sampling (CDS) is a method whereby two samples with correlated noise sources 

are subtracted to provide an output with lower noise. CDS circuits in the periphery of the image 

sensor provide the final output by subtracting the voltage samples described by equations (2.1) and 

(2.2). The final output is described by equation (2.3): 

 Vout =  Vout1 − Vout2 = Vrst − Vphoto ±  Vshot noise (2.3) 

The shot noise term in equation (2.2) is proportional to the square root of the generated electron-

hole pairs at the photodiode node. Shot noise is regarded as the limiting factor when imaging 

scenes with moderate to high light intensities, while readout noise, i.e. temporal noise associated 

with all transistors in the pixel and read-out circuitry, is the limited factor for low light imaging 

applications. Furthermore, the dynamic range of the pixel is defined as the ratio of the pixel well 
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depth capacity to the readout noise in dark. Since a state-of-the-art image sensor can achieve close 

to 1e- readout noise and have pixel well depth ~10 ke-, the dynamic range of current state-of-the-

art image sensor is around 80 dB. The dynamic range of the image sensor can be improved with 

multiple integration readout or by completely redesigning the pixel to fit the demands of the 

applications. 

• Imaging tumor bearing animals with FDA approved instrument under surgical 

illumination: We demonstrate the limited dynamic range imaging capabilities of FDA 

approved instruments in a murine animal model of breast cancer. 4T1 breast cancer cells are 

orthotopically injected in the animal and left to grow for ~2 weeks. A tumor-targeted agent is 

injected 24 hours prior to imaging the animals. The animal is imaged under 60 kLux surgical 

light illumination and laser light excitation power of 5 mW/cm2 at 785 nm. The objective is to 

provide a good SNR image for both color and NIR spectra to the end-user with an instrument 

with 80 dB dynamic range. The results are presented in Figure 2.3. The images in Figure 2.3 

are obtained with exposure times of 0.1 ms and 40 ms, respectively. When the animal was 

imaged with an exposure time of 0.1 ms, the color image is well illuminated, while the NIR 

image has very low contrast. The animal was then imaged with 40 ms exposure time, resulting 

in a well-illuminated NIR image but a saturated color image. This is due to the large difference 

between the visible and NIR photon flux in the operating room. Utilizing a single exposure 

time in a pixelated camera enables only one of the two imaging modalities to have satisfactory 

contrast and high signal-to-noise ratio, rendering this technology incompatible with the 

demands of intraoperative imaging applications. 
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Figure 2.3 Single-exposure cameras have limited capabilities for simultaneous imaging of color and near-infrared 

(NIR) images with high contrast under surgical light illumination. (a) Exposure time of 0.1 ms produces good color 
but poor NIR contrast images. (b) Exposure time of 40 ms produces oversaturated color image but good NIR 

contrast image. 

2.2.2 Co-Registration Inaccuracy in FDA Approved Instruments 
 Co-registration accuracy between color and NIRF images is one of the most important attributes 

for an instrument to be clinically relevant. Yet, state-of-the-art NIRF instrumentation comprising 

a beam splitter and dichroic mirrors suffers from temperature-dependent co-registration inaccuracy 

due to thermal expansion and thermal shifts of individual optical components. These FDA-

approved instruments are rated to function between 10 ˚C and 35 ˚C, though they fail to maintain 

co-registration accuracy in this range. 

We evaluated co-registration accuracy as a function of temperature for both our bio-inspired sensor 

and a state-of-the-art NIRF imaging system composed of a single lens, beam splitter, and two 

image sensors (Figure 2.4). The sensors were placed 60 cm from a calibrated checkerboard target 

to emulate the distance at which the sensor will be placed during preclinical and clinical trials. At 

the starting operating point, the beam-splitter NIRF system achieves subpixel co-registration 

accuracy using standard calibration methods. However, the disparity between the two images 

increases as the instrument’s operating temperature increases, leading to large co-registration 

errors. And, as the instrument is cooled, the trajectory of the co-registration error differs from that 
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when the instrument is heated up. Hence, placing a temperature sensor on the instrument will not 

sufficiently correct for thermal expansion of the individual optical elements. 

• Clinical Implications for Co-Registration Inaccuracy: The implication of the 

temperature-dependent co-registration error between the NIR and color images in state-of-the-

art NIRF systems is demonstrated in a murine model where 4T1 cancer cells are implanted 

next to a sciatic nerve. At ~2 weeks post-implantation, the tumor size is ~1 cm and is imaged 

with the tumor-targeted agent. The animal is imaged with a beam-splitter NIRF image sensor 

placed inside a thermal chamber, which has a viewing port that allows imaging of the animal 

without perturbing the temperature of the instrument. The animal is kept on a heated thermal 

pad to maintain constant body temperature of ~37 °C. 

 

 

Figure 2.4 Co-registration accuracy as a function of temperature. The instrument is calibrated at the starting 
temperature of 15 °C and achieves subpixel co-registration accuracy. However, when the instrument is heated up to 

35 °C, the co-registration error increases up to 2.5 mm. When the instrument is cooled, different co-registration 
errors are observed. 
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Figure 2.5(a) is a composite image taken with the NIRF system at 15 °C operating temperature. 

The green false color indicates the NIRF signal from the tumor-targeted agent. The 

fluorescence signal from the tumor tissue underneath the sciatic nerve is much weaker than the 

fluorescence signal from the surrounding tumor tissue. After thresholding the fluorescence 

signal, the location of the sciatic nerve is observed due to the absence of fluorescence signal 

(Figure 2.5(a), arrow). Since the image sensor is calibrated at 15 °C operating temperature, the 

NIR image (i.e., location of the tumor) is correctly co-registered on the color image (i.e., 

anatomical features). 

Figure 2.5(b) is another set of images recorded with the NIRF sensor at 32 °C. Because of the 

thermally induced shift in the optical elements of the NIRF instrument, the fluorescence image 

is shifted with respect to the color image. The NIRF image incorrectly marks the sciatic nerve 

as cancerous tissue, while the cancerous tissue immediately next to the sciatic nerve has low 

fluorescence signal. This incorrect labelling of cancerous and nerve tissue can lead to 

iatrogenic damage to healthy tissue, which might not be visible to physicians, while leaving 

behind cancerous tissue in the patient. 
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Figure 2.5 Color/ NIR composite images recorded with a beam-splitter NIRF system while the instrument is at an 
operating temperature of (a) 15°C and (b) 32°C. 

Similar co-registration issues have been observed in color imaging technology. Prior to 1975, color 

cameras were constructed in the same way as today’s FDA-approved instruments for NIR 

fluorescence image-guided surgery. They were constructed from a beam splitter, relay lenses and 

three individual CCD sensors with macroscopic red, green and blue filters. Temperature dependent 

co-registration errors were a major issue for color technology, and many papers and patents tried 

to solve this problem. However, with the emergence of the Bayer color pattern, which led to the 

monolithic integration of color filters with imaging arrays, co-registration errors were no longer 

an issue. Furthermore, this monolithic integration reduced the cost, power consumption and size 

of the image sensor, which enabled the emergence of cellphone-based cameras. 

Inspired by this design methodology, various commercial image sensors have integrated pixelated 

color-NIR filters with imaging arrays. For example, Omnivision provides a 1 Mega-pixel image 

sensor constructed from polymer based pixelated spectral filters. Although, these sensors provide 

an interesting step toward single-chip imaging solution, the optical filters lack the transmission 

and optical density requirements for intra-operative procedures. Coupled with the single 
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integration method for all pixels in the imaging array, these sensors can achieve very poor 

fluorescence detection capabilities under surgical light illumination.  

2.2.3 FDA Approved Instruments are Bulky and Interfere with the Surgical 
Workflow 
 The large footprints of the current FDA-approved instruments are due to two factors: large 

imaging instruments and external monitors for displaying information. The external monitor 

encumbers integration of this technology in the surgical arena. First, monitors are not ideal for 

displaying 3-D information in surgical settings. Physicians must stop the surgery, look away from 

the surgical area and search for information on monitors, upsetting the surgical workflow. Second, 

operating rooms are very crowded, and so introducing large and costly instruments is not widely 

accepted. Hence, integrating compact instruments with smaller displays will be critical for wide 

dissemination of this technology. 
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Chapter 3: A Bio-Inspired 140 dB Dynamic 
Range 302 by 240 Resolution Color/Near-
Infrared Logarithmic Imaging Sensor for 

Fluorescence-Guided Surgery 
3.1 Introduction 
The threat that cancer poses to human health and the necessity to improve the current imaging 

instruments for cancer surgery was discussed in the previous chapter. However, it is worthwhile 

to emphasize this because this chapter serves as one of the core parts of this dissertation. Cancer 

remains a major public health problem worldwide and poses a huge economic burden [1]. One in 

four deaths in the US is caused by cancer [2]. Although chemotherapy and radiotherapy continue 

to play major roles in cancer treatment, surgery remains the primary curative option for most solid 

cancers [28]. Image-guided surgery aims to provide critical decision-making information, such as 

locations of cancerous tissues, during intraoperative procedures and hence improve surgical 

outcome by complete removal of tumorous tissues. Specifically, near-infrared fluorescence image-

guided surgery utilizes molecular markers and imaging instruments to identify tumor locations and 

presents this information to the surgeon without interrupting the surgical workflow. However, 

current state-of-the-art near-infrared (NIR) fluorescence imaging systems are bulky, costly, and 

lack both sensitivity under surgical light illumination and co-registration accuracy between 

multimodal images [29, 30]. As a result, an overwhelming majority of physicians still rely on their 

unaided eyes and palpation as primary sensing modalities to distinguish cancerous tissues from 

healthy tissues, leading to subjectivity and variable outcomes. Incomplete tumor resections are 

observed in many types of cancer. For example, 20-70% of breast cancers [4, 5], 28% of colon 
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cancers [6] and 40% of head and neck cancers [7] patients will have positive tumor margins. 

Secondary surgeries are expensive and have limited success rates because of the difficulty in 

identifying microscopic tumors or diffuse cells. Additionally, scar tissue formation from primary 

surgery disrupts surgical planes, making it more difficult for the physician to identify remaining 

tumor tissues. These studies underline the added importance of complete tumor removal during 

the first surgery and the need for a paradigm shift in the design of NIR fluorescence imaging 

systems for IGS. 

Fluorescence-based intraoperative imaging techniques were first explored in the 1950s using 

fluorescein to identify brain tumors [8]. With recent FDA approval of the metabolic marker 5-

ALA, brain cancer surgery is starting to be routinely performed under image guidance [9]. The 

visible-spectrum fluorescence emitted by fluorescein and 5-ALA enables physicians to assess the 

location of tumors under a surgical microscope. However, due to high absorption coefficients of 

tissues in the visible spectrum, only fluorophores near the tissue surface can be imaged, which 

limits diagnostic potential. For imaging more than a few millimeters below the surface of the skin, 

NIR fluorophores (700 to 950 nm) are used because of the low absorption coefficient of water and 

oxy- and deoxy-hemoglobin in this spectrum [10]. Furthermore, the low auto-fluorescence in the 

NIR spectrum coupled with the use of non-ionizing radiation enables high contrast to background 

imaging without exposing the patient and caregiver to harmful radiation [13]. Because human 

vision cannot detect near-infrared light, the surgeon’s vision is not obscured when using NIR light. 

However, an imaging sensor capable of capturing both color and NIR light needs to be utilized for 

intraoperative procedures to localize and correctly superimpose tumor tissue on the correct 

anatomy of the patient. 
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Tumor-specific molecular markers are designed by targeting tumor antigens (or tumor markers) 

that are overexpressed in diseased tissues. Surgeons perform primary tumor biopsies to determine 

appropriate tumor biomarkers, which are then targeted with fluorescent markers to enable 

intraoperative tumor localization. The tumor microenvironment is very different from that of 

healthy tissue. For example, the metabolic rates of tumor cells are much higher than that of normal 

tissues, leading to higher glucose consumption rates and the formation of new vasculature 

necessary to deliver nutrients to the diseased tissues. Hence, a metabolic marker targeting glucose 

consumption can be used to highlight and localize tumor tissue. Metabolic glucose probes labeled 

with F, Cu and Ga are widely used for SPECT and CT imaging to localize tumor tissue [31]. For 

intraoperative imaging, NIR fluorescent probes targeting glucose metabolism have shown 

promising results for localizing tumor tissues. 

Commercial IGS instruments, like FLARE [32], SPY [33], and PED [34], suffer from two major 

drawbacks. First, these instruments use multiple cameras with complex optics like beam splitters 

and optical filters to capture different wavelengths of light. These optical elements are subject to 

misalignment and thermal expansion. Color and NIRF information will not be correctly co-

registered if the temperature changes or misalignment occurs. This will lead to the generation of 

false positive signals because the NIRF information no longer indicates the correct position of the 

tumor. Second, traditional linear CCD/CMOS image sensors with dynamic range of up to 80 dB 

are incapable of capturing high dynamic range (HDR) images (greater than 100 dB) in the 

operating room [35]. Since the photodiodes are reverse biased, the maximum signal the sensor can 

detect (full well capacity) is limited by the power rail and photodiode capacitance. The minimum 

signal is limited by the noise floor including the reset noise, electronic read-out noise, and photon 

shot noise. Many methods, including multiple exposures and time domain imaging, have been used 
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to extend the dynamic range of linear imaging systems. These methods increase the computation 

load of the systems or decrease the video frame rate due to slow exposure. There is a need to 

improve the pixel architecture to enable HDR imaging. 

To address these problems, I designed an image sensor based on the compound eye of the Morpho 

butterfly. Individual ommatidium’s in the compound eye have different combinations of tapetal 

filter stacks, which comprise stacks of alternating layers of air and cytoplasm. These tapetal filter 

stacks have selective spectral sensitivity across ultraviolet, visible, and NIR spectra. Furthermore, 

individual ommatidium responds logarithmically to light intensity, which enables high dynamic 

range imaging capabilities while capturing multispectral information. We have mimicked both 

concepts from the Morpho butterfly by monolithically integrating pixelated spectral filters with an 

array of logarithmic photodetectors. The pixel is composed of three transistors and a forward 

biased photodiode, which enables dynamic range imaging capabilities more than 140 dB (120dB 

logarithmic response). By reshaping the photon shot noise, the noise power at the photodiode 

become constant, leading to high SNR up to 56dB. The pixelated spectral filters record both visible 

spectrum and NIR images that are inherently co-registered. In this chapter, I will discuss in greater 

detail the image sensor operation and optoelectronic characteristics as well as present data from 

pre-clinical study. 

3.2 Analysis on Logarithmic Pixel with Forward-Biased 
Photodiode 
The logarithmic pixel (Figure 3.1) has three transistors and an N-diffusion/P-sub forward-biased 

photodiode (PD). The PD is connected in parallel with an NMOS reset transistor (M1) so that the 

photodiode could be reset from output voltage to reset voltage. The open circuit voltage Voc of the 

forward-biased PD can be derived from Shockley equation, I obtained a close form expression of 
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However, the natural vision of the surgeon was blocked. Because surgeons are trained to use their 

natural vision, use of LCDs requires training and complicates the clinical translation of this 

technology. Liu [60], Armstrong [61], Shao [62] and Modal [19] developed transparent HMD 

using custom optics or Google Glass. Surgeons were able to see through the transparent display 

units. Although the virtual NIRF images captured by NIR cameras were correctly overlaid with 

the virtual color image captured by secondary cameras, none of these technologies co-registered 

the virtual fluorescence image with the natural vision of the surgeons. Liao [63] developed a see-

through augmented reality system for MRI guided surgery. This system co-registered the imaging 

target, the virtual image and the vision of the surgeon using a half-silvered mirror. However, the 

virtual image and its location are calculated using pre-operative MRI data. No real-time data were 

transmitted. The virtual NIRF image always followed the surgeon’s eyesight. The image either 

distorted, shifted, or even completely disappeared when the perspective changed. The structural 

and functional information that NIRF provides becomes less informative. 

 

Figure 6.1 Comparison between the monitor-based display (left) and augmented reality-based display (right). Instead 
of displaying both the virtual NIRF image and virtual color image on a monitor, the augmented reality-based display 

system superimposes the virtual NIRF image directly on top of the patient’s body. 

In this chapter, I present an augmented reality NIRF imaging system using Microsoft HoloLens. 

Unlike the traditional augmented reality systems presented by Haouchine [64], Badiali [65], and 
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Kang [66], which augmented virtual color images (displayed on monitors) with preoperative 

CT/MRI/ultrasound information, the HoloLens is an augmented reality (AR) HMD that allows 

users to combine real-world with real-time virtual images (holograms). The HoloLens uses a 

transparent display with light projectors to create holograms on the glass in front of the user’s eyes. 

It contains multiple sensors to scan the environment, which enables the holograms to be placed at 

a specific location in the real world, as shown in Figure 6.1 (right). Compared with other HMDs, 

the imaging system I developed can ensure that real-time virtual images are correctly co-registered 

with real-world objects regardless of user head movement and without blocking natural vision. I 

designed the imaging system using a single CMOS imaging sensor placed on a custom printed 

circuit board (PCB). Spectral filters were placed on the imaging sensor so that the imaging system 

was optimized for NIRF. The custom signal processing algorithm including serial/wireless data 

transmission. Image calibration/co-registration was implemented on the computer and on the 

HoloLens. I also utilized a custom-built NIR spectrum calibration board that allowed for the 

automatic co-registration of virtual images and real-world objects. The system sensitivity and co-

registration accuracy were evaluated. An animal model was used to demonstrate the application of 

this system. The advantages of this system are also discussed. 

6.2 System Setup and Co-Registration Algorithm 

6.2.1 System Setup 
Figure 6.2 depicts the entire imaging system including the fluorophore excitation laser, custom 

NIR camera, calibration board, wireless router and the HoloLens.  
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Figure 6.2 Augmented reality imaging system for NIRF IGS. (a) System setup including a custom NIR camera, a 
wireless router, a 780-nm laser with its optics, a calibration board and a HoloLens. (b) User wearing the HMD. 

A 780-nm laser (BWF2-780-0.8, B&W TEK Inc.) was used to excite the fluorophores. The beam 

was coupled by fibers (M28L05, Thorlabs) and filtered by a laser clean-up filter (LL01-780-12.5, 

Semrock) to minimize leakage outside the desired bandwidth. The filtered laser beam was 

expanded by an aspherical lens (ACL25416U-B, Thorlabs) and a diffuser (47-997, Edmund 

Optics) to generate a 10 cm × 10 cm uniform pattern with approximately 20 mW/cm2 excitation 

power.  

The custom NIR camera was placed at 60-cm fixed working distance looking straight down. The 

camera consisted of a custom PCB, including a single-chip NIR CMOS image sensor, reference 

voltage regulators, a USB controller and a field programmable gate array (FPGA)-based image 

signal processor (XEM6310 Spartan 6, Opal Kelly). A high quantum efficiency at 800 nm for the 

CMOS imaging sensor allowed for the efficient imaging of fluorescence signals in the NIR 

spectrum. The small feature size allowed for full integration with the HMD in the next-generation 

device. The exposure time and readout gain of the CMOS imaging sensor were programmed by 

FPGA using a serial peripheral interface (SPI) bus. External triggers started image acquisition to 

synchronize with the rest of the imaging system. Once exposure was complete, raw data were sent 
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to the FPGA via a serial bus. The FPGA de-serialized the 12-bit raw data and sent the data to a PC 

via USB 3.0 bus to generate image frames. The sensor utilized a variable exposure time ranging 

from 2 ms to 33 ms. The frame rate was 30 frames per second. 

To reduce the background noise level and collect light from 800 nm up to 1000 nm, a 780-nm 

notch filter (NF03-785E-25, Semrock) were placed in front of the imaging sensor to remove visible 

light and fluorophore excitation light. The maximum leakage from 400 nm to 800 nm was 1.01%. 

To co-register the virtual image with natural vision, a calibration board was developed. The 

calibration board was 6 inches × 4 inches and consisted of 4 NIR light-emitting diode (LED) 

tracking pods on the same plane. The LEDs (SFH4557, Osram) were centered at 860 nm and 

placed at fixed positions on the calibration board. Because the LEDs were bright enough to saturate 

the imaging sensor, assuming that the rest of the image was not saturated, the location of the LEDs 

within the image were determined and used by the co-registration algorithm, which was 

implemented by custom C++ code and OpenCV APIs on a PC.  

Once the image was correctly co-registered using the algorithm, the transformed image was sent 

wirelessly via TCP/IP protocol using a wireless router (AC1200, Netgear). A 1200 Mbps data rate 

ensured support for a 30 frames-per-second transmission. The HoloLens received and rendered the 

data using custom C# code and Unity APIs. All data transmission and processing were performed 

concurrently using multi-thread programming techniques. 

The signal flow is shown in Figure 6.3. 
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Figure 6.3 Typical signal flow using augmented reality for NIRF IGS. The custom NIR camera captures the NIRF 
from the target and sends the raw data to a PC. The processed data are sent wirelessly to the HoloLens. 

6.2.2 Co-Registration Algorithm 
A precise calculation of the disparity between hologram and natural vision is of great importance. 

Miss-registration would result in an incorrect estimation of tumor position and lead to unsuccessful 

removal of all cancerous tissue and damage to healthy tissue. To co-register the imaging target 

between the hologram and natural vision, a co-registration calibration algorithm using an LED 

tracking pod was performed. The imaging region of interest (ROI) was defined by the position and 

size of the calibration board. Images of every target within the ROI were calibrated.  

Before performing the co-registration algorithm, the camera calibration was performed. 

Unfortunately, all cameras are subject to distortion. Radial distortion is due to increased/decreased 

image magnification with distance from the optical axis, and tangential distortion is due to the 

imperfect alignment of optical elements with respect to the imaging plane. I used a black-white 

chessboard pattern to compute the distortion coefficient [k1 k2 p1 p2 k3]T. The distortion can be 

reduced by using equations (6.1) and (6.2) [67]: 

 𝑥𝑥𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑥𝑥(1 + 𝑘𝑘1𝑟𝑟2 + 𝑘𝑘2𝑟𝑟4 + 𝑘𝑘3𝑟𝑟6) + 2𝑝𝑝1𝑥𝑥𝑥𝑥 + 𝑝𝑝2(𝑟𝑟2 + 2𝑥𝑥2)  (6.1) 

https://en.wikipedia.org/wiki/Optical_axis
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 ydistort = y(1 + k1r2 + k2r4 + k3r6) + 2p2xy + p1(r2 + 2y2)  (6.2) 

where 𝑟𝑟2 = 𝑥𝑥2 + 𝑦𝑦2, (x, y) is the distortion-free points in the imaging plane and (xdistort, ydistort) is 

the distorted points in the imaging plane. 

Next, the user would use gesture and voice control to place the calibration hologram, which has a 

uniform default color, on top of the calibration board. The calibration hologram is the same size 

as the calibration board (6 inches × 4 inches), and the user would use their natural vision to ensure 

that the hologram is completely superimposed. This ensures that every object on this plane within 

the calibration board was co-registered with the user’s natural vision after co-registration 

calibration. To evaluate the accuracy of this initial placement, the user would use a highly 

subjective standard. If the user was unable to determine a disparity, the initial placement was 

completed. Because the co-registration algorithm was completely independent of the initial 

placement, as long as the user was satisfied, the user will not find disparity between the real-world 

object and the later co-registered hologram. Once placed and once the user is satisfied with the 

alignment, the NIR camera would start capturing images, and the HoloLens would compute the 

position information of the hologram. The hologram remained at this position even if the user 

position changed. The hologram showed the un-calibrated image.  

After the images were captured, a threshold applied to the pre-calibrated hologram. All pixel values 

below a threshold (95% of the dynamic range) were set to 0. Because the LEDs on the calibration 

plane emitted strong NIR signals, only the LEDs in the hologram were above the threshold and 

were detected. To compute the actual position of the LEDs in the pre-calibrated hologram, a 

contour detection was performed using the Canny edge detection method [68]. The positions of 
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the center of LEDs in the pre-calibrated hologram [xLED_i yLED_i]T (i=1,2,3,4) were defined as the 

image mass center of these contours. 

Because the physical locations of the LEDs on the calibration plane were known, the locations 

[xLED_i’ yLED_i’]T (i=1,2,3,4) of the LEDs projected in the post-calibrated imaging plane (hologram) 

were easily calculated. [xLED_i’ yLED_i’]T were co-registered with the user’s natural vision. I defined 

the projection matrix T such that: 

 �xLED′yLED′
� = T2×3 �

xLED
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� = �t11 t12 t13
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T can be retrieved by: 
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All pixels [x y]T in the pre-calibrated hologram were transformed using T to obtain the calibrated 

value [x’ y’]T, which was re-projected to the hologram. The co-registration algorithm was 

completed:  
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 �x′y′� = T2×3 �
x
y
1
�  (6.5) 

After this co-registration calibration, the hologram was co-registered with the real-world object on 

the calibration board and the user’s natural vision. The flowchart of this algorithm is shown in 

Figure 6.4. Because the camera was placed at a fixed position, this co-registration was only 

required once to ensure that the user’s initial natural vision was co-registered with the initial 

hologram. If the user’s position changes, the HoloLens will transform the hologram to compensate 

for movement and to ensure that the hologram was co-registered with the user’s natural vision. 
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Figure 6.4 Co-registration calibration algorithm flow chart. 

6.3 Input/Output Interface and Additional Features 
In the operating room, the surgeons need distraction-free user interface. Traditional input/output 

(I/O) devices such as keyboards, mice, push buttons and touch screens interfere with the surgical 

workflow. The surgeons have to take off their gloves before selecting the desired function of an 
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instrument. To overcome this drawback, I implemented the voice and gesture I/O for the system. 

Using the HoloLens build-in microphone and infrared detector, the surgeon’s voice and hand 

gesture can be tracked and recognized by the system to trigger the specific command. 

Features such as displaying the X-ray, CT and MRI images are also implemented. The images 

were pre-loaded to the system prior to surgery. They provide additional information to the surgeons 

during operation (Figure 6.5).  

Real-time 
NIR hologram Pre-loaded 

CT images
 

Figure 6.5 Pre-loaded CT images with the real-time NIR hologram. All commands such as zoom in/out of the CT 
images and going to next page is voice and gesture controlled. 

6.4 System Evaluation 

6.4.1 Sensitivity Evaluation 
The sensitivity of this system is evaluated by NIRF signal responses for solutions with different 

ICG concentrations. ICG was diluted in de-ionized water. A control group with 100% de-ionized 

water is used as the background signal. The exposure time of the camera is set to 30 ms to ensure 

a 30 frames-per-second real-time video frame rate. Vials containing the different ICG 

concentrations are placed 60 cm from the custom NIR camera. They were illuminated with a 780-
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nm laser at an optical power of 20 mW/cm2. The standard deviation (σc) and mean value (µc) at 

concentration c mol/L (M) of a 10-pixel × 10-pixel ROI are calculated from the raw data.  

The detection limit was defined by (6.6).  

  𝐼𝐼𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 =  𝐼𝐼0 + 3𝜎𝜎0 (6.6) 

where Ilimit is the photo response of the detection limit, I0 is the photo response of the reference 

sample, and σ0 is the standard deviation of the reference sample photo response. The fluorescence 

response of this imaging system is shown in Figure 6.6. The ICG concentration ranged from 500 

pM to 10 µM. The response is shown in a logarithm scale. Figure 6.6 shows a minimum detection 

limit of approximately 10 nM ICG under an excitation illumination of 20 mW/cm2.  

 

Figure 6.6 Contrast of the imaging system. The red line represents the contrast for each ICG concentration level. The 
horizontal blue line represents contrast equal to 2. The augmented reality system can detect as low as ~10 nM ICG 

under an excitation illumination of 20 mW/cm2. 

6.4.2 Resolution Evaluation 
To evaluate the resolution of the imaging system, I used the ISO 12233 test chart as an imaging 

target. The test chart is placed 60 cm from the camera and illuminated with a broad band light 
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source (OSL1, Thorlabs). A slant edge method is used to calculate the modulation transfer function 

(MTF) from the images acquired. The resolution is calculated by applying the Rayleigh criterion, 

which defines the resolution as the distance between two points that are resolved when the first 

minimum of one Airy disk is aligned with the central maximum of the second Airy disk. Under 

this criterion, the minimum resolvable distance corresponds to an MTF value of 26.4% [69].  

Figure 6.7 shows the horizontal and vertical MTF. By applying the Rayleigh criterion, the 

resolution of my imaging system is 23.6 line pairs per millimeter along the horizontal direction 

and 29.8 line pairs per millimeter along the vertical direction. 

 

Figure 6.7 Horizontal and vertical modulation transfer function. The horizontal blue line represents the contrast 
under the Rayleigh criterion. The augmented reality system’s resolution is 23.6 lp/mm and 29.8 lp/mm horizontally 

and vertically. 

6.4.3 Co-Registration Evaluation 
The co-registration calibrations are subject to errors, such as size mismatches of the initial 

calibration hologram and the calibration board, an inaccurate initial placement of calibration 

hologram and errors in LED tracking pod detection. These errors would accumulate, cause errors 

in the transformation matrix and affect the position of each pixel in the post-calibrated hologram. 
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However, because the user precedes the calibration after they are satisfied with the initial 

placement, these errors are negligible. 

Because the hologram is a 2D plane superimposed on the calibration plane, the hologram of any 

non-planar real-world object would have additional co-registration errors with the user’s natural 

vision. Figure 6.8 depicts the error model. The co-registration error (ei) between the real-world 

point Pi and the point indicated by the hologram Pi’ is a function of both the height of the imaging 

object (hi) and the view angle of the user (θ). As the angle increased to 90 degrees, the error is 

minimized regardless of the height of the real-world object. When the user is looking at an angle 

between 0 degrees and 90 degrees, the error is calculated per (6.7): 

 ei = hi
tanθ

 (6.7) 

θ 

P2

e1
h1

P1

P0

P2'

P1'h2

e2

Calibration board plane
 

Figure 6.8 Co-registration error model. The error is a function of the target height and viewing angle. 

Practically, the viewing angle is between 60 degrees and 90 degrees. When observed from a 90-

degree angle, the error is minimized according to equation (6.7). To evaluate the maximum error, 

I used a black and white chessboard and a blue square target on the same plane to evaluate the co-

registration error. The target is placed on the calibration board plane and then ±0.5 cm, ±1 cm, 

±1.5 cm, and ±2 cm above/below the plane. The viewing angle is set to 60 degrees. I placed a web 



90 
 

camera behind the HoloLens optics to represent the user’s eye and to collect data. The web camera 

is pre-calibrated using the method described in [67]. A camera-to-world transformation matrix is 

acquired during the calibration. I computed the real-world coordinates of the blue square target 

and the holograms. The co-registration error is shown in Figure 6.9. The maximum error is 

approximately 12 mm. 

 

Figure 6.9 Co-registration error from a 60-degree viewing angle. 

6.5 In Vivo and Ex Vivo Animal Study  
The standard operating procedure for removing sentinel lymph nodes (SLNs) in veterinary surgery 

is to inject ICG into the lymphatic system. By tracking the visible green color of ICG, the physician 

removes the SLN relying on the unaided eyes. In this in vivo study, I used my head-mounted 

augmented reality system to help physicians locate SNLs by tracking NIR fluorescence emitted by 

ICG. The experiment is conducted at the University of Illinois Veterinary Teaching Hospital. 

Canine patients with head and neck cancer are imaged 20 minutes post-ICG injection. To 

maximize the fluorescence emission, the injected ICG dosage is diluted 20 times lower than typical 
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(0.5 mg/ml, inject 0.4 ml) to prevent fluorescence quenching. A 780-nm laser illuminated the 

surgical area (diameter = 20 cm) at 5 mW/cm2 optical power.  

Wearing the head-mounted augmented reality goggles, the physician detected SLNs with an 

overlaid jet color virtual image, indicating fluorescence intensity. As shown in Figure 6.10 (left), 

an image is captured by a second HoloLens from the physician’s assistant’s view. The same virtual 

images are displayed by two HoloLenses at the same position.  

In the ex vivo study, the removed SNL was examined using the same optical and data acquisition 

setup. Figure 6.10 (right) shows that the virtual NIRF is correctly superimposed on the SNL. 

Real-time NIR holograms 
superimposed over lymph node

 

Figure 6.10 In vivo (left) and ex vivo (right) animal study for SNL removal assisted by the augmented reality HMD 

6.6 Conclusions 
In this chapter, I presented a head-mounted augmented reality system for NIRF image-guided 

surgery using a Microsoft HoloLens. The effectiveness of this technology is evaluated by in vivo 

and ex vivo animal studies. The holograms were correctly superimposed onto the lymph nodes and 

provided the physicians with real-time guidance during the surgery.  

By using the augmented reality system, the physician was able to locate the 3-D anatomical 

features through the optics using their natural vision and see virtual holograms representing the 
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Table 7.1 Design Summary of this work and compression with the FDA-approved instruments. 

Description This work Fluobeam PDE SPY Elite Iridium Spectrum 

Designer Nan Cui Fluoptics Hamamatsu Novadaq Vision Sense Quest 
FDA approved No Yes Yes Yes Yes Yes 
Instrument 

type 
Single 

camera 
Single 
camera 

Single 
camera 

Two adjacent 
cameras Beam splitter Optical prism 

Real-time 
color/NIR 

overlay 
Yes No No No Yes Yes 

Surgical light On Dim Dim Dim Dim On 

Sensor type Logarithmic 
CMOS CCD CCD CCD CCD CCD 

Sensor bit 
depth 14 8 8 8 12 12 

Exposure 
time Arbitrary 1 ms to 1 s NS NS NS NS 

Maximum 
FPS 100 25 20 20 NS 20 

Sensor 
resolution 302×240 720 × 576 640 × 480 1024 × 768 960 × 720 1024 × 1024 

Fluorescence 
Detection 

Limit 
~40nM ~5nM ~15nM ~5nM ~50pM ~10nM 

Display unit AR HMD monitor Monitor monitor monitor monitor 
 

As the main contribution of this dissertation, the novel multispectral logarithmic CMOS image 

sensor has significant improvement over a state-of-the-art low-noise high-dynamic-range image 

sensor in major aspects, as shown in Table 7.2. 

Table 7.2 The comparison between the major contribution of this dissertation and the state-of-the-art low-noise 
high-dynamic-range image sensor. 

Description This work State-of-the-art Improvement 

# of transistors per pixel down to 2 4 Reduced 50% 
# of metal lines down to 4 6 Reduced 33% 
Dominant noise equivalent thermal noise photon shot noise Boost SNR 
Dynamic range 120dB logarithmic and more 95dB 25dB and more 
Maximum SNR 56dB 45dB Increased 11dB 

Full well capacity unlimited 450,000 electrons Boost DR 
Sensitivity up to ~6×108µV/(mW/cm2) ~2×107µV/(mW/cm2) ~25 times 
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