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ABSTRACT OF THE DISSERTATION
Phase Formation, Liquid Structure, and Physical Properties of Amorphous
and Quasicrystal-forming Alloys
by
Victor Medgar Wessels
Doctor of Philosophy in Physics
Washington University in St. Louis, 2009

Professor Kenneth F. Kelton, Chairperson

Since the discovery of quasicrystals in 1985 and the developmenmafercially viable
bulk metallic glasses (BMGSs) in the mid 1990’s a great deattehtion has been given
to the characterization of new alloys with desirable proersiech as larger amorphous
casting thickness, higher mechanical strength, or hydrogemgst@apacity. Here, the
results of a number of investigations into the structures and prgpeftisome non-
crystalline solid alloys will be presented and analyzed. Beanelectrostatic levitation
(BESL), a method for determining supercooled liquid structure ansepiosamationn-
situ, was used. Using BESL, the development of structural and cHenticanogeneity
was observed in supercooled liquid6ars,(a BMG when cast) with an onset at 845 +
5°C, providing experimental support for structural changes determiaed rfrolecular
dynamics (MD) simulations of these liquids. Differing segnegaof Hf and Zr atoms
was observed in solidified &Zrss.HfxNii7 using scanning electron microscopy (SEM),
and correlated to a previously observed, sharp boundary in phase dormedr x = 19

that was further investigated using BESL. In addition to the B&&dies, results will be



presented and discussed on changes in microstructure and devdnfioaichanisms
with the addition of Ag in MgCuq2sA0xGdio BMGs, interesting for their light weight
and resistance to oxygen during casting, using transmissionoal@sicroscopy (TEM),
SEM, and differential scanning calorimetry (DSC). Previous,mpne#ry results on the
hydrogen storage capacity of icosahedral quasicrysigFridNi;; were re-examined,
using an improved apparatus and analysis method developed as patwdryiand the

previous results found to be in error.
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Chapter 1

| ntroduction

The processing of metals and alloys has been an important pmnedn
development. It is closely tied to the rise of civilization througlkhnological
advancement, with applications to agriculture and hunting, defense, amaé¢haery of
industry. It is so important, in fact, that a nearly 5000 yean gffdhuman history is
categorized based on the materials mastered by humans thairtigne: the Bronze Age
(alloying Copper and Tin derived from ores, from ~3000-600BCE), tbe Age
(development of higher temperature smelting techniques and thesgirgcef some steel,
but mostly wrought Iron, up to ~400CE), and, in the Modern Age, the mastatgel
processing that gave rise to the industrial revolution.

Some mysteries of ancient metalworking persisted until vecgnty, and
required the use of modern science to explain. For example, the nature cicDaustael,
which was worked by people of the Middle East into swords of legerstharnpness and
strength from unique, imported metal stock from India and Sri Lankapnlggecently
characterized using high resolution transmission electron mapg4¢iRTEM). It was
found to contain carbon nanotubes and cementite nanowire structures,gahethhe
steel its unique appearance and desirable mechanical propHrti€omewhat similarly,
a deep understanding of today’s advanced materials may be lacking.

Over the last 60 years, using a variety of processing technigims have been
discovered that form novel phases, which do not possess the longpemggicity (or

long-range order, LRO) associated with crystalline solid imet&ome alloys can be



prepared with a highly disordered, or amorphous, structure that gemasviery desirable
engineering properties, such as high strength and hardness awngachpesistance to
fracture and corrosion, due to a lack of grain boundaries or disiosdhat are often a
weakness in crystalline materials [2, 3]. Others can be produtiedery well-ordered
crystal structures that do not possess periodic translationaletyyansuch structures are
calledquasicrystals; certain alloys in this phase have shown promise for solidgaanf
hydrogen for renewable energy applications [4], to be discusseldaipté? 6. Expanded
discussions of the amorphous and quasicrystal phases will be pravidéer isections of
this chapter.

Often these phases are formed by rapidly cooling the moltegsalbut the
relationship between the physics of the liquid state and the feamatinon-crystalline
solid phases is not well understood. In this thesis, the physics of formation andigsope
of glasses, quasicrystals, and some related phases, an@ekamhe influence of liquid
structural changes on formation of these phases will be discussdethil. A variety of
advanced techniques, including new experimental ones and a combinationrohexjse
with computer modeling, for structural characterization and amsalysil be discussed.
This introductory chapter will provide an overview of the basic prageemif liquids,
glasses, and quasicrystals, and introduce definitions and measureclamtues to
probe their atomic structures. It also contains a discussion ofceopeg in liquids, as
well as current and historical theories of crystallization,ciwiwill be relevant to later
discussions of solidification of liquids and devitrification (crilfstation of a glass upon

heating). Finally, 81.8 provides a summary of this chapter and an overview of the thesis.



1.1. Order in non-crystalline systems

Largely absent from the commonplace description of the statemtbér (solid,
liquid, and gas) is mention ofder in their atomic arrangements. As already discussed,
this dissertation work, in large part, explored the physics ofigléd| phase in systems
that can form non-crystalline solids. Schematic atomic arraegemfor a crystal,
networked glass (e.g. Sifp and a gas are shown in Figure 1.1. In the crystal there is
periodic LRO (i.e. given the lattice and basis, the positiondl @ft@ms are known, to
within defects, grain boundaries, and other impurities) and the cortfaqudd the gas is
random. The glass, however, possesses a high degree of sherbrdag (SRO, i.e.
order on the scale of first nearest-neighbors), with many indivighoahs tetrahedrally
coordinated; medium-range order (MRO, second or third nearest-neidistemces) in
glasses is still under investigation [5]. The local structofeglasses and liquids are
similar; the glass can be thought of as having a “frozenkipiid structure. A further
discussion of metallic glasses is given in 81.4. The full natutieeo$imilarity of liquid
and glass structures is still debated, and subtle changes imgulte dtructure prior to
glass formation are not well understood, which in part motivates this work.

The purpose of many of the experiments presented here was, in tshort,
determine the positions of atoms in non-crystalline systems. r&etieoretical
approaches have been developed to describe the order in non-ceyssliitems
(particularly liquids, but they can be applied to glasses). Theuf&evick and
Hypernetted-Chain models attempt to produce the pair distributionidongfr) (a
guantity that is determined from experimental diffraction daiabd discussed in the

ensuing section) from the pair-potential o(r).
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These models produce equations relating the two functions, and have leswledxtith
simple inter-atomic potentials, such as non-interacting hard sph&resl description of
these models is beyond the scope of this thesis; a good overvieWwecémund in
reference [7]. While instructive, these models break down for the complicatethsyait
interest here, and so simulation methods, such as the Reverse Mwlden@thod

(discussed in 81.7) are used to model their atomic configurations.

1.2. Measuring order in non-crystalline systems

As already mentioned, the positions of atoms (ignoring structurattdg¢fin most
solid metals can be readily determined due to the long-range ofdeheir crystal
structures. In practice, crystal structures are determimed %-ray diffraction (XRD)
experiments. A full review of the physics of XRD is beyonddtepe of this thesis, but
can be found elsewhere [8, 9]. The Bragg formula relates the sepadabf planes of
atoms to half the angular positions of peaks in the intensityattesed x-raysf, due to
constructive interference, i.e.

nA =2dsing,
wheren is the order of reflection andis the wavelength of incident x-rays. The Bragg
formula is a convenient formalism, derived from the more generarythef Laue
diffraction, useful for studying crystals.

For disordered systems such as liquids and glasses well defimed piatoms
are not present so applying the Bragg law can be misleadindfeeedi formalism is
needed. These systems exhibit a distribution of short- and medaga-oader, which is

described in real (position) space by the pair distribution funcB@#¥}), denoted ag(r),



and in reciprocal (momentum) space by the liquid structure functiastruature factor,
denoted a§(q). g(r) gives the probability of finding an atom at a radial positr, from
a defined center (a thorough discussion of the subtleties of PDFsianedyn be found
elsewhere [10]).9) gives a normalized value of the scattered intensity asdidn of
wave-vector difference between the incident and scattered paafgher description
will be given later in this section. This section will provide an overview ofriberétical
formulations for§(q) andg(r) for disordered systems, complete treatments can be found
elsewhere [7, 11].

In XRD experiments, the measured quantity is the total scatietensity,|(q),

where the wave vectag, is related t@ by

_4rsing
A

The coherent scattering intensity is given by

1°"(q) = <ZZKZ f,(a)f, (@)expt-ia(r, -, }> ’

wherefi(q) is an atomic scattering factor ands an atom position. For a structure of N

atoms of a single elemer8(q) is defined as

S(q) = N_l<zjlzk:e)(p{_ iq(r; —r, }> ! “(a) Nf z(q)-

Thus, §q) is a construct of the measured scattering intensity, norrdaligethe total
number of atoms and the atomic scattering factors. The engrgal determination of
S) will be discussed in Chapter 2. For multicomponent syst&gs,s defined as a
sum ofpartial structure functions, for which different equations have been proposed [7].

Partial functions refer to the correlations between the diftespecies of atoms in the



system; thus, from combinatorics, for an n-component system ﬂm%%a‘i) different

partial pair functions. For this work, the Faber-Ziman (FZ) foatioh was used to
define the totaf(q) from the partials, i.e.

S@ == (@) { @)~ @) it @) ZZ[ <, {fﬂ@ﬂ S, ().

(1.2.1)

where

(F2(a) = c,f. %@
(f(@)=>c,f.()

Here, the important quantities are the FZ interaction coeffgiagiven by the leading
term (inside the square brackets, []) on the right-hand side of Eq. 1hése are
necessary for the RMC simulations described in §1.7.1. The strimttoe and the pair

distribution function are related by a Fourier transform, i.e.

pg(r) = [ da[S(q) -1]e ™"

It is instructive to examine the typical behavior of these fanst for non-
crystalline systems. Figure 1.2 shows schematic drawindseadtbmic configurations
and the resulting(r) for a gas, liquid (with a region approximating an amorphous solid),
and a crystal. From this figure, it is clear that in atgasatomic arrangement is random,
in a liquid there is some order up to length scales of a femiatdiameters, a glass is

liquid-like, but is more ordered, and a crystal has well-defined O.LR
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It is important to note the broadening of peaks for the liquid arat@mus systems. In
g(r), this reflects the distribution of interatomic separation degsnwith the position of
maximum intensity of the broad peak corresponding to the most probatalecdisand
the onset of the first peak corresponding to the minimum distarmeeallby atomic
impingement. A further discussion of the relationship between liquiglasd structures
will be given in 81.4. So far quasicrystals have not been discusdezte Fystems are
well ordered, but unlike a crystal, this order is not periodic. Eumplanation will be

given in 81.5.

1.3. Liquid supercooling

Supercooled liquid water, i.e. water that remains liquid at a textyse below the
equilibrium melting temperature (0°C at atmospheric pressuas) fiist described by
Fahrenheit in 1724 [12]. In this state, the liquidn&tastable; formation of the solid
phase (ice) is energetically favorable, but due to inhibited kinatis;hg from a large
barrier to nucleation (see §1.6), and the absence of impuritiegaiyze crystallization,
it remains liquid. A further discussion of the kinetic and thermoalyma&ontributions to
crystallization is given in 81.6. Small fluctuations in the lawaer of the supercooled
liquid will eventually induce crystallization (the rapid soliddion of a supercooled
liquid, accompanied by the release of the enthalpy of fusion, islcaitalescence). In
1950, Turnbull first described supercooling of a metallic liquid usingtatihetric
measurements made on Hg [13], shown in Figure 1.3. Since this disdevéation (or
more generally,containerless) processing techniques have been developed to study
supercooling and structure in liquid metals and alloys. Thebeaitpes are introduced

in the following section.
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1.3.1. Levitation techniques for the study of liquids

Liquids will exhibit supercooling to lower temperatures in the abtseof
crucibles or containers, which can provide catalytic sitesHerformation of crystal
nuclei (a form of heterogeneous nucleation, to be contrasted witthomogeneous
nucleation; nucleation will be discussed in 81.6). In all of the technigliesussed
below, metallic samples are melted and allowed to cool freely, in the aliferm@ainer
walls, by radiation in a high vacuum (irr or less) or inert gas environment, while the
temperature is measured by an optical pyrometer. Detdite afxperimental techniques
relevant to this dissertation work will be provided in Chapter 2.

Early levitation experiments used gas jets (aerodynamiaten), sound waves
(acoustic levitation), or beams of laser light (optical lemtgt [14]. Researchers at
NASA used drop-tube and drop-tower facilities to utilize the mieaty of freefall for
supercooling studies [15, 16]. More recently, electromagnefitad®n (EML), in which
samples are levitated and heated by a radio frequency (RFjvesi developed for the
study of metallic liquids [17]. The electrostatic levitation (ESL) technigdrerein small
samples are levitated in an electrostatic field controlledabyomputerized feedback
algorithm, was developed [18] to overcome some limitations of EMih s coupled
heating and levitation, and the requirement that samples be ekeciicductors. A
detailed description of the ESL apparatus used for the experiments presehigthiesis
is given in Chapter 2.

Modifications of the ESL technique to include in-situ high energy x-ray

diffraction of levitated droplets from synchrotron radiation (beamlalectrostatic

12



levitation, or BESL [19]) were made, and used to study the re&itip between
icosahedral short-range order (ISRO) in supercooled liquids and theatiocl barrier
[20], confirming the long standing hypothesis of Frank [21], which suppossdhiedral
packing of atoms in supercooled liquids. The ISRO was further sthgli&im using a
cluster model, and found to agree with observed scattering dataH@attionalities for
thermo-physical property measurements, such as density, wsasit surface tension,
were also developed and combined with ESL. The specifics of theasurements

relevant to this work will be described in detail in Chapter 2.

1.4. Metallic glasses

A glass forms when a liquid cools and solidifies without crystallization. Tdssg
transition, reviewed later in 81.4.1, is not fully understood. Furtheéesaription of the
evolution of order in the supercooled liquid, both chemically and topolbgigaior to
the glass transition, is an open question. An exploration of this guastione of the
main purposes of this dissertation work. Many glasses requiling rates of 1910’
K/s, which produce samples that retain the amorphous structure upitkreess of 20-
50 um. The maximum thickness for which the structure is fully smous is called the
critical thickness. For engineering applications slower cooling rates, on the ordé-of
1% K/s, and larger critical casting thicknesses are desiraBesearch on sudbulk
metallic glasses (BMG's) is relevant to the study of Cu-Zr alloys presenin Chapter 4
and the Mg-based BMG'’s of Chapter 5.

When a glass forms from solidification of a supercooled liquid,dikerdered
structure of the liquid is “frozen in.” The woumimorphous (from the Greek, meaning

“without form”) implies that the atomic structure of a glassandom. This is actually an

13



inappropriate name since, as already discussed, glasses ossessn degree of SRO
and MRO. Glass can form naturally as Obsidian (a volcanic rbak}he most common
glasses are man-made silicate glasses (the matez@imusvindows, dishware, and other
familiar items), which have a well-described structure cangisif randomly networked
oxide tetrahedrons [23]. That structure is not present in megiisses; further study is
needed to fully characterize them.

The first metallic glass was found in 1960 by Klement, Willerg] Duwez in
Au7sSirs [24] when the liquid was cooled at an extremely rapid raté {10 K/s).
Following this discovery, glasses were found in other alloys, wsmgarly fast cooling
rates. The first BMG, formed at more moderate cooling ratesas to those used to
prepare silicate glasses, was discovered in 1984 by Turnbull and wtHedgNisoP2o.
The critical thickness was 10 mm and the cooling rates were andbeof 16 K/s [25],
but the preparation technique (fluxing) was not desirable for apiphica The first
commercially viable BMG was discovered in 1992 by Peker and Johison
Zra12Th3dfC2 NijgBerns (they named the alloy Vitreloyl) [26]. Glasses with
composition similar to that of Vitreloyl have been marketed foetthéquipment and
small consumer goods, such as cell phone and flash drive casingse allbgs have

critical casting thicknesses on the order of centimeters and cooling ra@s<d$.

1.4.1. The glass transition

As already mentioned, a glass forms when a liquid cools andfsdigvithout
crystallization. The liquid-glass transition is marked Wyarges in the physical
properties of the system that occur atgheess transition temperature, Tg. The transition

is not first order, like crystallization, since it is markedsnyooth changes in the volume
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and entropy (first derivates of the free energy). A schendatiwiing of the different
volume changes during crystallization and glass formation is showigure 1.4. The
glass transition may, thus, be a higher order transition, since fin@stions vary
continuously through ¢ others propose that the transition arises from percolation, or a
dynamical slowing-down transition. A full discussion of this topibéyond the scope of
this thesis, but a good overview can be found elsewhere [27].

In this work, Ty was measured using differential scanning calorimetry (DSC,
described in detail in Chapter 2). Briefly, DSC measures thereiitial power required
to heat a sample and a reference material, while maintébothgat the same temperature.
In an ideal scanning, or nonisothermal, (see Chapter 2) DSC exptritme measured
signal is the specific heat of the sample as a function opdmture. From DSC
measurements during heating of a glass, a sudden, but smooth, theespecific heat
begins at §. With increasing temperature, a sharp exothermic event corresgotadi
crystallization, with an onset at tlegystallization temperature, Ty, is observed. A typical
DSC trace of differential power vs. temperature is shown in €iggls. The volume and
viscosity show strong temperature dependence abgwehich imply the ability of the
liquid to access many different configurational states (a lighld to access all states is
called ergodic) [28]. In a glass, the liquid state is frozen in, and the Bys$enon-
ergodic.

The glass transition is influenced by both kinetic and thermodynamic fadtbes
kinetic aspect of the glass transition is reflected in a ogokte dependence of some

properties of the glass.
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Experimentally, T is lower for glasses prepared from the liquid with slower ogalates,
and higher for those with faster cooling rates, by a smaduain(about 8°C for a factor
of 5000 decrease in cooling rate [3]). For faster cooling rabestimescale of the
experiment is much less than the timescale of atomicareggment; a high-temperature
liquid structure is frozen in. For slower cooling rates, the tialesof the experiment
may approach the timescale of atomic rearrangement. A pitepared with a slower
cooling rate from the liquid will have higher density,and viscosityn, and a lower {,
than one with a faster cooling rate. This is evidenced by theopfenon ofstructural
relaxtion, where with annealing below, the atoms rearrange into the lowest energy state
without crystallizing. Structural relaxation is charactetizey a decrease inglan
increase im, and an enhancement of the DSC signature, {i29].

The existence of a transition from a supercooled liquid to a glassargued from
thermodynamic grounds by Kauzmann in 1948 [30]. The entropy diffebataeen the
liquid and the crystal can be determined as a function of tempefedun the enthalpy of
fusion, measured at the melting temperature, and integratingpebdic heat difference
between the two phases; such data are shown schematicalguie E.6. The entropy
difference can be described qualitatively as a differencesordir. By extrapolating the
specific heat of the liquid to lower temperature, a tempegatureached at which the
excess entropy equals zero. This temperature is arguedrie thediideal glass transition
temperature, or Kauzmann temperaturg, TA paradox becomes evident when
considering glass formation. Below,Tif no phase transformation has occurred in the
liquid, the excess entropy will become negative, indicating the ligasda lower entropy

than the crystal. While appearing to be unphysical, this does natevaig of the laws
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of thermodynamics. However, if the trend is continued to abspéute the liquid would
have a negative entropy (since the entropy of a perfectly emtderystal is zero),
violating the Third Law. The Kauzmann paradox suggests thatldke gansition is a
true phase transition. In practice this ideal glass transiidnaccessible due to the

kinetic effects already discussed.

1.5. Quasicrystals and rational approximants

As already discussed, crystals have long-range order (LfD)s periodic and
are space-filling, i.e. the unit cell will tile all space without gaps or overlagiscan be
shown that a crystal has periodic translational LRO if and only if it possgésse-, 3-, 4-,
or 6-fold rotational symmetry [31]. The diffraction pattern frororgstal contains sharp
spots that exhibit the same symmetry as the crystal steuctur 1984 Schectman and
others discovered a novel crystal phase in an Al-Mn alloy shatved a five-fold
symmetry in its diffraction pattern [32]. These well-orderetlds without periodic
translational symmetry challenged the long-standing definition afystal. This state
was thus called guasicrystal [33], and alloys have since been found that exhibit other
“forbidden” symmetries, including 8-fold, 10-fold, and 12-fold symnestri Following
the initial discovery in Al-Mn, several stable icosahedral qugstal phases (i-phase)
were discovered, including in a a ternary Ti-Zr-Ni alloyhn7 at.% Ni [34, 35]. Figure
1.7 shows a large i-phase grain with well developed pentagonal fadesse alloys
showed promise for hydrogen storage applications (see Chaptehé)i-phase and its
rational approximants (RAs, to be defined later) are relevattietovork presented in

Chapters 3 and 6, so the crystallography of quasicrystaldeviteviewed briefly here.
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Figure 1.7 — A large quasicrystal grain showing well-developed pentagoces fplaced

on a penny for scale; image courtesy of Ames Laboratory.

21



The Fibbonaci sequence is an example of quasiperiodic order in onestime

The familiar sequence gives the numhbeas a sum of the two previous numbers, i.e.
N =N_, + Ny,
and the ratio of successive numbers in the sequence approaches the golden mean, i.e.

n 1++/5
=

~1.618...

n_, 2

Thus each point is well defined, but there is no periodic distributibhe Fibonacci
sequence is also instructive in defining the golden mean, whiclkevane to the study of
the i-phase, since the numheappears, e.g., in the scaling of its diffraction spots in TEM.
The method for indexing the diffraction peaks of a quasicrystdiffisrent than
for a crystal. A cut-and-project method is used to project an@mhional cubic hyper-
lattice onto 3 dimensions [36, 37]. It is impossible to visualizehtyer-lattice, so
Figure 1.8 illustrates the projection of a 2-dimensional (2Bicke onto 1 dimension. A
line of arbitrary slope (marked;Xis placed over the 2D lattice, an acceptance window is
defined (the two additional solid lines), and lattice points thatfighin the acceptance
window are projected onto X If X; and the acceptance window have slopg the
resulting 1D quasilattice will have a Fibonacci sequence dfatemy short and long
distances. If the slope of the line is not exactly, but rather a rational number
approaching I/ such as (1/2) or (3/2)*, the resulting structure is crystalline, and called
a rational approximant (RA) to the quasicrystal. Such structures have been observed
experimentally and shown to be distinct from quasicrystals [38, 3glected area
diffraction (SAD) patterns from a true i-phase and some crysta B#& shown in Figure

1.9. Simulation methods can be used to distinguish a true i-phase fR#n [a8].
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Figure 1.8 — The cut and projection method of a two-dimensional lattice onto a one-

dimensional quasiperioid structure; image from [36].
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Figure 1.9 — The icosahedral fivefold and pseudo-fivefold patterns from sdlecta
diffraction of a Ga-Mg-Zn alloy for (a) the i-phase, (bet3/2-2/1-2/1 side-centered
orthorhombic phase along the [110] zone axis, (c) the 2/1 cubic phase lado[@pH8]
zone axis, and (d) the 2/1 rhombohedral phase along the [001] zone asalthear is

1A image from [36].
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1.6. Theclassical theory of nucleation

Much of this dissertation work deals with an analysis of the $§igktion
products of supercooled liquids (Chapters 3 and 4); the phenomenon of etatelsas
already been introduced. In Chapter 5, the devitrification of Mgeb&MG’s will be
discussed. Therefore, it is instructive to review the theocyystallization. This section
presents the classical theory of nucleation (a completewevsan be found elsewhere
[40]).

In order for a crystal (daughter phase) to form from its papbase (for the
purposes of this thesis, either a liquid or glass), the firptist¢he creation of ordered
regions that form the seeds of the crystal, from here on aaija@dl nuclei. The creation
of these nuclei is thus calleglcleation. The thermodynamic drive to nucleate the
daughter phase is the difference in Gibbs free energy betilieetwo phases, at the
given temperature. The work required to form a daughter nucleusnoinomers from

the parent phase is given by
W =ndu + oA, (1.6.1.1)

wheredyu is the free energy difference,is the interfacial free energy (the free energy of
formation of the interface between the parent and daughter phasesjt@gea, and is

the area of the interface. This expression illustrates th@eatimg forces for nucleation.
For example, in a supercooled liguigl equals zero at the melting temperature, and
becomes negative with supercooling. The interfacial termwayal positive, and thus

competes with théu term.
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For spherical clusters, Equation 1.6.1.1 becomes
W, = ndu + (367 ) v *'& | (1.6.1.2)

whereV is the molecular volume. The competition between the free erfeotyyme)
and the interfacial (surface) terms as a function of clusies ) is illustrated
schematically in Figure 1.10. From Figure 1.10, a maximum inwibik of cluster
formation can be found for a value of= n’, called thecritical cluster size. Clusters
smaller than the critical size are on averaging dissolving,chrgders larger than the
critical size are on average growing. Calculating this maximum,

. 327 o°
n=——
3V |ou,|

where oy, is the free energy difference per unit volume. By substitutirggvalue into

Equation 1.6.1.2, the work to form a critical cluster (the maximum worklusdter

formation) is

_l6r ol

n' T 5/1\,2 .

Cluster development is a stochastic process and, in a system such as a sdpercoole
liquid at the beginning of recalescence or a glass near ts&alimation temperature,
clusters are dissolving and growing probabilistically. The prolgbaf forming a

nucleus of size is proportional to a Boltzmann-type factor, i.e.

P ocexpl W ).
KT

where k is Boltzmann's constant.
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Figure 1.10 — A schematic illustration of the competing volume and suffi@eeenergy

terms in the work of cluster formation; image from [5].
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Volmer and Weber developed a kinetic theory of nucleation in 1926 emmhelusters
grow or shrink by the addition or loss of monomers. This stochdsstec development

is expressed by a series of coupled differential equations, i.e.

dN
o= Nn—l,tkr:r—l _[N

k- +N_k']+N_. k-
dt

nt''n nt''n n+1t 'n+l,

where N, , is the time- and size-dependent cluster density,kdnandk,, are the rates

of monomer addition or loss, respectively. Figure 1.11 shows the evolwstercl
density as a function of cluster size, based on the theory of VanteWeber. This

method yields a time- and size-dependent nucleation rate, given by

k' —N

nt'n n+1t

I, =N Kk

r;+1-
Volmer and Weber assumed the back-flux to be zero for clusteysrithan the critical

size. Becker and Doring argued for a steady-state distibuofi clusters, giving, after

some assumptions, a constant nucleation Irate the form

|5 = A" ex W
KoT |

whereW’ is the barrier to nucleation of a critical cluster, akdis a dynamical factor
describing the rate at which the cluster grows. An exmnedsi A" was determined by
Becker and Ddring, but its value in real systems is still debated.

The classical theory presented here is interface-limitedcannot properly
describe processes in which the concentrations of the initial ahglfiases are different.
To include these effects, a model for time-dependent homogeneouationctbat took

into account the coupled fluxes of interfacial attachment and kmger diffusion was
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Figure 1.11 — A schematic histogram of cluster development from the kitle&ory

Volmer and Weber; image from [40].
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developed by Kelton [41]. This model may provide new insight into mesimanfor
nanocrystal formation upon devitrification of metallic glassesh stscthose discussed in
Chapter 5.

Also important is the development of crystal nuclei following natob®. The
development can proceed gsowth, which requires an increase in the total volume-
fraction of crystalline material, or @arsening process, in which larger grains grow at
the expense of smaller grains, with no net volume-fraction tramsth A simple
method using DSC has been proposed by Chen and Spaepen to discriminatn bet
these processes [42], but the validity of their method is debatedurtider, brief,

discussion of growth mechanisms will be given in Chapter 5.

1.7. Structural modeling and characterization

As mentioned in 81.1, the goal of a diffraction experiment is to mé&terthe
atomic configuration of the system. This can be accomplishedtfreary, i.e. a model
potential is developed and used to generate an atomic configuratioally uby
approximating the fast-cooling needed to prepare a glass frimui@, land a comparison
is made between the simulated and experimgtalor ). Alternatively, the atomic
configuration can be deduced by solving an inverse problem, i.e. ¢igegxperimental
data, a configuration is generated to match. The former methodba@ssa molecular
dynamics (MD) simulation, withab-initio potentials, the latter a Monte Carlo (MC)
method. A detailed comparison of the two methods can be found elsgdhereviD
simulations withab-initio potentials have been used in the study of liquids and glasses
with some success [43], but limitations on computing power restrectsize of the

system to perhaps a hundred atoms, and the time-scale for cogimgseconds. Here
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a Reverse Monte Carlo (RMC) method was used. The atomic caatf@ns generated
by RMC were analyzed using two methods to quantify the ordeneotonfiguration.

These techniques will be described in the following subsections.

1.7.1. Reverse Monte Carlo simulation for structural mougl

This section gives an overview of the RMC method developed byréés@ and
others; a full description is beyond the scope of this thesis andecésund elsewhere
[44, 45]. A detailed description of the determination and optimizatiothe input
parameters is provided in Chapter 2. RMC requires an initial eoafign (here a
random configuration was used) and the experimental data (&ipeor g(r)), along
with some physical properties of the system and the FZ itiemamefficients (see 81.2).
RMC implements agjection sampling algorithm, using the goodness-of-fig?, as an
analog to the energy in Metropolis Monte Carlo (MMC). In otherds, a random move
of an atom is made, and either accepted or rejected subjdwt following conditions

(wheren corresponds to thah move):

If 2 < y2,, accept.

—\g2-22,)12
If 2> 42, accept with prObabi|it¢[ (Zn Zn,l) ]

Else, reject
The acceptance of some moves that incredserevents the system from becoming
“trapped” in a local minimum. An example RMC simulation figtig(r) for an
amorphous system, along with schematic drawings of the correspamatifigurations,

is shown in Figure 1.12.
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Figure 1.12 — An example of RMC fitting g(r) for an amorphous system, beggfiom

an initial configuration of a cubic lattice; image from [44].
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From this method, RMC simulations determine a maximum entropy stahe
system. RMC has received some criticism since, as alreshfioned, a glass is a
frozen-in state of the high temperature liquid, which is not sacidg a unique state.
Thus, the configuration from RMC may not represent the exactigtoation from
experiment. This concern is lessened for liquids, where the medalguid state is in
fact a time-average of many possible states, since thensystergodic. Despite this
criticism, RMC is a useful tool in the study of non-crystalkystems, and in fact, as will
be shown in Chapter 4, is able to capture subtle changes in thecaherder of

supercooled liquids.

1.7.2. Characterization of modeled structures

The output of the RMC simulation is a model atomic configurationptaatuces
a diffraction pattern matching the experimental data. To gatnentitative information
on atomic ordering from the positions of thousands of atoms, furthigsentechniques
are needed. This section presents two similar, but complimentathods used to
characterize the model structures. These were the indectiggne of Honeycutt and
Andersen (HA index analysis, [46]) and the bond orientational ordemeder (BOO)
analysis of Steinhardt, Nelson, and Ronchetti [47]. For this work, bothods were
implemented using software developed by Kim [22]. One additional matibd
discussed is the Voronoi polyhedral analysis, which has been applisdpercooled
liquids, yielding some interesting results [43].

The HA index method analyzes the local configuration of a paitarhs, called a
root pair, and categorizes order of the group of atoms using a 4-digit mglsgheme.

The first index represents the distance between atoms in oibte pair, i.e. the
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corresponding peak number gfr) (1 — nearest neighbors, 2 — next nearest neighbors,
and so on). The second index is the number of atoms counted as netghthersoot
pair, the third index is the number of bonds between those neighbors, aftirthe
index differentiates unique structures having the samelims¢ indices. A visualization
of the 1551 cluster (an icosahedral cluster) is shown in Figure 1RAr8m this analysis,
distorted or partially-formed clusters are measured. Thessgoduces histograms of
cluster frequency.

In the BOO parameter analysis, quadratic and third-order invariang

constructed from bond spherical harmonics for quantitative analySlse quadratic

| 21/2
Q {2I+1 :l ’

Qunlf)=Ynlelr o).

invariant,Q is defined as

where

and
N Zle( )
Ny, onds
The Yim's are spherical harmonic#, and ¢ are the polar angles of the bonds
measured with respect to a reference coordinate systemureFigl3.ii shows the
distributions of Q for five simple clusters. From that figure, it is evidenattthe

icosahedral cluster is defined by the presende=d@ and = 10.
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Figure 1.13 — The two analysis methods used for quantifying atomic configusati

modeled by RMC: (i) a schematic drawing of an icosahedral ecluahd the
corresponding 1551-coordinated root pair, and (ii) the distributions jofoiQfive

common fully-formed clusters detected by the BOO analysis.
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As previously mentioned, icosahedral short-range order (ISR@jnson in glasses and
supercooled liquids. The analysis for those phases is complicatesiveat by the
presence of = 6 and = 10 in clusters other than the 13-atom icosahedral cluster.
These two methods are different in that the HA index analysectdepartially-
formed or distorted clusters, while the BOO analysis is seadidb more fully-formed
clusters. The BOO method is comparable to the Voronoi polyheda@lssused by
Kramer and others to analyze the results of MD simulations pt8],the HA index

method provides distinct and complimentary information about the configuration.

1.8. Summary and thesis overview

This introductory chapter presented an overview of the history, thedretic
background, and methods for the study of liquids and glasses, inopaxtivate this
dissertation work and inform the following chapters. Specificdlly,history, definitions,
and phenomenology of liquids, metallic glasses, and quasicrystalgpresented. The
formalism of atomic order in non-crystalline systems was désmjsand the classical
theory of nucleation was reviewed for its relevance to solidifinaof supercooled
liquids and devitrification. Experimental techniques and simulatiorhedst used
throughout the rest of the thesis were also introduced.

A complete description of methods will be provided in Chapter 2pdiirady
detailed step-by-step procedures for running the computer siomdasupplemented by
Appendices 1 and 2, which contain, in part, text of all software codlenacros used to
analyze diffraction data. Chapter 3 will present an analyggase formation and liquid
structure with changing Hf concentration irsFrsHf«Nii7 alloys, and a previously

measured phase formation boundary is explained using data from BiEShieroscopy
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methods. Chapter 4 will present and discuss measurements, aigo BESbL, of
structural and chemical ordering in supercooled liquid Cu-Zr glioysresting for their
ability to form binary BMGs when cast. These results e possible experimental
confirmation of cluster predictions from MD simulations of thesgitls and glasses,
which may influence the GFA. Chapter 5 will present a studyhendevitrification
mechanisms and a structure of some Mg-based BMG's, using TEMgheggy XRD,

and DSC techniques. Chapter 6 will present results of hydrogemgstexperiments in i-
phase T4sZrsgNiy7, including descriptions of modifications to an existing apparatus and
analysis techniques used to overcome some long-standing experidiiéictdties. (The
texts of computer codes/macros and detailed hardware spegiigatire given in

Appendix 3.) Finally, Chapter 7 summarizes and concludes the thesis.
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Chapter 2

Experimental and analysis methods

The experiments performed for this work required reproducible preparat
alloy samples and careful use of characterization techniquekefional properties and
microstructures of alloys. High energy x-ray diffractiorswised to probe the structures
of liquids and glasses at the atomic scale, and simulation and ngpdedthods were
used to characterize the resulting atomic structures. Inchi@pter, the experimental
methods for most of the work discussed in later chapters willdsepted. Methods that
are specific to only one study will be discussed in the resjgectiapters. This chapter
also provides instructions for analysis of the high energy x-riisaction data, with
supporting information and the text of scripts and macros used fomaigto analysis

provided in Appendices 1 and 2.

2.1.General sample preparation

Reproducible sample preparation is necessary for study of the physics walsate
For this work, metastable solid phases, such as glasses and giasi¢see definitions
in Chapter 1) were often prepared. The procedure, progessuironment, and cooling

rates were controlled as much as possible.

2.1.1.Preparation of alloy ingots by arc-melting

High purity (99.99% or greater, unless specified) metals werehased from

Alfa Aesar. The primary impurities were typically otheamisition metals. The purity of
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the Hf or Zr used was 99.7%, with nominal 0.3% Zr in Hf and nominal 8% Zr.
All elements were stored in vacuum (~30 mtorr) until the timasaf, and the exposure
time to the atmosphere was minimized. Commercial stock and |dierarfor all of the
source elements used were recorded. (The particular source mateatecaproperties
of the sample, as will be discussed later for the oxygen content of Zr.)

A target total mass of 0.5-1.0g was used in alloy preparatidme nfass of one
constituent was fixed, and the others determined from it. Constituent alogrtls were
massed using a Mettler Toledo AB54-S/FACT balance wil®-85mg accuracy. In this
dissertation, all alloy compositions are given in atomic per¢aifo), as opposed to
weight percent (wt.%), unless indicated.

Alloy ingots were prepared by arc-melting the constituésinents on a water-
cooled Cu hearth in an evacuated chamber. The arc-melting appalepicted in
Figure 2.1, consists of the Cu hearth and a water-cooled wand wghreade from a
Tungsten rod, which was cut and ground to a sharp point. The wand waEalgct
connected to a Miller Syncrowave 250 constant current AC/DC arc welding pouwees
To initiate the arc, the circuit between the tip and the garenaas closed using a foot
pedal, and the arc formed between the tip and the hearth. Tasdirected above the
sample to heat and achieve melting. In this setup, the tip couldrlmved and was

occasionally re-ground to a point if the arc became diffuse orticerra
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Figure 2.1— The arc-melting apparatus (image from [2]).
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To limit oxygen contamination during arc-melting, the chamber st
evacuated using a mechanical pump, and back-filled with high g@6t998%) Argon
gas. The evacuation/back-filling cycle was repeated a mmiwf 3 times until the final
pressure was 10-20mtorr. To further purify the chamber atmosphdrg,irgot of
TiseZrso (a getter) was melted first to remove any remaining oxydtially the arc was
struck on the Cu hearth and then moved onto the getter for a minimum et@&tds,
until it was completely melted. Whenever the arc was indjatee getter was first
melted before melting any sample. If the getter turned blackwdticolored, this
indicated poor vacuum or an excess of oxygen, and processing was st@ppettnts
were stacked, with those with the highest melting temperatutiee top to encourage
complete mixing. Sometimes alloys were prepared in stagesy contained elements
with a wide range of melting temperatures.

The typical current used for melting was 40-60 amps depending dmgihest
melting temperature element, and the arc was typically helth@rsample for 10-30
seconds; the wand was moved while holding the arc on the sample tivémpixing.
Cooled ingots were flipped using the wand and re-melted; to ensurestempxing this
was repeated 3 times. The final mass of the ingot was recafter arc-melting and
compared against the initial sum the constituent masses. Thrautiualissertation
there will be references to samples “as-cast” by aitimge This refers to samples
prepared by the above procedure and allowed to cool on the Cu hearth pravicied

cooling rates on the order of 100K/s.
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2.1.2.Quenching by melt-spinning

For many alloys, the desired metastable phases will only foym the liquid
with cooling rates of order $0° K/s. Such rapid cooling is called quenching, and
precludes the use of simple casting methods (cooling rates of 10-100 K/s), inétading
the water cooled hearth used in arc-melting, to prepare samglesse phases. For this
work, the melt-spinning process was used for quenching samples.

After arc-melting, ingots were transferred to a graphiteibte prepared from a
1cm diameter graphite rod (R.W. Elliot & Sons, Inc.), which had bedaved, using a
lathe, to a wall thickness of 1mm and had a 1mm opening drilledhatbdttom. The
crucibles were cleaned by sonication in ethanol and heated for 5 snumder vacuum
by an oxy-acetylene torch, to remove contamination, before the samplmaded. The
crucible containing the sample was then loaded into a quartz tubdy wasgplaced in
the quenching chamber, depicted in Figure 2.2.

When in place in the quenching chamber, one end of the quartz tube was
connected to a tank of high purity (99.998%) Argon gas at 16PSI, isbkatedolenoid
valve. The other end of the quartz tube, containing the crucible, v@aso frequency
(RF) induction heating coil powered by a Lepel T-10-3-KC-HW RF ggoe The
guenching chamber contained an 8” Cu wheel that was rotatad BYC motor, which
was powered by a Variac. The chamber atmosphere was purifreghdgted evacuation
and back-filling cycles. After evacuating/back-filling farlaast 3 cycles, the chamber
was filled with argon to approximately 10mmHg vacuum; the gasneesssary to allow

cooling of the motor.
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An IRCON UX-10 optical pyrometer was mounted above the quartz viewing
window and used to measure the temperature of the sample. An RFnEaw&0% of
full scale was sufficient to achieve complete melting of #m@es discussed in this
thesis. Once samples were completely melted, the wheel s@eeihcreased to the
desired value by adjusting the Variac; the wheel speed wasumé€ain RPM by an
optical detector inside the chamber. The sample melt veasedj onto the spinning
wheel by opening the solenoid valve. To minimize exposure of thetanektygen or
other atmospheric contaminants, this procedure was followed as quiteklynlting as
possible. The melt cooled rapidly during contact with the spinnihgelvand the
solidified sample was ejected, either into the long trunk or onto thenbobf the

chamber. Long, thin ribbons of the quenched alloy were produced.

2.2.Basic characterization methods

As-prepared (quenched or cast) samples were analyzed loysanethods to
determine microstructure and thermal properties. These tecknigare most often used
to confirm the presence or purity of a desired phase, ratherdhaethiled analysis. In
some cases experiments were performed using these methoderioirte properties of
the sample, such as the specific heat by using differesati@ining calorimetry (DSC, for
the Mg-glasses discussed in Chapter 5). Those methods will hessldcin their

respective chapters, but the basic operation methods detailed herethgesame.
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Figure 2.2— A Schematic diagram of the apparatus used for quenching by melt-spinning.
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2.2.1.Differential scanning calorimetry and differentibermal analysis

Differential scanning calorimetry (DSC) measurementsewaade on the as-
prepared samples, using a Perkin Elmer DSC7, to determine traags@orrenthalpies
and phase transition temperatures. In DSC, the differential poweedye the sample
and a reference is measured while a computer-controlled &zmamtains a set heating
rate (for a scanning, awnisothermal, measurement), or temperature (for an isothermal
measurement), as a function of temperature or time, respgctivBuring a phase
transition in DSC, the integrated differential power is equal he énthalpy of
transformation. Unless otherwise noted, the heating rate usemricothermal scans
was 20K/s. Representative plots of the differential power mehs$or¢hese two types
of measurement are shown in Figure 2.3.a-b. As discussed in Chaateonisothermal
scan provides the glass transition temperatuysead the crystallization temperature, T
while data from an isothermal scan provide information on the nabfireéhe
transformation process. In this work, 6-12 mg sample was found to yielodasggnal in
this instrument.

For samples with high vapor pressures (such as those discusSbdpter 5),
special Al sample pans (Perkin Elmer part #02190062ye used, which were
hermetically sealed by a crimping anvil (Perkin Elmer part #02190061avoid

deposition of harmful vapor on the DSC sample holder assembly.
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Figure 2.3 - The differential power from DSC in (a) a typical nonisothérsoan, with
the glass transition and crystallization temperatures latisletl and T;, respectively,
and (b) a typical isothermal DSC scan showing crystallizatioa gfass with a well

resolved peak in the measured signal.
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Differential thermal analysis (DTA) was used to determile liquidus
temperature (the temperature of complete melting) of fllaging a Setaram Labsys
DTA/DSC. DTA is similar to DSC, but in DTA the sample anderence pans are
heated/cooled identically by a common external furnace and the regomeedifference
between the sample and reference is measured. Samples fof Aheneasurements
were prepared by first filling a small ceramic crucibbeabout 1/3 of capacity with
alumina (AbOs3) powder. The sample was then pressed into the powder and theecrucibl
filled completely. The sample was completely surrounded by the groartd did not
touch the walls of the crucible, or the liquid sample would adhere toraictble wall. A
reference was prepared by filling an identical ceramic bleiavith alumina powder.
During operation, the DTA furnace was purged with high purity (99.99884)as at
36PSI and cooled with room-temperature water at 40 PSI. TheaB8eDTA used did
not have programmable calibration, but rather instrument offset wasnuieed by
measuring standards, and the offset recorded and used td coegsured data. Thus, it
was important to routinely measure the differential temperatigreal for Ag (melting
point 1235K) and Ni (melting point 1726K) to determine these offsetsaowede range

of temperature.

2.2.2.Low energy x-ray diffraction

Sample structures were analyzed from x-ray diffraction (XRidth a Rigaku
Geigerflex diffractometer in a reflection geometry with a K-a x-ray source X =
1.5418 A). Whenever possible, samples were powdered and the powder adhered t

glass slide using a small amount of petroleum jelly. Santipé¢scould not be powdered
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were either adhered to a glass slide with a small amountrolgaem jelly, or were taped
to an open aluminum slide to minimize the background contribution tnerglass slide.
Care was taken to arrange the ribbon sample such that the sienoé each ribbon was
facing up. The sides of the ribbon are unique; those that were irctotia the wheel

had a matte finish, while those that were away from the whewed more lustrous. The
side touching the wheel was studied by XRD, because the coolegythetre would be

fastest.

2.2.3.Microscopy methods

Microstructural characterization beyond that obtained from XRD pyeafrmed
using scanning electron microscopy (SEM) and transmission electramsgopy (TEM).
SEM recreates the surface topography of the sample froterechor emitted electrons
to generate an image with a large (on the order of miders)edepth of field. TEM is
performed in transmission geometry on thin samples, and the resmitarggraphs
provide 2-dimensional projections of 3-dimensional structures. Both techradjoes
for spectroscopy and diffraction experiments. Complete techretalsland discussions
of advanced techniques in SEM and TEM are beyond the scope of thés bugsnay be

found elsewhere [1, 2].

2.2.3.1.Scanning electron microscopy

Micrographs of as-prepared or heat-treated (annealed) samaleesuviere made
with scanning electron microscopy (SEM), with a resolution on therasf 10nm, using
a JEOL JSM-7001LVF FE-SEM. Experiments discussed in thissthese performed in

either secondary electron imaging (SEI) or backscattdestr@en (BSE) mode. In SEI
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mode the microscope raster-scans the area of interest witkelébron beam and
measures the intensity of low energy (<50eV) electrons exindttter inelastic scattering
of the incident beam, to recreate an image of the sample topggrdphBSE mode,
electrons backscattered from the sample surface by edastitering are measured at the
detector. SEI mode is useful for measuring topology, BSE commo$BSECOMPO)
mode detects regions of differing composition.

Energy dispersive spectroscopy (EDS) was performed using andOkiDS
apparatus coupled to the SEM. In EDS, electrons in the atoms @nipdesare excited
by the incident beam out of the ground state into higher enevgis| creating holes in
the lower energy levels, which are then filled by outertedes that “fall” into the lower
energy state. This results in the emission of charactexistys that vary for different

elements, which are measured by an x-ray detector to create a spectherstmple.

2.2.3.1.1. Sample preparation

Samples for SEM were prepared by a combination of grinding and eticharg
acid solution. Spherical samples from levitation studies (disdussg2.3.2) were first
attached to an aluminum post using Crystalbond 509 mounting adhesivstall@nyd
509 has a softening temperature around 70°C, which makes it ideal forimgcamd un-
mounting alloy samples without substantially heating them. Thewassfirst heated to
the desired temperature on a hot plate, and a small amount sivadagplied to the post
until it flowed. The sample was then placed in the adhesivewed to thermally
equilibrate, and a small amount of adhesive applied around the edge sdrmple for
added stability. The sample was then ground flat on one end lgppense of grinding

papers of 180, 400, 600 and 1000 grit, respectively. Grinding was finisteegawered
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grinding wheel using 1 micrometer alumina slurry followed byri8rometer alumina
slurry. Samples were then etched for 2 minutes in a soluti@0%fHydrofluoric acid,

30% Nitric acid, and 60% distilled water.

2.2.3.2.Transmission electron microscopy

Micrographs and diffraction measurements were made using tissiGMI
electron microscopy (TEM) on a JEOL 2000FX and a JEOL JEM-2100F. fofimer
was used for basic characterization and diffraction studidggsitan image resolution
limit of 3.1 A, which allows Fourier transform (FT) determinatifrdiffraction patterns
with a limit of wave vectors less than I* Awhich is not suitable to capture the dominant
order in the diffraction pattern. The latter was used for higleludon microscopy,
having a resolution limit of 2 A, which enables FT diffraction patteto be calculated
with wave vectors up to about 3*Awhich is suitable to observe the dominant order.
Both microscopes were operated in TEM imaging mode, and alignedadibdated
following the standard guidelines for the instrument. During intagitudies on the
JEOL 2000FX, the CCD was routinely calibrated to correct for -burof previously
measured, intense features. For the diffraction studies, invagesobtained on film
from selected area diffraction (SAD) using a range of exgosores above and below
that suggested automatically by the instrument control computed leaisthe maximum
intensity. In SAD measurements, the aperture that covereddlun of interest with the

least contribution from other areas was chosen.

2.2.3.2.1. Sample preparation
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For TEM it is necessary to prepare thin samples thatk®ron transparent
typically on the order of 100nm thick or less. All samples foMT&iscussed in this
dissertation were prepared from ribbons produced by the melt-spinmiogsprdiscussed
in 82.1.2. Samples were prepared in either of two ways: milling fmgused ion beam,
or powder preparation. All samples were placed on Cu TEM gridhgsed from
Structure Probe Incorporated (SPI).

The ion-milling was performed on either a Gatan model 600 dual ibroma
Gatan model 691 precision ion polishing system. The model 600 mill hayplid |
nitrogen cooling system, which cooled the sample during milling atutesl the effects
of sample heating from the ion beam. The model 691 mill used a Ewveegy and a
more focused beam for shorter periods of time. For some sampl&stier provided
better thinning, for some the latter, and for some a combinatidre a¢ivo was used. The
specific thinning sequence for a particular sample will be noted in the nespawpters.
Both milling systems operated under high vacuum®(@r). Milling on either system
was performed in two steps, a longer-time milling step aleffees until a visible hole
was produced, and a shorter polishing step at 12 degrees to smooth laedthumt the
edges of the milled section. Milled ribbon samples were mounted on Gm&0/50
folding double TEM grids (SPI part #2510C).

A powder method was used for brittle samples, for which ion-mil@g not
possible. Samples were powdered using a mortar and pestle andvtier peposited
onto a holey carbon grid, i.e. a 100 mesh Cu grid that was treated toncaritan,
perforated coating of C (SPI Inc.). The holey carbon grid wakeshan the sample

powder to achieve a good coating. Sufficiently small sample pibet adhered near a
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perforation on the C coating were examined using TEM. This mettaydnot capture

the bulk structure, as only the small grains that adhere to the grid arelimage

2.3.Electrostatic levitation (ESL)

A major portion of this dissertation work is focused on deternanaif liquid
structures and physical properties. As discussed in Chapter thfitevimethods were
developed to measure the properties of liquid samples in a high vaswirmonment in
the absence of crucibles or container walls. For this digertwork, electrostatic
levitation (ESL) was used to make these measurements on deepigamied liquids. In
§2.4.3, modifications to the ESL method that facilitated high energy xhffraction of
levitated liquidsin-situ will be discussed. That method is called Beamline Electrostat

Levitation (BESL), and comprises much of the work presented in this thesis.

2.3.1.Apparatus

The ESL apparatus is a high vacuum chambef {d®, generally achieved using
a turbomolecular pump) containing an electrode assembly for tlewitaf charged
samples in an electrostatic field (0-2 MV/m), and access fiatdacilitate experiments
for measurements of temperature, density, surface tension, aogdityisaf the liquid.
The original apparatus design was by Rhim and others at tReojetision Laboratory at
the California institute of technology [3], and further improvemen&ewmade by
Rulison, Watkins, and Zambrano at Space Systems/LORAL [4]. Tiee ldesign was
adopted and applied by Rogers and others at NASA Marshall Spmte Center
(MSFC), Huntsville, AL [5]. Very recently an ESL apparatus basn built in the

Laboratory for Materials Physics Research at Washington tiiyein St. Louis.
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However, all of the experiments discussed in this dissertatioa performed in 2007
using the ESL apparatus of Rogers at NASA MSFC.

A diagram of a typical ESL is shown in Figure 2.4, and a potdithe facility at
Washington University is shown in Figure 2.5. Levitation is achiéyed pair of z-axis
electrodes and four x-y positioning electrodes, all computer-comtnodimg a fast, active
feedback control system with input from position-sensitive dete¢t®&Ds), which
detect the sample position by measuring the shadow cast kyoleer positioning lasers.
In the NASA MSFC facility used for this work, the levitatedrgple was stable to within
50um. Charge was maintained on the sample via the photoelectrat &fien a UV
lamp, which did not significantly heat the sample. Controllediingatas achieved from
a laser; for the NASA MSFC facility a 50W Nd:YAG laseasvused. More complete

discussions of the hardware and software principles and desigivaneelsewhere [3, 4].

2.3.2.Sample preparation for levitation studies

Samples for levitation studies were prepared by arc-melsirgscribed in 82.1.1.
Approximately 0.5g ingots were made and broken into smaller pietesh were then
re-melted, at a lower current setting, to produce 1-2mm diamspteres with masses
between 20-60mg depending on the sample density. Each sample used wa&SL
preserved and cataloged for further study. The source matieiapeeparation of the
small ingots for levitation studies was also preserved. Samjglescataloged using the
naming/numbering system shown in Figure 2.6. In the experimentsrmped in
collaboration with NASA MSFC, samples were also assigned graggn of the form
STL###. For example, the sample BESL074203 of Figure 2.6 was agmnated

STL913.
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Figure 2.4 — A schematic diagram of the z-axis levitation electroded sample
positioning system (top) and a top-view schematic diagram of theperts and x-y

positioning electrodes for a typical ESL setup (bottom); images taken 3jom [
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Figure 2.5 —An image of the ESL chamber at Washington University and a firedni

image of the levitation electrode assembly; images courtesy of N.A. Mauro.
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Experiment name  Sample number Composition
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Sample batch Ingot number (optional)

Figure 2.6 — The cataloging scheme used for May 2007 and August 2007 levitation

experiments.

58



2.3.2.3.0xygen and impurity content in starting materials

Oxygen analysis was performed on a number of samples as-castftand
processing in the ESL/BESL. The analysis was performedrbiBxthew J. Kramer at
Ames Laboratory, Ames, lowa, USDOE using a Leco TC400C ineffugas analyzer.
ESL experiments performed in 2003 by T.H. Kim revealed a dependésapercooling
and formation of the quasicrystal phase on the elemental Zr usathpiespreparation.
Oxygen analysis was performed on some alloys studied here, ané eleitnents used in
their preparation. The results of the oxygen analysis for thiséd in preparation of Ti-
Zr-Ni alloys by Kim in 2003 (Alfa Aesar lot # D10N23, stock# 42558) ¢he new stock
used for this work (lot 826 prepared by Ames Lab in 2007) showed ansadreaygen
content (304ppm) for the Zr used in 2003 over that used in 2007 (202ppm). Thus, an
increase in oxygen for the Zr that facilitates icosahedraé@tiormation was observed,
which suggests that oxygen concentration plays a role in formatitime ajuasicrystal

phase; this should be considered in future ESL/BESL sample preparation

2.3.3.Data collection and analysis

Thermo-physical property data were collected on liquid abyples using ESL.
Temperature measurements were made as a function of timeansomical pyrometer

during heating and cooling of the sample. Such measurementpyrometers require

the total hemispherical emissivity;, which is, in principle, a temperature dependent

quantity&(T). Ideally,&(T) can be measured by a technique based on laser reflectivity

using rotating analyzer ellipsometry [6]. For this work, suamemasurement was not
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possible, andy(T) was assumed to be a constant, which is a reasonable approximation [7].

The particular values of the constant varied for each metalogr, ahd were determined
where possible by comparison of the measured melting temperatwepteviously
measured or published value.

Bulk density measurements were made using the improved photogesjgae
fitting and integration technique developed by Bradshaw and Hyersjodesan detail
elsewhere [8, 9], by R.W. Hyers and S. Canepari using a high resolutieo camera,
which captured a continuous image of the liquid sample during cooling.dataevere
analyzed at the University of Massachusetts, Amherst. The knossmeasured before
processing was divided by the volume, determined from the edgerfatid integration
procedure, to give the density of the liquid. Mass losses due to atiapaaffected the
density measurements. If the sample was processed multipe &t a high enough
temperature, a uniform shift in the observed density-temperature was observed for
each processing cycle. For most experiments performed heass losses were

negligible, and were ignored unless otherwise noted in the text.

2.4.High energy x-ray diffraction of liquids and glasses

Diffraction experiments were made on alloy liquids and amorphoigssasing
high energy x-rays from a synchrotron light source at the 6lbeamline of the
Advanced Photon Source (APS) at Argonne National Laboratory (ANbg APS is a
third-generation synchrotron source providing high energy, high brillieitegs from a

storage ring of greater than 350 meter diameter.
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Storage rings like this one at the APS maximize flux (numbgshotons per
second passing through a defined area) and brilliance (a meastne iotensity and
directionality of an x-ray beam). Higher flux is benefid@ar experiments that use the
entire, unfocused beam and higher brilliance is beneficial Xperanents requiring a
focused beam, such as diffraction in BESL. As of this writing, ARS& provides the

most brilliant x-rays available for research in the western hemisphere

Two types of diffraction experiments using synchrotron x-ragdascribed here:
diffraction studies from fixed-position solid samples, such asliiteglasses prepared by
the melt-spinning technique (described in 82.1.2) or slices of bulklimgfalsses, which
will be referred to as ‘stationary’ diffraction studies, anddss of liquids and the

resulting solids using the BESL.

2.4.1.General data collection and reduction methods

The methods for data reduction for both stationary diffraction stuwathd studies
in BESL have some commonality, and this section presents the mebaddspply to
both. The intensity of the diffracted beam was measuredfatr@ate detector. For the
stationary studies a MAR3450 image plate was used; for the Bi®lies a GE
Revolution 41-RT amorphous Si flat panel detector was used. Thedras&dure in
either configuration, after the desired alignment of the samaéeashieved, was to open
the x-ray shutter to allow diffraction from the sample, thepose the detector for a
specified amount of time and retrieve the intensity data from the dete@&aIl format.
Experiments of either type were performed in a transmissiongeoyni.e. the incident
beam impinged on one side of the sample and the Laue diffractiomesn®easured on

the other. Stoppage of the transmitted beam is an important tdcbomnsaderation.
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Details of the beam-stop mechanism for each configuration wdidmeissed later in this
chapter.

The integrated intensity measured at the detector facefuasctaon of scattered
wave vector|™(q), was determined using the program Fit2D (Figure 2.7), a general
purpose, freeware data analysis program [10]. More details ¢ftépsincluding macros
used for data processing, are given in Appendix 1. The total liquidtwe function
S(q) was generated fron™*(q) by first correcting for the scattering intensity frohet

sample chamber background,

17 (q) = 1 ™=(q) — 1 *°(q)
The background subtraction for BESL 2007 data was performed as partpi- a

processing step using batch processing scripts, details of witechlso provided in

Appendix 1. ) was generated from the corrected intensity as

A (@) -1 (@) - f ()’

S(a) = :
f(a)*
where the scale fact@ris defined by
_&A-y)
F=""pn

where £ is a detector-specific scaling to convert to electron unitss a multiple-
scattering term, P is the polarization factor, and A is an absorption conrgoten by

A= (t/cos@))expt/cos@)),
where t is the thickness, is the mass-absorption coefficient (obtained from standard

tables), and is half the scattering angle. The incoherent Compton scaftsrgiven by
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I"(g) [11], and f(q) is an atomic form factor [12].g(r) was calculated by Fourier

transform (see Chapter 1).

The analysis program PDFgetX2 [13] was used to gen&@teand G(r). The
software IDL Virtual Machine (VM) is necessary to run PDiXge and was installed
alongside it. PDFgetX2 has many adjustable parameters, anddegme® of empirical
optimization of variables was needed for the particular experisn The values of these
parameters used, and the method for optimizatidg@fandG(r) using PDFgetX2, for
all analyses discussed in this work, are provided in Appendix 1. Qoartant note is
the possibility of error introduced by applying the oblique incidence amndy

polarization corrections in both Fit2D and PDFgetx2; it is importantnake these

corrections in only one of the programs, not botlhis was found to be a major source of

error when applied improperly. In this work, the correction was nmadat2D (see

macros of Appendix 1).
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Figure 2.7— A Fit2D data processing window with an image of the measurexdsity at

the detector face for representative liquid scattering data.
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2.4.2.Stationary diffraction methods

This section provides an overview of the method for stationary diffrgcdetails
for particular samples will be presented in the respective aisaptRibbon samples
produced from the melt-spinning technique discussed in 82.1.2 were prepatéad 1”
x 1/16” aluminum slides with half-inch circular openings by stagKfor brittle ribbons)
or wrapping the sample (for ductile ribbons). A total thickness-2imim was desired.
For some samples a powder technique was used, in which a thickgrdid8”with a
small (3mm) opening was filled with the sample powder and seamdegither end with
Kapton tape. Samples of bulk metallic glasses (BMGs) wepaprd by first slicing the
ingots on a diamond saw (South Bay Technologies model 650), polished withit00 gr
sandpaper to achieve a smooth surface, and then mounted on an Al slaetgsithat

used for ribbons.

To reduce the contribution to the background intensity due to x-raiesegt
from air molecules, a beam flight path was designed and built to pramicracuated
path for the incident and diffracted beam, as shown in Figure 2.8onsisted of a
sample chamber, outfitted with a small goniometer on a movealdefaieoptimal
positioning of the sample, and a large cylindrical chamber for thec#d cone. The
output end was closed with a 1/8” thick polycarbonate exit window witf8ram
cylindrical Tungsten beam-stop, placed outside the chamblee aenhter of the window,
which was machined with a cupped end to trap the stopped beam and pdzeptfect

scattering. The entire chamber was evacuated usinglamemp to roughly 100mtorr.
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Figure 2.8 — A schematic drawing of the flight path used in the statioddfsaction

studies.
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The geometry of the cylinder and entrance and exit openings wametbdo achieve
scattering in the range from 0.8 to 18 far 100keV beam energy. This was calculated
from the relation

4 sing
= T , (2.5.1)
whereq is the scattered wave vector ahds half the scattering angle. In the example,
depicted schematically in Figure 2.9.a, the incident beam trawelsgh the flight path
and scatters off the sample At the Laue diffraction cone emerges along with the
transmitted beam, which are stopped by the container wBl| and the finite thickness
beam-stop aC, respectively. The angle formed between the AysandAB is defined
as twice the angl®, which was used with Eq. (2.5.1) to determine the maximum
availableg-range. The position of the sample (i.e. the length of theA@)ycould be
adjusted somewhat using the sled built into the sample holder agsgerablshown).
This provided an adjustable parameter when aligning the sampletocatly achieve a
better signal at the detector. The minimgraccessible was similarly calculated using

Equation 2.5.1, with respect to the finite thickness of the beam-sto Woicked part

of the lowq portion of the scattered beam, as shown in Figure 2.9.b.

The flight path is equipped with adjustable legs to achieve aéghon all axes,
i.e. pitch, roll, and yaw. It is important to align the flightlpah part so that the x-ray
beam is centered on the beam-stop. Edge effects and scdfitennthe beam-stop can

contribute to the background intensity measured on the detector for lower vadues of
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Figure 2.9— Schematic diagrams of the scattering of the incident beamtfie sample
mounted inside the beam flight path, used for the calculation of maxandmrminimum
g-range; the top figure (figure a) shows the rays used to atdctile maximung, the

bottom figure (figure b) shows the rays used to calculate the minonum
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Very short (1 second) exposures were made to determine beam sngeand
alignment of the flight path, adjustments were made, and thenignedlconfiguration
was locked into place. Diffraction from a Si-standard was atgmitant for calibration,
and was collected throughout the experiment. The standard used W&E SRM 640C

powdered Si.

For all samples, a short (10 second) exposure was made to detdéhmine
approximate counts per second incident on the detector, and then thegotalre time
was programmed. The MAR3450 detector saturated at around 65000 counts, so th
target exposure time produced around 50000 counts. These exposurespeated up

to ten times to produce a total intensity near 500000 counts.

2.4.2.4 Data reduction and background correction

A correction for the background is very important for weak scatfematerials,
such as metallic glasses, and the full nature of reprodugiiid background correction
at the point of data collection in the stationary diffraction expenits discussed here is
still being explored. The total counts per second incident on tleetdetand the signal
to noise ratio with respect to the background are influenced byescitidinges in the
sample mounting, as well as sample and detector alignment, argkesharthe incident
beam between exposures, all of which are difficult parametemntool, as reflected in a
somewhat erratic quality of the scattering data. The gépeocedure for collecting a
background file was to unload the sample slide from the flight pedd, and center an
empty slide of similar type, evacuate the flight path, and takexaosure of the same

time as that used for the data run.
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Raw data collected from the MAR3450 detector were processed thsirkgt2D
software to generate the integrated intensity for eachitiepeof exposure. A macro
was used to streamline the data analysis. The macro wagiedotti include the
calibration and beam centering information that was performelbse to the time of the
data collection as available, and in the same configuration. Apleamacro is
Aug08 noGEOcorr_080508 1031.mac, where the date/time information included in the
filename is that of the Si calibration used to determine thtamte and center. The text

of the macro is provided in Appendix 1.

An average intensity was determined for both the sample and backgribuhe.
background data were not collected using equal exposure timed tuf tha sample data,
the file with the longer exposure time was scaled to matchwitfathe shorter exposure
time. This was accomplished using information contained in the expatrilog file
setup.spec. The last line of each entry gives the monitor value, which septs the total

intensity of exposure. Thus, the intensity could be scaled as

wherem, (M, < my) is the monitor value for the shorter exposure, langl the intensity to
be downscaled. In principle this procedure could be implemented tpaisures, but it
remains to be demonstrated if this is needed. After the samseadd associated
background were processed, the background was subtracted from the data tteeg
corrected intensity. The .chi file containing the corrected irtiervgas supplied to
PDFgetX2 along with the physical parameters, as described in §82.4&n¢oate the

total structure facto®(q) and the reduced pair correlation funct(®fr).
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Filtering of the scattered x-ray beam with aluminum shieldiag also tested to
determine the effect on background correction and improved signalsi nadio. Al has
no absorption edge near the energy of x-rays used in this experibht¥ieV), so
filtering in this manner could absorb low energy radiation from feweace while
allowing the diffracted cone from the sample to pass througlosalmnaffected. A
sequence of increasingly thick Al sheets was placed betweesnthef the flight path
and the detector. Complete details of this experiment antsétsn data correction are

provided in Appendix 2.

2.4.3.Beamline Electrostatic Levitation

High energy x-ray diffraction studies of levitated liquid megtahd alloys were
madein situ using the previously described ESL apparatus from NASA MSFC, which
was modified to include Be entrance and exit windows for throwgtstnission of an x-
ray beam. The modified chamber was then located in the be&natptte 6ID-D high
energy station of the APS beamline at ANL This techniqueaked Beamline
Electrostatic Levitation, or BESL. A schematic of the medifsetup is shown in Figure
2.10. As already mentioned, a GE 41-RT Revolution detector was mddSL. A
complete technical description this detector in x-ray diffractitgasurements using a
synchrotron source can be found elsewhere [14]. The BESL method Inaddseebed

elsewhere [15], but two important modifications were made in Aud@Q7.
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Figure 2.10— A schematic of the ESL chamber modified for diffraction expents (the

schematic shown is for the WU-BESL).
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First, a 3.4mm diameter Pb beam stop was placed just beyond &xit Bendow,
rather than at the detector face, which reduced forward beam air sgadtsliminimized
the contribution to the background from scattering of the polycrystallie window;
second, to reduce stray radiation entering the chamber, an evacuated dagvattigvas
placed between the x-ray source and the Be entrance window, andtareap@de from
machinable tungsten was placed just upstream of the entrance winddvese
modifications gave improved data quality over that collected in previously using. BES

In BESL, the diffraction measurement is coupled in real timéhe previously
described thermo-physical properties measurements of ESL. ddmgigy (125keV) x-
ray diffraction was performed for all samples studied using éooling and step-cooling
temperature-time profiles. For free cooling, the heating laeeer was turned off when
the desired temperature was reached, typically around 100°C above ettiegm
temperature, and the sample allowed to cool by radiative emissiogh vacuum with a
nominal 1hz sampling rate of the detector during cooling. For stemgodiie heating
laser power was turned down in steps that corresponded to 50-100°C misr@mihe
measured sample temperature, and 15-second detector exposure&evess &ach step
at a nominal 1Hz sampling rate, with each step followed by a ddiideexposure with
the shutter closed to clear the detector elements of residual intensity.

Examples of free cooling and step-cooling temperature-time careeshown in
Figure 2.11, with the time between the x-ray shutter opening asshglindicated by red
boxes. The shutter was coupled to the pyrometer readout to produicary voltage
signal, recorded in the data file, at the time when the shwégropened or closed. This

was used to determine the temperature of each frame froen doeling data.
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2.5. Simulation and analysis methods

Atomic positions were determined from the scattering data using adeeMente
Carlo (RMC) simulation. Configurations generated from RMCenstraracterized using
two distinct but complimentary analysis methods: the index sclenioneycutt and
Anderson (HA index) [16] and the Bond Orientational Order paramB@0O] analysis
developed by Steinhardt, Nelson, and Ronchetti [17]. The theoretical fbagach is
provided in Chapter 1. All simulation and analysis programs wamneon either a
2.66GHz Intel Pentium D dual-core processor with 1.0Gb RAM or a 2.40GelzCore
2 Quad quad-core processor with 2.0Gb RAM, both in an Ubuntu Linux 8.04

environment, using the Wine Windows environment when needed.

2.5.1.Reverse Monte Carlo simulation

As described in Chapter 1 and elsewhere [18], RMC uses a oajeampling
algorithm with Monte Carlo moves of atoms to generate atomiggroafions that best
match input experimental data. A random starting configuration wsasl for all
simulations discussed in this thesis unless otherwise noted. In@meiars to the
simulation were the number density, inter-atomic cutoff distancesximum atomic
move distances, interaction coefficients, and the input scatteriag datmber densities
were determined from measured densities at the appropragetature. Inter-atomic
cutoff distances were determined from an optimization method desdaber in this
section. Maximum move distances could be optimized empiricallythbuguality of fit

was not strongly dependent on this value; a value of 0.3 was usédased considered.
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Interaction coefficients were determined from the Faber-Zimanulation described in
Chapter 1.

Input scattering data provided were eit&gg) or g(r). When usingy(r) as input
data, it is important to note that PDFgetX2 outputs the fun&iph the two of which

are related as

| G(r)
g(r)—Lﬂrp0 +1]

wherepg is the number density. When optimizing the RMC simulation, it waseimes
the case thag(r) or §g) would provide a better fit, although there was no generally
preferred method. In later chapters, when a difference wasveldsié will be noted in

the text. A sample RMC input file used in this work is provided in Figure 2.12.

2.5.1.5.Method for optimizing atomic cutoff distances

Cutoff distances were initially estimated by the atomiengiger of each element
and the appropriate permutations for the interaction terms, taken dtomic radii
provided by a standard periodic table of the elements [19]. Distameee refined by
repeatedly running the simulation and modifying the cutoff distanegsrdduce the
smoothest possible partig(r) curves, following the procedure of Kim [20]. Figure 2.13
shows a comparison of non-smooth partigf) curves and smooth curves after

refinement of the inter-atomic cutoff distances.
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STL907 Zr54Cu46 at 1100C run4d

0.0530 I number density

2.252.20 2.10 I cut offs

0.30.30.3 I maximum moves

0.05552 I'r spacing

false. I moveout option

0 I number of configurations to collect
1000 I step for printing

1000 20 I time limit (total time), time for saving
0100 I sets of experiments
STL907_Zr54Cu46_1100C_Sq.dat

3884 I points to use

1.0 I const. to subtract

0.3822 0.2360 0.1458 I coeff.

0.005 I'sigma

false. I renormalise

true. I offset

0 I'no of coord. constr,

0 I'no of av. coord. contsr.

false. I potential

Figure 2.12— An RMC input file for a Zr-Cu liquid at 1100°C
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g(r)

g(r)

r(A)

Figure 2.13 — The partial g(r)’s generated by RMC for a Zr-Cu liquid (ajolee

optimization of cutoff distances and (b) after optimization.
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2.5.2.Methods for characterization of liquid structures

As already mentioned, HA index and BOO analyses were used tctéaze the
structures from RMC. Briefly, the HA analysis indexes a paot of atoms based on the
number of neighbors and the number of bonds connecting those neighbors. waythis
the frequencies of both fully formed and partially formed clustezsdetected. The BOO
parameter analysis uses the bond angles between an atom emttéreot a cluster and
vertex atoms to form an average order parametewlgch is expressed in terms of bond
spherical harmonics. The BOO analysis measures the freqoémegre fully formed
clusters. Thus the two measures provide somewhat different, but ic@niary
information.

The bond cutoff distance is an important input parameter in both analgtisds.
This was calculated from theposition of the first minimum in the radial distribution

function, defined as
RDF = 471 %p,g(r),

divided by the edge length of the ‘box’ containing the atoms (a qualetieymined when
the input density of atoms is mapped into a cube of equal densiy,tkat all atom
coordinates have values between 0 and 1), which is printed in thelelggrierated by
RMC. The HA analysis was implemented by running the progt&mmdexfinal.out in

the Linux command line with the final configuration from RMC as inplihe resultant
collection of HA indices was sorted by running the progké#sortfinal.out. The BOO
analysis was implemented by running the progB@®0803.exe, in a Linux command
line using the Wine Windows environment, with the final configuratrmmfRMC as

input. The results were sorted by running the proggid803.exe.
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2.6. Summary

In this chapter experimental and analysis methods for many axiheriments
performed for this dissertation work were presented. This cordpsaaple preparation
and reproducibility, basic characterization of thermo-physicabpgmnties and
microstructure, and advanced techniques for high energy x-rayctidfia The methods
of simulation and modeling of diffraction data to determine atomictipnsiand local
order in liquids and amorphous solids were also presented. Instructiolasaoanalysis

methods were provided, with further information in Appendices 1 and
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Chapter 3

Phase Formation and Supercooled Liquid
Structure in Ti 4521 3s.HfxNi;7 Alloys

3.1.Introduction and background

Since the discovery of quasicrystalline and amorphous phasesandrzr-based
alloys, there has been interest in studying the effeatermposition on phase formation
in these systems. This chapter presents the results of addttity structures, physical
properties, and phase transitions insdiiizsHfxNii7 liquids. Before discussing these
results, it is useful to review the previous studies by this group and others.

Huett [1], from this group, discovered a rather sharp phase fambtundary
when Hf was substituted for Zr ins5ZragNi17 (thusTissZr(ss»HfxNii7) in 3% increments.
A transition in the phases formed was observed for samples piepatie by rapid
guenching using the melt-spinning technique and for cast samples prdpararc-
melting on a water-cooled Cu hearth, although the Hf-concentratsmciated with the
phase formation boundary varied slightly between the two method€(egeer 2 for a
detailed discussion of these techniques for sample preparatidm@.atdmic structures
were determined using the X-ray diffraction (XRD) method disligs chapter 2, which
revealed the phase formation boundary for both rapidly quenched andacasles.
Figure 3.1 and Figure 3.2 show the intensity measured from XRB fasction of
scattering angld(26), with changing Hf concentration for the quenched and cast samples,

respectively.
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Icosahedral v Ti,Ni Type

30 35 40 45 50 55 60 65 70 75 80
20 (deg)

Figure 3.1 - The X-ray diffraction peaks for as-quenched samples @ 3s.HfxNi17
as a function of Hf content, x, obtained from low energy XRD menmnts; the
intensity is represented by the color scale, witlo@ the abscissa and Hf concentration

on the ordinate; image from [1].
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A C14 Laves v Ti,Ni Type

o W o o

A
30 35 40 45 50 55 60 65 70 75 80
20 (deg)

Figure 3.2 — The X-ray diffraction peaks for as-cast samples @ZTsxHfNi17 as a
function of Hf content, x, obtained from low energy XRD measurem#rggntensity is

represented by the color scale, with @ the abscissa and Hf concentration on the

ordinate; image from [1].
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In the cast samples, the phase formation boundary was observed 11886 15.
Below this Hf concentration the C14 Laves phase (space group P63/omnototype
MgZn,) forms, while for higher Hf concentrations &Ni-type phase (a large unit cell
fcc phase, space group Fd3m, Pearson symbol cF96) forms. Thersfwaftthe C14
and TpNi phases are shown in Figure 3.3. The phase formation bouiodagyenched
samples is near 18-21% Hf. On the Zr-rich side of this boundarpasition, the
icosahedral quasicrystal phase (i-phase) forms as the dominant(pbasehapter 1 and
[2] for a discussion of quasicrystals and rational approximants)(BAthe quasicrystal).
On the Hf-rich side, samples contain a phase mixture of the i-@Eraba TiNi-type
phase. For all samples, regardless of Hf concentration, small ayafuhe hexagonally
close-packed (hcpy(Ti/Zr/Hf/Ni) solid solution phase were also present. This ehas
forms by a solid state transition from {@i/Zr/Hf/Ni) body-centered cubic (bcc) phase,
which will be discussed in detail later in this chapter.

Huett also showed that rapidly quencheghold+HfxNiy alloys can form metallic
glasses and RAs, phases not found in the Ti-Zr-Ni alloys. Pphase, 3/2 RA, and the
C14 and TiNi phases, as well as the glass, all contain local polyedrahorder, though
to different degrees. In Ti-Zr-Ni, the development of icosaheshalt-range order
(ISRO) in the supercooled liquid has been shown to dramatically itheenucleation
barrier for the i-phase [3]. ISRO has been demonstrated asuke of the geometrical
frustration underlying the glass transition and argued as impddamiproved glass
formation [4, 5]. Changes in ISRO in the liquid with changing comiposare thus
important to phase formation. The (Ti/Zr)-Ni phase diagram has bemlied using

BESL [6, 7], and the phases formed were found to be sensitive to ttenbintration.
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Figure 3.3— A representation of the C14 (left) andNii(right) structures; from [8].
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Other Ti-Zr-Hf-Ni alloys with 17 at.% have been studied, includipdghsu and
Ranganathan [9], who studied changes in phase formation in rapidly gdenche
Tis Zr/Hf) 41 Niz as a function of Zr/Hf composition. In that study both alloys. (i.
containing Zr or Hf) could be quenched to form an amorphous phase, bgeshaere
observed in the crystallization behavior during devitrification. a&la&y containing Zr
had a complex crystallization sequence, beginning with the loweteture precipitation
of a nanoquasicrystalline phase from the amorphous phase; thiomnaedfto a cF96
phase when fully crystallized. The alloy with Hf exhibited ooy transition, directly to
a cF96 phase; this occurred more slowly than the transformatiahe ialloy with Zr.
While these reports indicated changes in phase formation andstmimtural evolution
on transformation in these alloys, which is correlated withsthwstitution of Hf for Zr,
the underlying causes of this are not well understood.

That substitution of Hf for Zr can have a dramatic effect on pfaasgation and
physical properties is surprising given that Zr and Hf areosinchemically identical,
with properties summarized in Table 3.1. The similarity in &®ize can be attributed
to the Lanthanide contraction (poor shielding of the nuclear chargéf lejectrons),
affecting the transition metals following the Lanthanides; ia tlsise Hf. Zr and Hf also
typically exhibit similar chemistry, due to similar outer lsheectrons (4d and 5d,

respectively). Zr and Hf are thus difficult to separate inpifeeluction of pure metals.
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Table 3.1- A Comparison of the Properties of Zr and Hf.

Zr Hf
Atomic radius (A) 2.16 2.16
lonic radius (A) 0.72 0.71
Covalent radius (A) 1.45 1.44
Room temperature crystal structure | Hexagonal | Hexagonal
Melting point (K) 2128 2504
Electron configuration [Kr]5s°4d | [Xel4f 655
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The purpose of the study presented in this chapter was to exdrainge of Hf
on phase formation in Ti-Zr-Hf-Ni alloys. The structuregqtilibrium and supercooled
liquid TissZrzsxHfxNiizalloys and the products of their solidification were determined
for a range of compositions from situ diffraction studies using the BESL technique.
The density and other thermo-physical properties of the liquid k@ measured
directly, and scanning electron microscope (SEM) studies werk tasdetermine the
solidification microstructures. From these measurements, cHemamch topological
changes in the liquids and solidification products were determineddprgview insight
into the relationship between the liquid structure and phase formation. These results we
combined with simulation and modeling studies to determine the influEndé on the
liquids and solids and on the physical properties of these phasese fdsellts are
presented and discussed, paying particular attention to correlatitnghe solid phase

formation boundary discovered by Huett.
3.2. Experimental methods

3.2.1.Sample preparation

Samples for the BESL experiment were prepared by artAgeds described in
Chapter 2. Variations in the oxygen impurity concentration of thes2d in sample
preparation cause variations in the supercooling limit and phasatfon in other Ti-Zr-
Ni alloys. Thus samples were prepared in different batabiesy different sources for
the Zr. The stock and lot numbers, purity, and oxygen concentratiomeaaurce
elements (measured as described in Chapter 2) are listedblie 3.2. Table 3.3 lists the

catalog numbers, source materials, and the oxygen concentratibiessaintples studied.
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Table 3.2— The cataloging information for elements used in sample preparation.

Element | Batch | Company | Purity (%) | Lot# Stock# Oxygen
(Ppm)

Zr 01 Alfa Aesar | 99.97 D10N23| 42558 304

Zr 03 AML n/a 826 n/a 202

Hf 01 Aldrich 99.97 03072842 nla 183

Hf 02 Alfa Aesar | 99.97 A19KO06 39711 135

Ni 01 Alfa Aesar | 99.999 D18M33| 42333 87

Ti 01 Alfa Aesar | 99.999 C18Q29 42394 448
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Table 3.3— The sample ID numbers, elements used, and alloy oxygen concentrations.

Sample ID # Composition Zr batch | Hf batch | Oxygen (ppm)
BESL-073801 TisZr3sNiq7 01 n/a 483
BESL-073901 TisZroeHf12Ni17 01 01 351
BESL-074203 TisZrooHf18Ni17 03 01 370
BESL-074003 TisZr17Hf21Ni17 03 01 296
BESL-074301 TisHf3gNi17 n/a 01 307
BESL-074001 TisZr17Hf21Ni17 01 01 296
BESL-073803 TisZr3gNis7 03 n/a 378
BESL-074103 TisZr11Hf27Ni17 03 01 289
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3.2.2.Liquid structure determination

The liquid structure factor(q), and its Fourier transform, the pair correlation
function, g(r), were determined from the corrected scattered intensilyagatiescribed in
Chapter 1. Diffraction measurements were made using the B&®hique, and data
were analyzed using the PDFgetX2 software [10], using the methodsbeéedsin
Chapter 2. Hf has an absorption edge near 125keV, the energy of usex/sn this
study, causing it to fluoresce. The uniform background in the mebsuensity due to
the fluorescence was removed by adjusting a subtracted valughentilscillations in
S(q) decayed asymptotically to unity. A plot of the fluorescecoerection with

increasing Hf concentration is shown in Figure 3.4.

3.2.3. Determination of liquidus temperatures by différ@rnthermal
analysis

The liquidus temperature, or temperature of complete meltingeoéltoy, is an
important quantity in supercooling studies. It can, in principle,nesasured by
differential thermal analysis (DTA, described in Chapter Z)etermination of the
liquidus temperature using DTA can be difficult, since the medsuaifferential
temperature signal upon crossing the liquidus is very weak. In #senrstudy, the
differential temperature was measured while the furnace tatojpe was ramped up and
down, as depicted in Figure 3.5. For all DTA experiments, date adjusted for
instrument offset using measurements of Ni and Ag standardseraod bars were
estimated from the scatter in the data. A further discussitimediquidus determination

will be given in 83.3.1.
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Figure 3.4— The fluorescence correction applied to the scattered intexssayfunction
of Hf content (black points) and quadratic fit (red line), that migis a <Z3 type
dependence, as expected from the quantum mechanical treatmardre$dence, with

R?=0.9993.

93



I T T T T T T T
1400} .
)
o 12000 .
]
S
S 1000} -
e
©
S
L 8oof -
5
— 600} .
400} .
|

0 10000 20000 30000
Time (seconds)

Figure 3.5— A typical temperature-time sequence used irxXhA liquidus temperature

measurements.
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3.3.Results

3.3.1.Liquid supercooling and liquidus determination

Using ESL (with the method described in Chaptertt®) temperature of the
levitated liquid during free-cooling in vacuum wagasured as a function of time. These
measurements were made forsZisHf«Niiz alloys for a range of Hf concentrations
above and below the value corresponding to theeptmmation boundary (x = 0, 12, 18,
21, 38). The cooling rates were approximately 20ik/the temperature range studied.
The phase formation sequence in BESL was similénagbof quenched and cast samples
(83.1). Primary crystallization produced f@i/Zr/Hf/Ni) BCC solid solution phase for
all compositions studied. Secondary crystallizapooduced either the C14 or theNir
type phase, depending on composition, and pie/Zr/Hf/Ni) transformed at lower
temperatures to thgTi/Zr/Hf/Ni) HCP phase, completing the crystallie sequence.

The temperatures as a function of time during @eeling for all alloy
compositions studied are shown in Figure 3.6. eidu7 shows a plot of the onset of
primary recalescence to tR€Ti/Zr/Hf/Ni) phase (also the lowest liquid temptena), the
highest temperature achieved during primary recatese (here called the offset
temperature), the onset of secondary recalesceacd, the offset of secondary
recalescence for all samples. The peaks in th@dmture-time plot associated with
recalescence of th@(Ti/Zr/Hf/INi) were integrated to estimate the rélat volume
fractions of the liquid that crystallized f) the areas and heights as a function of Hf
concentration are shown in Figure 3.8. Both theaand the height are maximal at a

composition near that of the phase formation bonnda
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Figure 3.6— The temperature measured as a function of tsmegUESL, for Ti45Zr(38-
X)HfXNi17 liquids for (&) x = 0, (b) x = 12, (c)x 21, and (d) x = 38 (the curve for x =
18 is not shown); the formation of the high tempaeaf(Ti/Zr/Hf/INi) solid solution
phase from the liquid is indicated By the formation of the secondary phase (C14 or

Ti2Ni) is indicated by S, and the low temperatu transition is indicated by.
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Figure 3.7— The onset and offset temperatures of primarysaéedndary recalescence as
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The temperature of a plateau following primary leseence is a good measure of the
liquidus temperature; if no plateau is observedyéer, the offset cannot be assumed to
equal the liquidus temperature. The latter wascdde for all compositions studied,
which indicates that there was insufficient healeased during solidification to
compensate for sample cooling. Thus, the liquigmsperatures were estimated using
two methods other than the temperature-time cuile first was DTA using the ramped
heating/cooling described in 83.2.3. The other bhased on an empirical method using
diffraction data. (The diffraction data will be disssed in detail with regard to liquid
structure in 83.3.2.1, here they are used onlg$&imating the liquidus.)

Figure 3.9 shows the measured differential tempegarom DTA,ATpra, as a
function of furnace temperature, T, in the rangevben 1000 and 1200°C, for the alloy
containing no Hf. A subtle inflection between 10&8d 1060°C was observed during
cooling, but varied in temperature depending ondyrde. Features of this type were
associated with the liquidus temperatures for alhgositions. For comparison, the
liquidus temperature for the alloy with 0 at.% Hifshbeen measured to be 1060°C using
ESL [6]. For all alloys the liquidus was deterndnen cooling; the lowest value of the
temperature inflection observed from all 3 cycleaswrecorded as the liquidus

temperature.
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Figure 3.9— The measured differential temperature in theyaNith 0 at.% Hf, showing

a subtle inflection when crossing the liquidus tenagure.
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The Hansen-Verlet freezing criterion [11] statest tfior a pure elemern§qp), the
value of the first peak in the structure factortlod liquid, where gis the wave vector
corresponding to the center of the peak, has &pkat value at the melting temperature,
ie.

Sqo) = 2.8.

A full interpretation of this criterion and its d@tion are given elsewhere [12]. It was
applied here as another method for determining lidnedus temperatures, although
further examination of its validity for alloys isamranted. At 1060°C, the previously
measured value of the liquidus temperature fQgZFigNii7, the diffraction results gave
Sqo) = 2.9, close to the value predicted for pure elets1 Estimates for the liquidus
temperatures for the other alloy compositions wererefore made by plotting the
intensity of the first peak as a function of tengtere and interpolating to find the
temperature wher§(qp) = 2.9. A comparison of the liquidus temperatudtetermined by
this method and by the DTA method is shown in Fegaif 0.

The results of these two methods were averagedusmy the average liquidus

values, the reduced supercoolifig, was computed as a function of Hf concentration.

T = (TI =T, )/T :
where the temperature is measured in Kelvin. Asudised in Chapter 1, this quantity
provides a useful measure of the nucleation baamet is used to estimate the driving
free energy of solidification of the melt at theakescence temperature. Larger values of
the reduced supercooling indicate that the nudeaind growth of the crystal phase are

more difficult than for liquids with smaller values T,,. The reduced supercooling as a

function of Hf concentration is shown in Figure B.1
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The TusZrzsxHfxNii7 alloys showed a high reduced supercooling, achiean
value forT, that is greater than 0.25 for x = 38. This igiéarthan previously observed
in other Ti- Zr-Ni alloys studied using ESL [6]. h@se values were determined with
respect to the primary crystallizing phaB€ri/Zr/Hf/Ni). Much of the sample remained
as a metastable liquid after primary recalescenoé, that liquid crystallized to the
secondary phase (either C14 or the Ti2Ni-type)usTlt was also useful to estimate the
reduced supercooling of the secondary phase rel&tithe solidus temperaturg,(the

temperature of partial melting of a phase mixtureis constructed quantity was defined

_ (Ts _Tr)
Trs - Ts .

where T, is the recalescence temperature of the secondayep A plot ofT,s as a

as

function of Hf concentration is shown in Figure 8.1A dramatic increase in reduced
supercooling is observed between the endpoint ceitipas (X = 0 and x = 38), with a
shallow minimum near the phase formation boundargese data suggest that the local
structures of the liquid and crystal phases becafightly more compatible with
increasing Hf up to the phase formation boundamhmmsition, and quickly become
incompatible for greater Hf concentrations. Itingportant to note that the reduced
supercooling for the primary crystallizing phasea ismooth function of Hf concentration,
showing little change on crossing the phase foonatooundary. In contrast, the
secondary recalescence of the residual liquid neimgiafter primary crystallization does
reflect the presence of the phase formation boyndarhis result will be discussed

further in 83.5.
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Another important consideration is the solubilitiy i in B(Ti/Zr/Hf/Ni). From the
binary phase diagrams [13], there is no solubdityNi in B(Hf), some limited solubility
(2%) of Ni inB(Zr) and about 10% solubility iA(Ti). This implies that, with increasing
Hf concentration irg, the remaining liquid after primary recalescendélve richer in Ni
than in the homogeneous alloy liquid. These effedtl be illustrated in the following

sections, and discussed further in 83.5.

3.3.2.Structural studies

3.3.2.1.Liquid structure

Representativ&(q) results from the step-cooling experiments, andmifcations
of the first and second peaks, for the alloy witha2.% Hf are shown in Figure 3.13.a-c.
From Figure 3.13.c, the intensity on the low-q stdethe second peak increases with
supercooling; this has been argued to indicateeas®d icosahedral short-range order
(ISRO) in the liquid [7]. Figure 3.14.a-b show timeasuredy(q) and calculatedy(r),
respectively, for the alloys with x = 12, 18, 2hda38 at approximately the same fraction
of the melting temperature. Figure 3.15.a-b shbevfirst and second peak positions,
respectively, ing(r) for all Hf concentrations at the liquidus tempgera. An
approximately monotonic increase in the first pgaisition, up to about 1%, was
observed with increasing Hf concentration, indiogtian increase in the average
separation distance between the first neighbor sitoihe evolution of the second peak
position is greatest near the phase formation bamyncbmposition, between x = 18 and x
= 21, reflecting an expansion then a contractiorthef average second neighbor atom

separation in the liquid.
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Figure 3.13— (a) TheSq) data for liquid TisZr;7Hf21Ni;7 taken at several temperatures
during step-cooling; magnified images of (b) thestfipeak in§g) and (c) the second

peak, showing development of the low-q shoulder.
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Figure 3.14— The total structure factor§(q), (a) and pair distribution functiong(r), (b)
for liquid TissZrssHIxNip7 for several Hf concentrations at approximately Haene

reduced temperature.
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Thus, it is the second nearest neighbor distanat dbrrelates with the crystal phase
selection, not the nearest neighbor distance. r&i§uL6 gives the position of the first
peak in§qg) with changing Hf concentration, at the liquidwsmperature, showing a
shallow minimum near the phase formation boundamgmosition.

The coordination number for the nearest neighb@s determined by integration

of the radial distribution function, obtained frayfr) as
RDF = 47ar°g(r).

The coordination numbez, is then given by
fo
Z= j47zrzg(r)dr,
0

since integration of this function up te will yield the total number of atoms at that
distance. A decrease was observed in the coomlmatimber calculated for the nearest
neighbors (Figure 3.17), obtained from integratd®DF up to the first minimum. The
coordination number decreases from 14.25 to 13.B2 the addition of 12 at.% Hf.
With further addition of Hf, it decreases slightlgenh increases, forming a shallow
minimum near the phase formation boundary compositilt should be noted, however,

that this minimum is largely within the experimdreeror.

3.3.2.2.Crystal structures in BESL

Diffraction studies of the primary and secondarystallizing phases for all
compositions were also made using BESL with frealing. Fluorescence effects were
negligible due to the strong scattering of the talyphases. As already discussed, the

primary crystallizing phase is the high temperat@@i/Zr/Hf/Ni) solid solution.
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Representative plots of the diffracted intensifasp for x=0, 12 and 18 are shown in
Figure 3.18. Interestingly, the bcc lattice consta, decreases with increasing Hf
concentration (Figure 3.19). The cause of theragtion is an increasing number of Ni-
Ti bonds, which will be explained in 83.3.2.3.

As previously mentioned, which phases are formedindu secondary
crystallization depends on the Hf concentrationtted alloy. A Rietveld refinement,
using the GSAS software with the EXPGUI graphicahtend [14], was made on the
diffracted intensity measurements following thessetrecalescence and before the low
temperaturen-p transition. The results of the refinement confitme formation of the
C14 (P63/mmc) phase during the second recalesémroethe TisZr(ss.HfxNiy7liquid
for x = 0, 12, and 18 and ajNi-type structure (cF96) for x = 21 and 38. Far al
compositions the primar(Ti/Zr/Hf/INi) phase was included in the refinemerithe best
convergence was obtained assuming only the C1Heor gNi-type secondary phase; no
case of a mixed secondary phase was observed. ltReguthe refinement for
TissZrooHf18Ni17 after secondary recalescence with the first foreflections marked, and
with all reflections for both phases marked arewshan Figure 3.20. The results for
TissHf3gNig7 are shown in Figure 3.21. From these figures @vident that there is a high
degree of overlap between tBediffraction peaks and the peaks from the secondary

crystallization for all Hf concentrations.
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Figure 3.18— The x-ray diffraction data fg¥(Ti/Zr/Hf/Ni) for several Hf concentrations

showing characteristic BCC diffraction peaks.
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Figure 3.19— The measured lattice parameter, a,p{di/Zr/Hf/Ni) at 863 + 3 °C as a
function of Hf concentrationxf in the ThsZrzsxHfxNiq7alloy, showing a decrease with

increasing Hf.
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3.3.2.3.SEM studies of solidification microstructures

Micrographs from scanning electron microscopy (SEs!,described in Chapter
2) were made in secondary electron imaging (SEentor ESL-processed 4BZr ss-
wHfxNiizsamples. These results show that the microstegtamd phase formation are a
function of the Hf concentration of the liquids, agreement with the results already
discussed. A micrograph of the,3rsgNi;z sample is shown in Figure 3.22. 1t is
evident that two qualitatively different regiongrieed during solidification. There are
dark, circular (likely spherical) grains of one paaand a lightly colored phase that fills
the intermediate spaces between the circular gratiggire 3.23 shows micrographs from
TissZrasxHIxNiizsamples for x = 0, 18, 21, and 38. The averagedfizhe dark grains
decreased with increasing Hf concentration of theids. For x = 0, the average grain
diameter was about jifh, for x = 18 it was aboutyn. For x = 21 the grains became
less circular and were often elongated or morgudee. For x = 38 the dark grains were
again irregular and the average diameters of eitieedark or light grains was aboyin.

Energy dispersive x-ray spectroscopy (EDS) measem&sn as described in
Chapter 2, confirmed the expected partitioning ofm\all samples. Results of the EDS
measurementare shown in Figure 3.24 through Figure 3.27. Witbreasing Hf
concentration in the alloys, the remaining liquittaprimary recalescence was richer in
Ni than thep-phase, as already discussed. These results, shggest that the lightly
colored regions correspond to the secondary phadgdhe dark colored regions to the

a(Ti/Zr/HfINi) that forms from the a-f transition.
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Figure 3.22 - A SEM micrograph of a 74Zr3sNii; sample after solidification of the
liquid in BESL showing two distinct phase regiom$iase identification was inferred

from EDS data.
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Figure 3.23— SEM micrographs of TdZrss«HfNiizsamples solidified from the liquid

in BESL for (&) x =0, (b) x = 18, (c) x = 21, a(d) x = 38.
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Ti kal
Figure 3.24 — Elemental maps for Ti, from EDS data, fous&izsxHfxNiiz samples

solidified from the liquid in BESL for (a) x = Ob) x = 18, (c) x = 21, and (d) x = 38.
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ZrLal
Figure 3.25— Elemental maps for Zr, from EDS data, fousZizsxHfxNi1; samples

solidified from the liquid in BESL for (a) x = Ob) x = 18, and (c) x = 21.
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Hf Lat
Figure 3.26 — Elemental maps for Hf, from EDS data, fousZizsxHfxNiiz samples

solidified from the liquid in BESL for (a) x = 18p) x = 21, and (c) x = 38.
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Figure 3.27 — Elemental maps for Ni, from EDS data, fous&izsHfxNiiz samples

solidified from the liquid in BESL for (a) x = Ob] x = 18, (c) x = 21, and (d) x = 38.
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From Figure 3.24 and Figure 3.27, respectivelyadd Ni were partitioned in all
samples studied. From Figure 3.25 and Figure 3eXpectively, an interesting decrease
in the partitioning of Zr, and little or no parthing of Hf were seen with increasing Hf.
Further, EDS measurements were made on graing affphase for x = 0, 18, and 38; the
results are given in Table 3.4. These results dhatvthea-phase is, in fact, becoming
slightly richer in Ni as the Hf concentration oktktarting alloy is increased, although it
is still depleted with respect to the compositiontiee homogeneous liquid before
solidification. This result explains the shrinkiggain size and the decrease in the BCC
lattice parameter. The grain size is determinggiin by diffusion of Ni into th@-phase
regions and, based on the relative solubilitie®ioin Hf and Zr, an increase in Hf and
decrease in Zr would slow the diffusion of Ni. @Jswith increasing Ni in th@-phase,
there will be more of the shorter Ni-Ti bonds, legdto the decreased lattice parameter
with increasing Hf concentration. Further implicats of these results will be discussed

in 83.5.

3.3.3.Liquid density and physical properties

The density was measured fousFirzsxHfxNi17 liquids for all values ok by Dr.
Robert Hyers at the University of Massachusetts héwst, MA (see Chapter 2). The
number density, or atomic volume (atom$/Avas calculated from the bulk density by
normalization using the atomic weight of the allof.plot of the number density for all
samples, as a function of temperature, is showifignre 3.28. The number density at
the liquidus temperature was determined as a fomaf Hf concentration, and shows a

maximum near the phase formation boundary compeaositi(Figure 3.29).
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Table 3.4 — The compositions of th@-phase grains, and composition ratios, for

Ti45Zr(38-x)HfxNil7 samples for various valuesxpimeasured by EDS.

X Ti Zr Hf Ni Ti:(Zr/Hf) Ti:Ni

(at %) (at %) (at %) (at %) ratio ratio
0 51.25 46.27 - 2.48 1.11 20.67
18 53.48 23.26 18.76 4.50 1.27 11.88
38 60.20 - 32.76 7.03 1.84 8.56
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Figure 3.28— The measured number density as a function opeeature for TisZr(zs-
wHfxNi17liquids with x = 38 (black line), x = 21 (red), xE8 (green), x = 12 (dark blue),

and x = 0 (light blue).
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Figure 3.29 — The number density for sEZr@ssxHfxNiy7 liquids at the liquidus

temperature as a function of Hf concentration,
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The volume thermal expansion coefficientgiven by

1 ap
p(T)oT’

was calculated at the liquidus temperature, andltseare shown in Figure 3.30. There is
a minimum near the phase formation boundary cortipasiand a large increase from
there to x = 38. The peak in Figure 3.29 indicateontraction then expansion of the
liquid structure. The minimum in Figure 3.30 susfgestrengthening atomic bonds as the
Hf concentration increases up to that of the pliasmation boundary, and weakening
bonds with further increases in the Hf concentratioThese results are internally
consistent, but there is some conflict with thg) data of Figure 3.15, which show an
expansion of the nearest neighbor interatomic séijpar and an expansion then
contraction of the second nearest neighbor separatt should be noted that the density
measured is the bulk density of the liquid samplbjle the scattering data indicate

changes on the atomic scale.

3.4.Analysis by simulation and modeling

Atomic configurations were modeled using a Reveiente Carlo (RMC)
simulation, and the interatomic cutoff distancesraveptimized using the methods
described in Chapter 2. All RMC fits were perfornesingS(q) as the input data, and no
improvement was seen by fitting ¢fr). Figure 3.31 shows a typical RMC fit to input

data with good agreement.
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Figure 3.30 — The volume thermal expansion coefficiext, calculated for TkZr(zs-

wHfxNi17liquids at the liquidus temperature as a functibrifoconcentrationx.
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Figure 3.31— RMC fit (black line) to inpuf(q) data (red line) and the difference (green

line) for a TisZroHf1gNi17 liquid at 1000 °C, showing good agreement.
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Atomic configurations from RMC were characterizeding the Honeycutt-
Andersen (HA) index and Bond Orientational Orde®®) parameter analyses discussed
in Chapter 1. Figure 3.32 shows the HA index dateens for the TisZrs-HfxNiq7
liquids with changing temperature for x = 0, 18, 2hd 38. The icosahedral and
distorted icosahedral indices are most frequentafbtemperatures, and in the liquids
with Hf concentration below 21 at.% the icosahedraler increases with supercooling,
while in the liquids with Hf concentration above 1%, the icosahedral order does not
change with supercooling (Figure 3.33). Figure43shows the results of a BOO
parameter calculation for thes8£r,0Hf1gNi;7 liquid with changing temperature. Those
data are representative of the BOO calculationalbrHf concentrations studied; the
results did not show a strong dependence on cotigosir temperature. This analysis
confirmed icosahedral order in the liquids, du¢h® prominence of Q6 and Q10, along
with other cubic or hcp symmetries, consistent whih HA index result.

Atomic bonding in the alloy liquid was examined &yalysis of the enthalpy of
mixing between constituents. A model for the elpheof mixing in the TisZr(s.
»HfxNii7liquids was constructed using a modified Bergmarstelr, following the work
of Hennig on Ti-Zr-Ni [15]. In this cluster, a deal Ni atom is surrounded by 12 Ti
atoms in the first shell, 20 Zr and 12 Ni atomghe second shell, and the remaining
atoms in the intra-cluster, or “glue” sites. Byostituting Hf at the Zr sites, binary heats
of mixing were obtained as a function of Hf concatibn for the outer two layers. The
binary heats of mixing for equilibrium liquids, calated by Miedema and presented in
reference [16], were plotted and fit by a third@rgolynomial, and values interpolated

for the concentrations studied.
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Figure 3.32— The HA index analysis for the 48£rg«HfxNii7liquids for (a) x = 0, (b) x
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analysis, for the TZrzs.Hf«Niizliquids for all values ok with changing temperature.

134



0-20r mmmm 1250C i
B 1100C
1050C
0.15¢ i
B 1000C
950C
07 0.10F =
0.05} =
0.00
2 4 6 8 10

Figure 3.34 — The BOO parameter analysis for th@s4i,oHf1gNii7 liquid at various
temperatures, showin@s andQqo, indicating icosahedral order in the liquid; &ttbr no
temperature dependence is observed, and the peesérather values o, indicates

other symmetries in the liquid structure.
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To calculate the total heat of mixing for Ni-(44f), an admixture of the two

components in the appropriate proportion, giverttiersecond shell by

X X
H Iii—(Zr,Hf) = (1_§;j* ngli—Zr + (EJ* Hlii-Hf , (4.4.1)

where H? indicates the enthalpy of mixing at the secondllstend x is the Hf

concentration in at.%, was constructed. The vdoethe individual pairs were given by

H lfli—Zr =Hyi_z v (1_ %%-I- 20* (1_ %8) o e

20* X 8)
Hl%li—Hf = HNifo ( 3

12+ 20* (%8) ' (4.43)

whereH represents the value interpolated from the polyabfit, and the argument ¢
provides the concentration of Zr or Hf atoms in t#econd shell. Results of the
calculation are shown in Figure 3.35.a for the sdcghell and Figure 3.35.b for the intra-
cluster atoms.

From these, a minimum in the enthalpies of mixin¢ha 2° shell and the intra-
cluster atoms for Ni-(Zr, Hf), and a crossing oé timdividual enthalpies of mixing for
Ni-Zr and Ni-Hf in the intra-cluster atoms near thphase formation boundary
composition, were observed. The figure is constsagth the results for the density and
thermal expansion already discussed, which suggesigest bonding of the Ni-(Zr, Hf)

atoms near the phase formation boundary composition
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Hf) (green) with increasing Hf concentration, cddéted from equation (4.4.1) for (a) the
second shell, and (b) the remaining intra clustema in the Bergman cluster model; the

enthalpy of mixing for Ni-Ti was constant.
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3.5.Summary and conclusions

In this chapter results and analysis of a studnwguBESL to measure the
structures and physical properties 0fssZizsHINii7 alloys with changing Hf
concentration, were presented. A sharp phase fmm#&oundary neax = 18-21,
previously measured by this group, was confirmed examined in further detail. The
liquid structures were determined over a wide raofjgemperatures, including in the
supercooled state, and characterized by simuladimh modeling methods. Crystal
structures were determined using Rietveld refingmeamd the morphologies and
chemical segregation in the solidification micrastures examined using SEM and EDS.
Thermo-physical properties, such as liquid supdinegodensity, and thermal expansion
were determined from experimental data. Bond dpis were calculated using a
modified Bergman cluster model.

The reduced supercooling of the liquid priorBtphase formationT,, increased
from about 0.1 to 0.25 with increasing Hf. The maxm value observed is much larger
than for Ti-Zr-Ni alloys, indicating that the addit of Hf makes the liquid and tHe
phase increasingly incompatible. The measuiedoes not, however, correlate with the
phase formation boundary. A constructed quantitgstimate the reduced supercooling
for the remaining liquid aftgi-phase formationT,s (and by extension the incompatibility
of the liquid and secondary phases), was minimathat phase formation boundary
composition and increased sharply with additionfl Fhis suggests that changesiin

phase formation affect the secondary phase formaboundary by altering the
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composition of the liquid remaining after primargcalescence. This conclusion is
supported by the results for the solidificatiorustures.

For the solidified TisZrzs-HfNiiz samples for all values of SEM and EDS
studies showed enriched Ni in the secondary plasehed Ti in the-phase, and very
little or no partitioning of Hf between the two [@es. Zr was partitioned in the alloy
with no Hf, showing enrichment in tifephase. With increasing Hf, the distribution of
Zr became more homogeneous, thus lowering the @cezdration in th@-phase; the Ni
concentration in the3-phase increased from about 2.5 at.% to 7 at.% thedTi
concentration in th@-phase increased from about 51 at.% to 60 at.%h&range of Hf
concentrations studied. The result for Ni is sisipg considering the lack of solubility
of Ni in B-Hf, but the increase in the Ti concentration oé fliphase would have
encouraged the formation of more Ti-Ni bonds. Tinisturn explains the observed
contraction of théd BCC lattice with increasing Hf, since Ti-Ni bondse shorter than
Ti-(Zr/Hf) bonds.

From a previous study of the Ti-Zr-Ni phase diagiaynLee [17], a mixture of
the C14 andi-phases, similar to that observed in this studyHbconcentrations below
the phase formation boundary concentration, wasidotor many alloys with Ni
concentrations between 0.1 and 0.25 at.% and (Ti&fios in the range from about 1 to
3, including TisZrsgNii7. Different phases were found as the (Ti/Zr) rates decreased
below 1. An FCC ZNi phase has been found as a metastable produevdfification
of a Zr-based metallic glass, and argued as aatrgpproximant for the Zr-based i-phase

due to local icosahedral symmetry [18]. In thespre study, based on the results of EDS
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and crystal structure determination, a similar HCZZr/Hf) ,Ni phase was found as the
product of secondary recalescence fagdrizs»HfxNii7liquids withx > 21.

From the above mentioned results, the sharp plwesefion boundary measured
here can be explained. In the alloy made withduttlie (Ti/Zr) ratio in the liquid after
the recalescence @fis higher than, or close to 1, based on the ER8Iltseshowing Zr
and Ti enrichment ifs. As Hf is added for Zr, the Hf does not partitimch, if at all,
and thus, if a relatively constant Ti-(Zr/Hf)-Ni mmposition is favored ift nuclei, the Zr
will partition less, which was measured from ED®hus, the [Ti/(Zr, Hf)] ratio of the
liquid remaining after primary recalescence willcgmse until the liquid has left the
phase field of C14 and forms the (Ti/Zr/bHi), as observed.

Some of the observations in this work warrant adid#l study. In particular, an
examination of alloys with Hf concentratian,in the range 2% x < 38 would be useful
to confirm the non-partitioning of Zr with increagi Hf. A physical explanation for the
differing behavior of Hf and Zr is still lacking,ubmay be due to bonding effects that
could be explored through simulations. The resofithe supercooled liquid structures,
and their relationship to secondary phase formatiemain somewhat ambiguous. For
liquids with x < 18 the icosahedral order increases with supergoWhile, for higher
Hf-concentrations, the icosahedral order remaimstamt with supercooling. This result
is interesting when compared to the reduced supkngpof Figure 3.11. In this system
the icosahedral order is lowest in the liquid witle highest Hf concentration, where
supercooling is highest. This could suggest thatTi2Ni structure is less compatible
with order present in the supercooled liquid, pagdnelping to explain the sharp nature

of the boundary, with no mixing of the secondary agds.
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Chapter 4

The Sructure and Physical Properties of
Supercooled Liquid Bulk Metallic Glass-forming
CUgooxZr x Alloys

4.1. Introduction and background

As discussed in Chapter 1, bulk metallic glasses (BMGs) have éogdored as
engineering materials because of their desirable mechanrimaérties, their disordered
microstructure, and their ability to be worked during plastic meébion [1-4]. Most
BMG alloys developed thus far are multi-component, often requimiggo-additions;
many require costly materials such as Pd and Pt [2, 5]. Thavdiscof BMGs in binary
transition metal alloys is thus quite interesting for engingeapplications. Binary
BMGs are also more tractable for computer modeling studies, asicthose using
molecular dynamics (MD) simulations wittb initio potentials. At this time, bulk glass
formation, with fully amorphous rods of up to 2mm critical castingkiiness, has been
reported in Cu-Zr alloys for a range of compositions using glsirmold-casting
technique [6-9]. The GuZrs, alloy, studied here, was used as the basis for ternary and
guaternary alloys with up to 1cm critical casting thickness. [IRgcently, those alloys,
including the binary, were modeled by Cheng, Ma, and Sheng using Millasions.
They observed the development of icosahedral, Cu-centered clusteessapercooled
liquid region, which stabilize the amorphous structure [11]. Those seuiillt be

discussed further in later sections.
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In his early work, Turnbull proposed the reduced glass transition tatope T
(Trg = TyT,, where T is the glass transition temperature andisl the liquidus
temperature) as an indicator of high glass-forming ability (JGB2]. This suggests that
the best glass-formers should lie at eutectic compositions.wdHeby Wang at Al. [6]
showed the best glass-forming composition in Cu-Zr binary to bslajtdly off-eutectic
composition, qualitatively consistent with results for other terramg quaternary
systems [13, 14]. The improved GFA was suggested to be causadilnyed crystal
development related to a skewed eutectic coupled zone [14, 15]. irglldhis
technique, binary BMGs were found in Ni-Nb [16] and Pd-Si [17] dteofectic
compositions.. Highmore and Greer posited improved glass-formindyadilithe so-
called metastable eutectic point [18], constructed by extendiag Btgiidus lines of the
equilibrium diagram to intersection.

The frustration model that motivates the empirical “rules” of ipl@ltcomponents
and atomic size mismatches for BMG alloy development does not hold in bisteynsy
This suggests a different mechanism for glass formation seth#loys than in multi-
component glasses. Structural changes in the liquid that makempatible with the
equilibrium crystal structure would promote glass formation. Onk sbhiange would be
separation of the liquid into regions of distinct chemical and/or tomabgrder. Such
structural changes due to cluster development have been predictedllfraimulations
of these alloys [11, 19, 20].

In the present study, the structure and physical properties ofl [Cuioo-xZrx
alloys were investigated over a range of temperatures, inglubde supercooled liquid,

for x = 36, 40, 54, 60, and 70 using the Beamline Electrostatic Levi{@B8L) method.
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BESL allowsin-situ, containerless processing and diffraction measurements aitésbit
liquids, and is described in detail in Chapter 2 and elsewhere [2BultR&om studies
of the maximum supercooling and structures of the supercooled liguidewliscussed.
Diffraction measurements of the supercooled liquid, changes in thecphgsoperties,
and analysis of simulation and modeling studies reveal a transitichemically and
structurally inhomogeneous state at a temperature near 845°C. cofiteation to
improved GFA relative to an off-metastable eutectic composititifoeidiscussed. The

following sections present those results in detail, with a complete discussib®.in 8

4.2. Experimental methods

All of the Cu100-x) Z1x Samples were prepared using the method of arc-melting on
a water-cooled Cu hearth, as described in Chapter 2. The samtpl& = 54 was
prepared at Washington University by the author, and the remaining dtiongosvere
prepared at Ames Laboratory (AML), Ames, IA by Dr. Matthewxhmer. Temperature
measurements were made as a function of time for all samipiesy free cooling and
step-cooling of the liquid using the ESL methods described in Chaptstudlies of the
liquid structure were made using BESL, and measurements were ahatle bulk
density by Dr. Robert Hyers, University of Massachusetts, Amheis. All analyses
for the sample with x = 54 were performed at Washington Univebsitthe author; the
analysis ofl(g) and calculations o§q) andg(r) for the remaining compositions were
performed by Kramer; all subsequent analyses presented idissertation for those
compositions were performed by the author.

For the study of amorphous solid &4rs4, Samples were prepared by the melt-

spinning technique and diffraction measurements were made usingdtin®d for
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stationary diffraction studies, both described in Chapter 2. Focrifstal structures,
diffraction measurements were made of thegy, sample after recalescence of the
radiation-cooled liquid using BESL. Melt-spun samples, devitrifigchéating the as-
guenched ribbons in a furnace filled with Ar gas, at 370°C for 400 minuégs,studied

using the low energy XRD method described in Chapter 2.

4.3. Results

4.3.1. Metastable eutectic diagram and liquid supercooling

From the Cu-Zr binary phase diagram, shown in Figure 4.1 (fatemreference
[22]) the composition range between 30 and 80 at. % Zr has manyétddiic phases
bordered by steep liquidus lines. Highmore and Greer positedvegbrglass-forming
ability for alloys with compositions prepared near a metastablectic point, determined
by extending the liquidus curves in such a region [18]. Following theithod, a
metastable eutectic diagram, shown in Figure 4.2, was constriact€llyiooZrx by
plotting points determined from the binary diagram of Figure 4.1 #imagfcurves to
extend the liquidus lines. The five compositions studied are mask#tehvertical lines
in Figure 4.2; two compositions were studied below the metastable epigicti¢near 49
at.%, or 58 wt.%, Zr), one very near it, and two above it. The temperaturasgreteas a
function of time during free cooling of GuoxZr« liquids for x = 36, 54, 60, and 70 are
shown in Figure 4.3.

The reduced supercooling, defined as

Trl _ (TI _Tr)’
T
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whereT, is the liquidus temperature aiiidis the recalescence temperature, is a reflection
of the nucleation barrier for the primary crystallizing phaseckis a function of the
driving free energy and the interfacial free energy betwieeriquid and crystal phases
(see Chapter 1 for a discussion of nucleation theory). The redupertsoling is thus

an important parameter in the study of supercooled liquids.

Figure 4.4 shows the reduced supercooling for th@ofaZry liquids as a
function of x; the values are listed in Table 4.1. The liquidus termpesawere obtained
from reference [22]. From Figure 4.4, a sharp decrease in redupedcooling is seen
with increasing Zr concentration above 54 at.% Zr. This suggestshihdiquid and
crystal structures are similar for Zr concentrations beddwat.%, and less so above it,
with a sudden change near that point. This is possibly due toraliestelopment, and
could be related to an off-metastable eutectic composition. Thasewdkk be discussed

further in the following sections.

4.3.2. Structural studies

The structures of the liquid and solid phases ipdeiiZrk were determined from
x-ray diffraction, as described in 84.2. The structures of the cuped liquid and the
as-quenched glass will be compared in 84.3.2.1. An analysis of chanGs ithat
suggest a transition to chemically and structurally inhomogeneats sif the
supercooled liquid will be presented and briefly discussed. Theakrststicture of
CuweZrs, after recalescence of the supercooled liquid will be compardtatoof the

devitrified amorphous solid in 84.3.2.2, and implications to the phase diagganssed.
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Table 4.1 — Values of the recalescence temperature, liquidus temperatawreeduced

supercooling for Cgloo-xZr« liquids.

Zr concentration, x (at. %) T, (K) T, (K) Th

36 965 1230 0.215
54 898 1200 0.252
60 1154 1249 0.076
70 1178 1268 0.071
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4.3.2.1. Liquid and glass structures

Figure 4.5 and Figure 4.6 show the measusgg) and the calculated(r),
respectively, for liquid CiZrs4 at various temperatures, determined using the methods
described in Chapter 2. Figure 4.7.a-d show the first pe@Krinfor Cuzoo-xZrx liquids
with x = 36, 43, 60, and 70, respectively. From this figure, the first pehich
corresponds to the most probable interatomic separation of first neigtdis, has a
component at a lower value 0f{2.78 A) that is prominent in the Cu-rich compositions,
and a component at a higher valuerof3.13 A) that is prominent in the Zr-rich
compositions. The difference between the two r-values is about 1Rpére B.8 shows
the positions of the more prominent shoulder in the asymmetrigpéekt inG(r) for the
various compositions as a function of temperature. From this fitheegosition of the
high+ shoulder of the first peak for the liquids with greater Zr conperst 60 and x =
70) shifts to larger values ofwith supercooling. This was not observed for the lower-
shoulder that is prominent in the Cu-rich liquids. The contributionBdditst peak in
G(r) for liquid CweZrss from the components at 2.78 and 3.13 A are approximately equal.
The first peaks for GiboxZrx liquids with x = 36, 54, and 70 are compared in Figure 4.9.

These results are not surprising, since the @fgl for Cy100-xZrx is composed of
three partialG(r) functions, one each for Cu-Cu, Cu-Zr, and Zr-Zr, each with a unique
nearest neighbor separation. The complete partials can be detrivy molecular
dynamics (MD) simulations, but care must be taken to ensuréhthabtentials used are

realistic and that sufficient time has been allowed to rel&e tsystems.
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Figure 4.9 — A magnification of the first peak in G(r) for Gas-xZrx liquids at various
temperatures for x = 36, x = 54, and x = 70; thehdd vertical lines mark the two major

components of the peaks.
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An analysis of the totab(r) allows the interatomic separations of the diffeeqgairs to be
inferred directly from the scattering data. Extethdk-ray absorption fine structure
(EXAFS) results on amorphous solid &4rs4 by Sadoc and others give first neighbor
interatomic distances for Zr-Zr of 3.14 A, for Cur@f 2.54 A, and for Cu-Zr of 2.72 A
[23]. Using these results, the components of s peak in the measurds(r) were
identified asro, cu.zr = 2.78 A andrg zr.z- = 3.13 A, wheray ; is the position of the first
peak for the ith pair (the nearest neighbor sepmaratistance). Due to the high amount
of overlap between the Cu-Cu and Cu-Zr peaks, & m@ possible to infer the position
of the Cu-Cu peak.

For the CueZrsaliquid, the intensity of the Cu-Zr peak becomesatge than the
Zr-Zr peak with increasing supercooling; this bebabegins at a temperature near
850°C (77°C supercooling) and continues with supgieg. To better quantify the
evolution of the split peak with supercooling, thest peak was fit by two Gaussian
functions, shown in Figure 4.10 for the &4rs4liquid at 650°C. Figure 4.11 shows the
heights of the two Gaussian peaks as a functiaeroperature; the onset near 850°C is
evident. This indicates that the number of Cu-&irgy having an interatomic separation
of about 2.78 A, increases with supercooling.htitdd be noted that a Gaussian function
is not a good approximation of the shape of peakdd), and that the peak is in fact
composed of 3 partial functions, not 2, but thigpfovides a quantitative measure of the
observed changes in the measured total pair cooeléunction. Other data, both
experimental and calculated, that point to a ttaorsiwith onset near 850°C will be

presented in later sections, and discussed in 84.5.
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X-ray diffraction measurements were also made @n ak-quenched GdZrs,
glass; the measureétig) and calculated(r) are shown in Figure 4.12.a-b. The first peak
in G(r) for the CugZrssglass, shown in Figure 4.13, is composed of lowad higherr-
value component peaksy(cuzr = 2.77 A andrg, zr.z = 3.10 A), similar to that of the

liquid (Figure 4.10).

4.3.2.2. Crystallization and devitrification structures

The structure of the crystallized £#rs,liquid after recalescence was measured
using BESL. For comparison, as-quenched ribbomne wevitrifiedex-situin a furnace,
and the crystal structures were determined usirg rtiethod of low energy XRD
discussed in Chapter 2. The diffraction patteandbth samples are compared in Figure
4.14. ltis evident that the two phases are theesalthough the crystal peaks are shifted
to lower values ofy in the data obtained using BESL. This could be thuthermal
expansion, since the temperature was higher iBEfL measurement.

The crystal structure of the sample processed i8I1B&as determined from the
diffraction data by Rietveld refinement. The résulf the fit are shown in Figure 4.15.
The fit indicated a crystal phase mixture of 72 WE¥%oZr7 (orthorhombica = 12.6324,

b =9.32A,c = 9.326A, space group C2ca) and 28 wt%CZr (tetragonala = 6.456A,c
= 5.279A, space group 14/mmm). From the phaseraiagf Figure 4.1, it is expected
that the CusZrs4liquid should crystallize to a phase mixture of €aid ZpCu, followed

by a lower temperature transformation to &Zw;, and ZpCu.
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However, no evidence of a two-step recalescenobserved in the time/temperaure data
shown in Figure 4.3, and no evidence of the foramatf the CuZr phase is found in the
diffraction data collected at a nominal 10hz framae during recalescence. This
indicates that the GgZr; and ZeCu mixture formed directly from the liquid. Furthe
assuming that the formation of CuZr was kineticatllgibited, from the phase diagram,
the solidifcation of CiZrssshould give an equal mixture of dr; and ZpCu, which is
not the case. The dominant phase isoy. The CugZr; crystal structure contains a
large amount of local icosahedral symmetry [24,. 29]hese results, along with the
supercooling data presented in 84.3.1, supporntugtatal and chemical inhomogeneity
of the supercooled liquid. They also suggest thatCu-rich liquid, after formation of
the inhomogeneous liquid, has more icosahedralrpdie to the higher fraction of the

CuwoZr; phase than expected and the lack of formation ef ¢hbic CuZr phase.
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4.3.3. Liquid physical properties
From the temperature data as a function of timeveha Figure 4.3, it is possible

to calculate the specific heat of the liquid usimgsimple heat balance equation for

radiation cooling, given by

dQ dT
P:E: meEOC —8T(T4 _Tr4)|

whereP is the powerQ is the total heat evolved as a function of timen is the mass,
C, the isobaric specific heat; the emissivity,T the temperature, arld the temperature
of the surroundings. A plot of the specific healcalated for liquid CiZrssis shown in
Figure 4.16 [26]; a subtle inflection point is kg near 845°C. This inflection provides
further supporting evidence for a transition in supercooled liquid, but well above the
glass transition temperature. As previously memth measurements of the density were
made by Hyers, including for the &rs, liquid. An inflection was also observed in
those data at 841°C, in the slope of the densitg &mction of temperature, which is
proportional to the thermal expansion coefficienfAs shown in Figure 4.17, lines
generated from separate linear fits to the higrptmature and low temperature regions of
the density-temperature curve cross at 841°C.)s Tésult also supports a structural

transition in the supercooled liquid.
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Figure 4.16 — A plot of the specific heat for liquid Ggdrs4 as a function of temperature
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Figure 4.17 — Linear fits to the measured density of liquids§Zus showing an
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4.4. Further analysis

4.4.1. Structual modeling by Reverse Monte Carlo simuratio

Atomic configurations were generated for all of t@gi00-xZrx liquids studied
using a Reverse Monte Carlo (RMC) simulation; trethnod described in Chapter 2 was
followed to optimize the input parameters. Wheailable, the measured densities were
used. Since it was not available for the x = 48#a, the density was taken from a MD
simulation performed by Kramer. Good convergenée (0) was achieved for all of the
RMC simulations. A representative fit (x = 54 liqat 900°C) is shown in Figure 4.18.

Further supporting evidence for the transition e tiquid near 850°C was
inferred from details of the simulation. A sudddracge in the shape of the exponential
% convergence curve, as a function of simulatioret{Monte Carlo steps), was observed
between 800 and 900°C. However, the ultimgtachieved remains unchanged. This
result indicates that the atomic structures from@RFan be grouped into two classes,
those 800°C and below and those 900°C and above,beth configurations simulated
well by the RMC method. In effect, this indicatbat the RMC simulation is detecting
the structural change, although no details of tliangement can be inferred from this

measure.
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Figure 4.19 — The convergence of the RMC simulation fonéZus, liquids as a function
of simulation steps; a discontinuous change indbmvergence properties is observed
between 900 and 800°C, consistent with the obsestredtural transition; the ultimate

convergence value remains largely unchanged.
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4.4.2. Structural characterization

Simulated structures generated from RMC for all positions were
characterized using the Honeycutt-Andersen (HAgxdnd Bond Orientational Order
(BOO) parameter analyses, following the methodsritged in Chapter 2. The HA
indices provide a measure of the local order arouearest neighbor pairs of atoms.
Representative histograms of the frequency of HArspéor distorted icosahedral
(DICOS), icosahedral (ICOS), hexagonal close-paftied-centered cubic (HCP/FCC),
and body-centered cubic (BCC) local order for the&e®rs, liquids are shown as a
function of temperature in Figure 4.20. From thessults it is evident that the DICOS
and ICOS clusters are most prominent for all temoees, and that the frequency of
cluster fragments with ideal icosahedral ordengseasing with supercooling.

The structural transition already discussed camliserved in the frequency of
DICOS clusters, which is only weakly increasingamoling to 900°C, but falls off with
further supercooling, and in the frequency of ICE&sters, which increases suddenly
below 900°C. The transition can also be observeih the HA index result normalized
to the total number of HA pairs, shown in Figur2l4. Figure 4.22 shows the sum of the
frequencies of DICOS and ICOS symmetries foraéeuyZry liquids in the state of
deepest supercooling for various valuesxof From this figure, the total icosahedral
order in the lowest temperature liquid drops shyaaplthe composition above 54 at.% Zr,
and correlates well with the reduced supercooliigFgure 4.4, suggesting that
increasing icosahedral order in the liquid is legdio increased supercooling, consistent

with the hypothesis of Frank [27], which was cami@d previously using BESL [28].
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Figure 4.20 — The frequencies of HA pairs with various locaingetries for CisZrs,
liquids as a function of temperature; the discardims jump in icosahedral order between

900 and 800°C is indicated by an arrow.
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The results of the BOO calculations for 44rs4 liquids, representative for all
compositions studied, are shown in Figure 4.23on¥this figure, @ and Qo are most
prominent, consistent with a high degree of icodaddeorder in the liquid. The presence
of Q4 and Q indicate that other (cubic) symmetries are pressanth as FCC or BCC,
consistent with the HA index result. There isighdlincrease of Q6 with supercooling,
while the others show a weak decrease. This algposts the development of

icosahedral order with supercooling.
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Figure 4.23 — The results of the BOO analysis for 464rs4 liquids as a function of

temperature; the prominence of | = 6 and | = 1Gcaue icosahedral order.
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4.5. Summary and discussion

In this chapter, the results of experiments andyaaa using BESL, with RMC
simulations, to determine the structures and phygimperties of various bulk metallic
glass-forming CuooxZrx liquids were presented. At a Zr concentratiorbdfat.% K =
54) an interesting structural transition in the exgpoled liquid was observed from the
scattering data and physical properties measurametth an onset near 850°C. Other
structural changes were observed with increased|aiive to the same concentration.

For CueZrss, the first peak ir(r), constructed from the diffraction data, began t
split two overlapping peaks near 850°C, with a bigimtensity of the peak at lower
The locations of the two peaks are consistent whth Cu-Zr and Zr-Zr separations
(2.78A and 3.14 A respectively) deduced from EXAfeSa [23]. This transition is thus
characterized by a sudden increase in the numb€@u&ir near neighbors (indicated by
the preferential growth of the lowerside of the split peak), inflections in the spiecif
heat and bulk density, and a discontinuous incrgatee icosahedral order of the liquid.
A transition in the same temperature range was @tserved in the convergence of the
RMC simulation used to generate atomic configuratistomSq). The first peak ir5(r)
for the as-quenched Ggdrs, glass is split in the same way as in the low temipee
liquid, indicating that the changes in the liquiontnue to develop through the glass
transition. These results suggest that the supksddiquid is developing significant
structural and chemical inhomogeneity at this cositpm, with an onset near 850°C,
consistent with development of icosahedral, Cuerext clusters as predicted by MD

simulations in precisely this temperature range 21 20].
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In the more Zr-rich Cgloo-xZrx liquids (X = 60 and x = 70), the highshoulder in
the first peak ofG(r) shifts to larger values of with supercooling, indicating a
lengthening of the Zr-Zr nearest-neighbor sepamnatiblo similar effect was seen in the
Cu-rich compositions (x = 36 and x = 43), where plosition of the lower- shoulder
(corresponding to the Cu-Zr nearest neighbors) medaconstant with supercooling.
These results support a preferential developmentladters in the liquids with Zr
concentration above x = 54, where the structurahsition was observed. This
concentration is slightly off of a metastable etitepoint at 49 at.% Zr, which supports
the improved GFA of ternary BMGs based on this cosition [10]. The reduced
supercooling is also much less for liquids that avere Zr-rich. The change in
supercooling correlates well with of the growthiadsahedral order, determined from an
RMC analysis of the data.

For CueZrs,s a phase mixture of GgZr; (72 wt %) and ZiCu (28 wt %) was
observed after complete liquid solidification, dotlowing the devitrification of the as-
guenched glass. From the BESL results, theelZyand ZpCu phases formed directly
from the liquid, with no presence of the ZrCu phaseany time during solidification,
which would be expected from the equilibrium phakagram during solidification,
unless nucleation of this phase from the superdodibuid were inhibited. From
devitrification of the quenched glass, a phase unéxbf CygZr; and ZsCu is expected,
as observed, although the fraction of;§u; is higher than expected. The quality of
powder-averaging from measurements made in BESld dmiinsufficient to determine

phase fractions with a high degree of certainty.
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These observations suggest a preference for tmeafmm of CuyoZr;, possibly
because the structure of the supercooled liqusiidar to that of the crystal phase. The
orthorhombic CwZr; phase possesses a high degree of local icosal®drahetry,
making it locally similar to the glass [24, 25].hd increasing icosahedral order in the
supercooled liquids, and the fact that thedZiy phase and the amorphous phase have
similar local environments, support bulk glass fation, as observed when faster cooling

rates than those in ESL were used.

4.6. Conclusions

These results suggest that the supercooleghdGirx liquids form significant
structural and chemical inhomogeneities during sxqming, possibly forming Cu-rich
and Zr-rich regions with unique structures. Thiplains the asymmetric development of
the Cu-Zr pairs in Ci#Zrs4, and the shift in the first peak in the Zr-Zr pai@nly at the
CuweZrs4 concentration is the volume fraction of the twagds sufficiently similar to be
able to observe the presence of both. Both theergrpntal data and analyses by
simulation and modeling indicate that the tranaitio the inhomogeneous liquid begins
near 845 +5°C and develops with increased supeangpol The recalescence products
support the development of different structureghvocal order similar to that of the
glass. The change in local chemical compositiahtapology in the supercooled liquid
make nucleation of the high temperature phasecdlffiand thus it does not form.

Recent studies using molecular dynamics simulatwatis ab-initio potentials for
Cu-Zr liquids and glasses have been performed,paadict the development of unique
solvent- and solute-centered clusters, including)-iwemed icosahedra, with an onset

very close to 850°C. Thus, these results couldessmt the first experimental
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confirmation of such cluster development. Thedtme of these supercooled liquids is
favorable for glass formation, which is uncommon bimary alloys. This cluster
development frustrates the kinetics of crystali@atof the equilibrium crystal phase,
enabling glass formation. These results could hawmplications to the empirical
observation of improved GFA at off-eutectic composis, and similarly for the
metastable eutectic formalism.

Further work to determine the changes in superdoldgiid structure for more
alloy compositions near the metastable eutecticlavbe valuable. It would help to
better understand why that composition is importantlation to cluster formation, and
help to determine the composition range of the esktransition. A similar study,
using BESL, of the ternary Zr-Cu-Al BMG would belwable to further confirm the

theoretical results of cluster development as ptediby Chang, Ma, and Sheng.
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Chapter 5

The Effects of Ag Addition on Glass Formation
and Devitrification M echanismsin Mg-Cu-(AQ)-
Gd Metallic Glasses

This work was performed in collaboration with Dr. E. S. Park, School of Engineering and

Applied Science, Harvard University, Cambridge, MA, 02138, USA

5.1. Introduction

As discussed in Chapter 1, bulk metallic glasses (BMGs) anre pr@mising
engineering materials for their desirable mechanical ptiese due to their amorphous
structures. One class of BMGs receiving some attention isofhaghtweight glasses
formed in, e.g., Al-, Ti-, and Mg-based alloys [1-4]. The Mgeh8MG’s and
composites are typically formed from Mg-Transition MetaldR&arth (Mg-TM-RE)
alloys. Mg-based BMG’'s have been developed using the three eahpindes”
introduced by Inoue [5]: large negative heats of mixing of the daesti elements,
atomic size mismatch greater than 12%, and 3 or more componentsarfhevork was
on Mg-Ni-Ce [6], Mg-Cu-Y [7] and Mg-Ni-Nd [8], and focused on clwaeaizing their
mechanical and thermal properties, and later on alloy developmeminpginting
favorable off-eutectic compositions that could form the largest fully amorphrogcsuses
[9].

Men and Kim found a BMG of 8mm diameter in §OwsGdyp [10], an

improvement over the previously studied ¢MeupsY 10 alloy. Park and others further
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improved the glass-forming ability (GFA) with the addition of Agy to 10 at.%, in
MgesCuUpsxAGxY10 [11] and M@sCupsxAgxGdip [12]. They also found improved
mechanical properties with Ag addition in B4GuposxA0xGdho. Madge and Greer
further examined the effects of Ag addition in dOu2sA9xY 10 BMG’s, and found an
inverse correlation between thermal stability (this will bergef in 85.3) and the GFA,
up to x = 10 [13]. They found differences in the devitrification of the alloy withouixAg
= 0) and with x = 10; with the latter showing very slow growthesaturing
crystallization. They argued for the presence of quenched-ieinndhe alloy with x =
10, and against phase separation prior to glass formation. This wednizr@ detailed
analysis of the microstructure and devitrification of §@s5.0A0xGdio alloys using
thermal analysis, microscopy, and high energy x-ray diffracgohrtiques to follow and
expand upon the analysis of Madge and Greer of Mg-Cu-(Ag)-Y.

Interestingly, many of the Mg-based BMGs just mentioned cacabewith an
(apparently) amorphous structurean ambient air atmosphere (the experimental method
will be described in 85.2). This is a rather remarkable promenge most glasses are
gquenched or cast in highly controlled environments to reduce the neg#eets of
oxygen contamination (see Chapter 2). Further, the majority comipdvig, oxidizes
quite readily, so these alloys must interact during cooling witlg@x in a unique way,
when compared to other glass-formers. The results of an anaflyskygen content in
the Mg-based BMGs will be presented in §85.3.

After a review of the experimental methods in 85.2, the basiactesization
results, confirming the similarity to the behavior of Mg-Cu-Yl| e presented in 85.3.

A detailed analysis of the microstructures and devitriftcatnechanisms will then be
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given in 85.4. A complete summary, with a discussion of possible furesidns, will

be given in 85.5.

5.2. Experimental methods

All samples were prepared by Park, either while at Yonsevassity, Seoul,
South Korea or at Harvard University. The ribbon samples wegam@ by rapid-
cooling of the melt (Qquenching) in an inert gas atmosphere usimgtsspinning process
similar to that used at Washington University. As already imeed, bulk samples were
prepared by casting in copper molds under ambient air atmosphegefare the melt,
alloy constituents were placed in a carbon crucible and meltedday frequency (RF)
induction heating with a constantly flowing argon purge gas. Aftemptete melting, the
melt was simply poured into the mold and allowed to cool, resultingohing rates on
the order of 10K/s.

The ribbon and bulk samples were characterized using x-ray tdfiaC<RD)
and differential scanning calorimetry (DSC). The charazagdn was performed by
Park and also confirmed at Washington University. Microscopy Stweéee performed
on as-prepared (quenched or cast) and annealed alloys using (Sigatioe)
transmission (HRTEM) and scanning (SEM) electron microscoplyrom TEM,
diffraction patterns were generated by fast Fourier trans{éi#iT) analysis of the HR
images, or collected on film from selected area diffractioh)Sfor the conventional
TEM. Energy dispersive spectroscopy (EDS) was performed alithgmaging in SEM.
These alloys transform at temperatures as low as 100°C, swasr@ken to minimize
heating during preparation. Samples for TEM were prepared by ilbngnwith liquid

nitrogen cooling. The processing to obtain SEM specimens was ahjni@. bulk
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samples were broken and pieces small enough to mount directly &&kMestubs were
chosen, but were not polished or etched.

High energy x-ray diffraction measurements were made, with @auction and
analysis methods, using the technique for stationary diffractioerided in Chapter 2.
The evacuated flight path was used, and all bulk samples were pojisteprior to
measurement to remove surface oxide layers. Still, some sashgeed “roughness” in
the diffracted intensity characteristic of scattering framak (nanoscale) crystallites.
Some of the data also showed systematic error, which wasulliticccorrect using the
standard means discussed in Chapter 2. These difficulties weneeoitountered in the
stationary diffraction experiments; further study of experimecrrections at the point
of data collection would be beneficial (see Appendices 1 and 2). Kdneamples for
stationary diffraction studies were prepared using the powddroohealso described in

Chapter 2.

5.3. Glassformation and ther mal analysis

This section presents the results of measurements made tatehaeathe
microstructures and physical properties of the as-prepared (quesrcbast) M@sCuzs.
»AgxGdyp glasses for x = 0, 5, and 10. Figure 5.1 shows the diffracted tytensi
measured by XRD for the as-quenched ribbons; the broad peak aangles is
characteristic of an amorphous (or nanocrystalline) structure diffrection patterns for
pieces of the bulk samples, taken from the center of the aserestare similar to those
for the ribbons. These results are used for characterizationeonigre detailed analysis

from high energy diffraction data will be presented in 85.4.
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Figure 5.1 — The diffracted intensity from XRD for the M€ u2s5.A0xGdio alloys as-

guenched, showing diffraction patterns that areastaristic of amorphous phases.
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Figure 5.2.a-b show the (HR)TEM, and associatefilagdiion patterns, for as-quenched
ribbons with x = 0 and x = 10, respectively, bothwhich are consistent with an
amorphous structure. HRTEM was performed on asichued samples containing Ag,
and a nanocrystal-amorphous composite structureolvasrved. Those results will be
discussed in 85.4.2; Figure 5.2.b shows that tleysawith Ag appear amorphous from
basic characterization methods.

Figure 5.3 shows the nonisothermal DSC tracesHerats-quenched MgCus.
»AgxGdio alloys. The presence of a substantial volumetiracf amorphous material
was confirmed by measurements of a glass transitmamked by an abrupt, but smooth,
rise in the differential power with increasing tesmgture (see Chapter 1). The
temperature range between the glass transitiorttandirst crystallization peak, defined
as the the supercooled liquid regiokly (a measure of thermal stability), decreases
sharply with the addition of Ag. This suggestst ttee glass structure is becoming less
stable against thermal fluctuations with increaghggconcentration.

From the diffraction data, the pair distributiométion, G(r), was calculated by
Fourier transform of the structure fact&g), using the method described in Chapter 2.
The results for the as-quenched d@Lyos.xAgxGdio ribbons are shown, for x = 0 and 10,
in Figure 5.4. No sharp peaks can be seen, andtthetures of the two glasses are
qualitatively similar. There is a slight shift tugher values ofr in the first peak
suggesting that the average first-neighbor semeras slightly higher in the alloy with

Ag. The diffraction data will be discussed furthein 85.4.1.
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Figure 5.2 — Images from (a) HRTEM of as-quenched¢d@ipsGdyp ribbon, and FFT
diffraction pattern, consistent with an amorphowscure, and (b) TEM of as-quenched

MgssCuisAg10Gdip, and SAD pattern, showing amorphous structure.
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Figure 5.3 — The differential power with increasing temperatdrom nonisothermal
DSC for as-quenched Mg u2sxAgxGdigribbons; a decrease in the supercooled liquid

region and the appearance of additional phasebearsen with increasing Ag content.
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Figure 5.4 — The calculated5(r) from high energy x-ray diffraction for MgCuos.
»A0xGdyy samples, as-quenched, for x = 0 and x = 10, aaddifference, showing

similar structures of the two glasses.
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As already mentioned, these glasses were castamaient air atmosphere, so it
was important to determine the role of oxygen asglformation. The results of inert-
gas fusion measurements made (by Dr. Matthew Jn&rat Ames Laboratory, Ames,
IA, 50011, USA) on pieces of the bulk samples, makem the centers of the as-cast
cones, showed very low levels of oxygen contamamati Oxygen levels of 34 ppm for
the base alloy and 30 ppm for the alloy with 10 #@&owere measured. These results
indicate that the molten alloys do not getter oxyge they solidify. This shows that the
glass structure of these alloys is not stabilizgdokygen, but rather that the oxygen

content remains low throughout bulk glass formation

5.4. Devitrification of M gesCu2sxAgGd1g

This section presents the results of annealingietuchade on the MgCugs.
»A0xGdy glasses. As discussed in the previous secti@ athquenched (or as-cast)
structures for both the base alloy (x = 0) and ¢hasth Ag additions (x = 5 and 10)
appear to be amorphous. From an examination ofdtnatrification mechanisms
(presented in 85.4.1) and the microstructures witiified samples (85.4.2) it is evident
that the alloys containing Ag possess a differamicture than the base alloy as-quenched,
and that the transformations also proceed by @iffemechanisms. The results will be
examined to determine the role of Ag in the obs#rdata, and its effect on other
observed properties of these alloys, such as fbassng ability and changes in

mechanical strength. A complete discussion wilplavided in 85.5.
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5.4.1. Devitrification mechanisms

The mechanism by which the glass crystallizes (dées) was studied using
isothermal DSC, a method described in Chaptert2en@nd Spaepen proposed a simple,
gualitative, approach based on the appearance eofisththermal DSC signature to
characterize the transition as either the nucleasiod growth of crystallites from the
amorphous matrix, or the coarsening of pre-exisgngins [14] . (In a coarsening
process large grains growing at the expense oflenales, with no net volume-fraction
transformed). From their method, a nucleation-grawth process is characterized by a
well-defined exothermic peak in the isothermal DiECe, and a coarsening process by a
monotonic increase (endothermic). Unfortunatatyshown by Kelton [15], a process of
fast nucleation and grain coarsening would alsadygpee a monotonically increasing
signal from isothermal DSC.

Figure 5.5 shows the results of isothermal DSC omeasents on as-quenched
MgessCU2s-xA0xGaio ribbons for x = 0 and 10. Different transformatimechanisms may
be at work for the two glasses; the trace forgd@gpsGdio shows a well-defined peak
after a long induction time, while the trace for dousAg10Gdip Shows an intial rise,
followed by a shallow peak, followed by a continusidw rise. The former is consistent
with the nucleation and growth of crystallites franglass matrix, as argued by Chen and
Spaepen. The latter is more complicated. Théainionotonic rise is consistent with
fast nucleation and slow growth, or coarsening. e fnesence of a peak indicates
transformation of a measurable volume-fractionisType of trace could coincide with a

2-step process, which will be examined in moreitigtdhe following sections.
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Due to its enhanced GFA and mechanical propetiesalloy with x = 10 was
chosen for a thorough analysis and comparison @obtise alloy. Figure 5.6 shows
isothermal DSC traces for MgusAg10Gdip measured at various temperatures.
Changes in the peak after the initial rise cand®ns In fact, only over a 10°C range of
hold temperatures is the peak observed; at 1608Gr#ce appears to be monotonically
increasing, and as well at 170°C. Using high epetrgay diffraction, following the
procedure for stationary diffraction presented inafter 2, the 2-step transformation
process was studied in further detail. Annealedptes were prepared at different points
along the transformation sequence by annealing famutes at 164°C (at the peak of the
initial rise), 5 minutes at 165°C (halfway into tbgothermic peak), and 10 minutes at
165°C (into the monotonic “tail”).

Figure 5.7.a-b show the structure factgig), its peak position, and FWHM for
the different annealing times. From Figure 5. H@) becomes visibly “rough,” with
longer annealing treatments, indicative of (nangkstallization. Also, the first peak
position and FWHM decrease, somewhat discontinyousth the addition of Ag in the
as-quenched state, and with subsequent annealiguy€Fs.7). These indicate ordering
of the atomic structure, and an increasing coheréemgth of ordered regions (including
nanocrystal grains), respectively. There is adaildgference in both measures for the
alloy with 10 at.% Ag, between the as-quenchedXndinute annealing treatment, and

less so between the 3-minute and 5-minute states.
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To study the 2-step transformation, the pair dstion function after different
annealing treatment§;;(r), was calculatedi (ndicates the annealing time) and analyzed
following a procedure similar to that used by Egand Billinge [16]. Figure 5.8.a
shows a comparison @s;(r), Gio(r), and the calculated difference. Figure 5.8.bwsho
Gs(r), and a 1:1 linear combination &f(r) and Gio(r), and the calculated difference.
From this analysis it is evident that, even thotlgtre is some high frequency noise in
Gi(r), that Gs(r) and Gyo(r) are distinct outside the experimental error, @hr) is
represented well by a 1:1 linear combinatiorGefr) andGio(r). A comparison oGo(r)
(the as-quenched state) aBg(r) confirms that the as-quenched state is distimechfthe

3-minute state.

5.4.2. Devitrification microstructures

The devitrification microstructures of Mg U2s.AgxGdip were also examined
using SEM and (HR)TEM. Figure 5.9.a-b shows a HRITithage of the alloy with x =
5 and a dark field TEM image of the alloy with x1€ after the 30-minute anneal,
respectively. The former shows the nanocrystalfgphmus composite character, and the
latter shows crystallites of only about 10 nm irardeter, consistent with diffusion-
limited coarsening or sluggish grain growth.

Park determined from XRD of cross-sections of teeast bulk cones that the
structures were fully amorphous to diameters of 8rand beyond that were crystalline.
This indicates that crystallization was induced HBterogeneous nucleation from the
walls of the casting mold, which formed a crystaht that moved inward during casting.
The microstructures of pieces taken from the etlge provide further information about

the changes in devitrification mechanisms with Ag ddiaon.
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These were the structures examined in SEM. Fig§ut® through Figure 5.12 show
backscattered electron composition (BSEC) images,tlee associated x-ray maps from
EDS, for pieces of the bulk samples from the edddbe as-cast cones for x =0, 5, and
10, respectively. The base alloy (x = 0) showsddén crystals in an amorphous matrix,
consistent with a diffusion controlled nucleatiamdagrowth process, similar to that
indicated from isothermal DSC (Figure 5.5). Thsults of EDS for the alloy with x =0
showed a homogeneous distribution of all atom gsea@lthough further study may be
needed to confirm that surprising result.

The alloys with x = 5 and 10 showed more complesstatlization. For x = 5,
dark-colored dendritic structures rich in Cu andmpim Gd, and light-colored hexagonal
structures rich in Ag and Gd, and poor in Cu, wasseerved. For x = 10, the dendritic
regions were smaller, and the Gd-rich crystals venger and more irregularly shaped
than for x = 5. Also, for x = 10, the Ag concetitva is almost equal between the
amorphous matrix and the Gd-rich crystals, but dgpleted for the dendrites. These
results are consistent with a nucleation-limitechs&formation (for the Cu-poor grains) in
the presence of sluggish diffusion, indicated by stow growth and smaller dendrites

with added Ag.
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Figure 5.9 — Images of MgCugs.0Ag9xGdio from (a) HRTEM of x = 5 as-quenched,
showing a nanocrystal-amorphous composite struetnde(b) TEM of x = 10 after a 30
minute anneal at 165°C (almost fully transformeiiiese results illustrate the slow

growth of crystallites in the alloys with Ag.
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Electron Image 1

20pum
Figure 510 — A backscattered electron composition (BSEC) enagf bulk

MgssClsGdio from a region partially crystallized, showing andatic microstructure.
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lectron Image 1

Lal o - Gd La
Figure 511 — A backscattered electron composition (BSEC) enagf bulk
MgssCU0AgsGdip from a region partially crystallized, showing a quosite

microstructure, and the accompanying x-ray mapsnfi®DS (where white = high

concentration and black = low) for each element.

205



Ag L
Figure 512 — A backscattered electron composition (BSEC) enagf bulk
MgesCuisAg10Gtho from a region partially crystallized, showing a quosite

microstructure, and the accompanying x-ray maps fleDS (where white = high

concentration and black = low) for each element.
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5.5. Summary and discussion

In this chapter, results were presented and analyrehe as-prepared (quenched

or cast) structures and the devitrification mecsiasi for M@sCus.0AgxGdigfor x = 0,
5, and 10 from a variety of different experimentathods including high energy XRD,
(HR)TEM, and DSC. From these analyses, it wasesuithat the addition of Ag to the
base alloy changes the as-prepared nanostructureftily amorphous to a nanocrystal-
amorphous composite, and affects the growth kisesanilar to the results of Madge
and Greer for Mg-Cu-Ag-Y. Measurements of the @tygontent indicated, surprisingly,
that these alloys are resistant to oxygen durirgjirag in air, and that the glass is not
stabilized by oxygen. The underlying mechanisntiier resistance to oxygen is still not
understood.

The base alloy devitrifies by a diffusion contrdlleucleation-and-growth process,
indicated by a peak in isothermal DSC after a lmmyiction time, and supported by the
devitrification microstructure, which was highlyrakitic. The alloys with x =5 and 10
transformed by a more complicated, 2-step procesked in isothermal DSC by an
initial rise, followed by a peak, followed by anetlslow rise. The presence of a peak in
isothermal DSC, for both types, rules out a coamgprprocess as the primary
transformation mechanism. The 2-step crystallimatrom DSC was also observed by
analysis of the pair distribution function, follavg the method of Egami and Billinge
[16], which demonstrated that the states during ttivee stages of transformation

observed from isothermal DSC are distinct.
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The devitrification microstructures of the bulk gaes for x = 5 and 10, from
SEM and EDS of crystalline regions of the as-caskes, are more complicated than that
of the base alloy. A mixture of Cu-rich, Gd-po@ndrites, and more uniform, Cu-poor
structures was observed. The average size of thecl dendrites decreased from 10-
20um to 1-um as Ag was increased from 5 to 10 at.%. The gees&e of the Cu-poor
grains remained roughly equivalent over the samgeaaf Ag content. For both alloys
with Ag, the amorphous background (after a eutemtystallization for x = 10) can be
seen distinctly from the other crystals, with aform distribution of all atom species.
These results support the conclusion that the Aglawing the crystal growth rates by
inhibiting diffusion. Taken together, these resu#tuggest the alloys with Ag may
transform by initial, fast nucleation and growth afie phase, followed by a second
crystallization step characterized by a larger mwifraction transformed. Such a
process could be triggered by phase separatiomeanglass, although this cannot be
detected from the results presented here.

In conclusion, the results of this section confidntee similarities between Mg-
Cu-Ag-Gd and Mg-Cu-Ag-Y. Specifically, it was camfied that the addition of Ag to
the Mg-Cu-Gd alloy causes the as-prepared (quenchedst) microstructure to change
from fully amorphous to a nanocrystal-amorphous posite structure, including for bulk
samples up to 1cm diameter. This is due to extiyesiew growth rates of crystallites
for the alloys with Ag, possibly due to inhibitetfdsion. The composite structure of the
alloys with Ag leads to improvements in the mecbahproperties, and the measured
decrease in thermal stability. The nature of teetdfication and crystal growth for the

composite structure was explored in more detaijgeating a 2-step process of fast
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development of one phase, followed by nucleatiod growth of another, with slow
growth. A signature trace in isothermal DSC wasoeamted with this transformation
sequence.

Further work on these alloys to explain the resistato oxygen would be useful
for possibly extending the air-casting method toeotglasses. EFTEM or atom-probe
analysis would determine if the 2-step crystall@ain the alloys with Ag is due to phase
separation of the glass. Additional HRTEM and SEmMdies, to further explore
differences between quenched and cast microstaes;twould be useful since, from this
work, it is evident that the standard characteiopatechniques of XRD, TEM, and DSC

can fail to detect these subtle differences.
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Chapter 6

Hydrogen Storage and Hydride Formation in
lcosahedral Quasicrystalline TksZr 3gNiq7

As discussed in Chapter 1, one important historical contribution of ialater
science was to facilitate the industrial revolution. During timaé, the main source of
fuel for industrializing nations was coal. Almost 300 yearg |latal is still the primary
energy source for electricity generation, with 46.1% of US été@gtgenerated from coal
and 20.5% from natural gas [1]. Transportation fuel is derived almoktsesely from
petroleum, of which large reserves remain in only a few locatiorsss the globe that
are becoming increasingly difficult and costly to accesssiog a host of environmental
and political problems. Even electric cars would ultimately beeped, predominantly,
by coal or gas.

For those reasons, research in renewable, or “green,” power gamesatd
energy storage has received some attention in recent yeasspr@posed such way of
storing energy is hydrogen for automobile fuel, either by gangratectricity in a fuel
cell, or by burning H gas in an internal combustion engine. In 2003 the United States
Department of Energy (USDOE) issued a “grand challenge” tadlam for basic
research in hydrogen energy technology [2]. Many barrierdf@leogen economy exist,
one of which is the lack of a safe method for storing appreciabbeiras)of hydrogen.
The DOE goal for hydrogen storage capacity of a viable trarsmortfuel system is 6.5
weight percent (wt%), with operating temperatures and press@@sonable for

automotive applications. A possible solution is solid storage intal imgdrogen system
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that isreversible, i.e. can be repeatedly loaded and unloaded with hydrogen. This chapter
presents an analysis of the hydrogen storage capacity andsibditg of a
quasicrystalline Ti-Zr-Ni alloy, which showed some potential &taining the DOE
target. This alloy has been well studied by this group, and the preskented here built

on the existing techniques to examine preliminary results of exceptioredestor

6.1. Quasicrystals as metal-hydrogen systems

Metal hydrides are typically defined as systems in which dgein atoms are
bonded to metal atoms. It is also possible for hydrogen to occupstiiié sites in the
atomic configuration of a metal or alloy. Thus, in this thesis teh@ metal hydrogen
system will be used broadly, withmetal hydride referring specifically to crystalline
phases that contain a metal-hydrogen bond. Hydrogen absorptioansitibn metal
alloys is well studied, often in the context of embrittlemengtaictural materials due to
expansion of the crystal lattice associated with absorption.

Interstitial hydrogen atoms can occupy octahedral or tetrahsdes, and the
amount of hydrogen that can be stored in the material is edfeict part, by the number
of these sites [3]. Icosahedral quasicrystals, their ratiopptog&imants, and the
amorphous phase (all described in detail in Chapter 1) contain tetxbbiéels, and have
thus been examined for their hydrogen storage capacity [4-9].pdlgeetrahedral C14
(Laves) phase, space group P63/mmc, prototype MdZas also been examined [10].
The i-phase TjZrsgNii7 alloy was of additional interest due to the affinity for hydroge
of the transition metal constituents, particularly Ti and Zr [INyimerous hydrogenation
studies have been performed in Ti-Zr-Ni alloys by this group, ummglectrochemical

method [12], and by gas-loading in a furnace [5, 13]. A technique @fceuetching and
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deposition of a thin coating of Pd was developed to further teeliabsorption by
inhibiting formation of surface oxides [6].

From those studies, icosahedralssZrsgNii; was found to absorb 1.7-1.9
hydrogen atoms per metal atom, corresponding to up to 2.9 wt%. A tSigwer
apparatus [14] for high pressure, high temperature hydrogen ghsgoaf solids was
built by Huett [15], and improved upon for this study (the changesletailed in §86.2).
The purpose of this study was twofold: to test preliminary resiibwing additional
hydrogen uptake in T4ZrsgNiy; at higher pressures than previously studied, and to

examine the phase formation with increasing hydrogen (which affects thsilbditg).

6.1.1.Pressure-Composition-Temperature measurements

In this thesis, hydrogen absorption and desorption data will be preseiten
pressure-composition-temperature (PCT) plots. Figure 6.1.a showgsragbgure vs.
hydrogen composition at various isothermal conditions (pressure-corapasitherms)
for a LaNg(H) metal hydride. At lower concentrations of hydrogen, the gdsssolved
in the metal as a solid solutiom phase). As the concentration of hydrogen is increased,
a plateau occurs at which the hydrogen concentration increlases an isobar. This
corresponds to the phase transition to the hydfigenése). The existence of the plateau
can be argued using the Gibbs phase rule, i.e.

F=C+N-PR
whereF is the number of degrees of freeddinis the number of components (here two,
hydrogen and metallN is the number of non-compositional variables (here two, pressure
and temperature), arRlis the number of phases present (here threeggandp). Thus,

there is only one degree of freedom when all three phases coesusting in the plateau.
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Figure 6.1.b shows a van’t Hoff plot, used to calculate the headoteyformation AHy,

and the change in entrop¥s,. Given

_AH,

RIn(P) ~RAS,

whereR is the gas constarR,is the equilibrium vapor pressure, ahd the temperature,
the slope of the van't Hoff curv&®n(P) vs. 1) is AHnand the intercept IBAS:.

As already discussed, in the i-phase and the glass (amorphous fiase)
hydrogen atoms occupy interstitial sites, and (ideally) tieere transition to a crystal
hydride. Rather, the plateau region corresponds to the fillingites with a narrow
distribution of energies. The purpose of the hydrogen loading expesirdetiussed
here was to characterize the PCT curve at higher pressuligghiase TjsZrsgNi;7z. The
possibility of a second plateau, corresponding to the filling of stited sites of higher
energy, but with a similarly narrow distribution of site energweas examined (results
will be presented in 86.3.2). The formation of crystal hydride phagabits the
hydrogen cycling ability of these alloys. The stable ctysitase is the hexagonal C14
Laves phase, which can store hydrogen but does not readily desajast Another goal
of this work was to examine the hydride phase formation as aidonef hydrogen
concentration, to compare to the calculated PCT curves (those wediubis presented in

§6.3.3).

6.2. Experimental and analysis methods

Hydrogenation of i-phase 4Zr3gNiy; ribbons, prepared by arc-melting and rapid
guenching (both described in Chapter 2) and Pd-coating by vapor dep[&iti&j, was

performed. One of the important outcomes of the work discussed hsnmefinement of
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the high pressure apparatus of Huett to enable faster and moratacneasurements of
pressure, which facilitated simpler analysis methods and a i@dwcterror in calculated
PCT results. In 86.2.1 the apparatus will be briefly reviewed thed important
modifications discussed. In 86.2.2, the analysis method will be prdsantk some data
reduction and smoothing techniques to reduce accumulation of error vdikdessed.
Appendix 3 provides text of the codes used for device control and datdioollas well

as macros used for data analysis and circuit diagrams for the contnodratesct

6.2.1.Experimental apparatus

Complete technical details, including CAD drawings and designfgagions, of
the high pressure, high temperature Sievert-type apparatus ustdsfevork can be
found elsewhere [15]. A schematic drawing is shown in Figure Bh2. basic operation
sequence is the following.
e The sample chamber volume(Vand intermediate volume  were
evacuated using a turbo-molecular pump.
e The hydrogen reservoir () was maintained at a pressure up to 500PSI,
monitored by gauge P2.
e A small amount of gas was metered intg; Wy computer control of an
actuated valve (for absorption measurements), or the desorption chamber
V4es Was evacuated (for desorption measurements).
e The gas was released fromy Mo Vs (absorption), or from ¥ t0 Vyes
(desorption), and the pressure was monitored by gauge PO (for low

pressures), and/or gauge P3, and logged by the computer.
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Figure 6.2 - A schematic drawing of the high pressure Sievert-typerajysabuilt by

Huett and used for this work.
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e Absorption (desorption) by the sample, residing in the portion Qf V
heated by the furnace, was determined by the change in gasrpréhis

step will be described in detail in the following subsection).

Automation of the actuated valves and logging of readouts from theimresaiges were
realized using a Measurement Computing DAS08 analog input and d@iRCI board,
controlled by a simple routine in MS BASIC. The interface wsiaslar to that used by
Huett; some modifications will be discussed later, and the eéxke control routines are
provided in Appendix 3.

The modifications made to improve upon the original design were the fioow
The original high pressure gauges (P2, P3, and P4) were upgraliécstinstruments
Baratron 25000torr (at full-scale) pressure transducers (model# 7ZDARI-A),
which allowed faster and more accurate sampling and communicaiibnthe data-
logging computer. A schematic of the hardware configuration forcdesontrol and
communication is shown in Figure 6.3. A controller was implementédekea the
transducers and the computer using reed-relays to isolate each \@ltpge during a
pressure measurement. This eliminated ground loop faults and sigesing of the
output voltages from the transducers, reducing error in the presseamsurements.
Circuit diagrams for the gauge controller and the valve contralie provided in

Appendix 3.
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Figure 6.3 — A schematic of the device control system for the high pre$sut®gen

loading apparatus.
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6.2.2.Data reduction and analysis

In 86.3.2 results of the hydrogen cycling experiments fqgZiiggNi 7 will be
presented, including a discussion of preliminary results showing tanaté H/M]
greater than 3. The use of a new, largely automated, analggisdan demonstrated that
these preliminary result were erroneous. This method was podsbl® the improved
data quality and acquisition speed from the hardware modificatioesdg discussed.
For absorption, after a metered amount of hydrogen gas was introdtmwéd.ithrough
Vint, the pressure was measured by P3 or PO and stored in the corpaierthese data,
the pressure difference insMat each stepP, was determined and, from the ideal gas
law, was converted to a difference in the number of moles ofigase.

_AP xVg(T)

RT
AP = Pnitial - Pfinal |

An

WhereR is the gas constant afdis the temperature. The volumesMs regarded as a
temperature dependent quantity to further reduce the eror. iThe temperature profile
across \ due to the interaction of the furnace that encapsulates the slaohbée and

the cold block that isolates the heated volume from the rest ofatheles chamber
(Figure 6.2), is complicated. Thus, during calibration, the effetample chamber

volume at room temperature was determined given the various furnace tenageratur
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From the measured absorption (or desorptidn), the hydrogen-to-metal atom

ratio [H/M] was calculated, i.e.

[ : } [ : } ngZAni
v e v . (6.2.2.1)
f i

M M m.,

Wheregn, is the atomic weight of the alloy amg, is the mass of the alloy. ThE/M];
term is included to accommodate desorption measurements, sinédess than zero;
for absorption measurementd/M]; is equal to zero.

As already mentioned, accumulation of error is a major concern egiemating
PCT curves, due to the summation in Egn. 6.2.2.1. To illustrate thestsefhd develop
a rationale for smoothing and correction of the data, a model sysisroamstructed and
analyzed. First, idealized,Hbressure data as a function of time was constructed with an
absorption peak qualitatively similar to that measured fgZiiggNi,7 (Figure 6.4.a). For
higher pressures, after the offset of the peak, the simulatedifgreserence was fixed
at zero. From the pressure difference data, the PCT curveef@imulated system was
calculated (Figure 6.4.b), giving a linear rise up to about 0.25aa{t/M] = 0.033, a
plateau from 0.3-0.6atm, and no changeHfiM] with further increasing pressure.

Next, spurious peaks were introduced in the pressure differenae(figure
6.5.a), similar to what has been observed in PCT measuremenigZo§gNi,7 using this
apparatus (further discussion of those data will be given in §86.3.2), addtthanalyzed
to generate a PCT curve (Figure 6.5.b). The spurious peaksoWwkreer magnitude
than the true absorption peak, and not robust (i.e. of only a singlepcdiath. The
resulting PCT curve is not smooth, and demonstrates the accumulatsrooby an

increasing value oH/M] with increasing pressure.
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(b) the resulting PCT curve from analysis of the absorption data.
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Another factor is the contribution to the fin&l/M] from an overall background
in 4n. In Figure 6.6.a, a linear background was introducethiwith increasing pressure
above the primary absorption peak. In real data a backgroundisotytfe could
correspond to subtle absorption arising from a different mechanismtliaé which
creates the peak un at lower pressures. The calculated PCT curve (Figure @6.b)
high pressures is qualitatively similar to the previously meds@sults for TjsZr3gNiy7.

Those results will be discussed further in §6.3.2.

6.3.Results

This section presents results of the hydrogen loading studiesdimglhydrogen
cycling of pure Pd metal, in 86.3.1, for confirmation of the efficaicthe apparatus and
methods already discussed in 86.2. The results from Pd also mayedédoumore
accurately calibrate the instrument. The hydrogen cycling b&hatiTissZrsgNii7 is
then presented in 86.3.2, showing no evidence of a second plateau in the R Tigur
to a hydrogen pressure of about 34atm. That section also inclu@éegamination of the
PCT data in light of the data reduction techniques alreadystied. Finally, 86.3.3
presents results of a study the microstructure and hydride phase form#tiamcreasing
hydrogen content in TdZrzgNii7 using x-ray diffraction (XRD), building on previous

work from this group.
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Figure 6.6— The results of a PCT simulation with a linear background introduct
absorption profile at high pressures, (a), and the resulting PCT ahowing

accumulated error at high pressures, (b).
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6.3.1.Hydrogen cycling in Pd

Pure Pd metal is a suitable standard for testing and calibration of ther&ésgine
PCT apparatus and the modified analysis method, due to its well-knoliy t@bstore
hydrogen [17, 18]. Figure 6.7.a shows the change in the number of mblgdrofjen at
each loading or unloading step for absorption and desorption, respecihesgured
from the change in pressure. From Figure 6.7 it is clear twafd, absorption and
desorption can be easily measured directly from the change in pressure usimgthiod.
There is a slight deviation from zero in both cases, which couldt rieserror in the
calculation of the PCT curve, and may warrant further examina®rpart of a
calibration or data correction procedure.

Figure 6.7.b shows the resulting PCT plots, which exhibit hysseneth cycling,
and a small offset at the low pressure end of the desorption cum® offiset should be
noted since again, accumulation of error could arise in repeatedggdperiments.
Figure 6.8 gives a comparison of PCT results for Pd, from thi& &od from other
published results. From Figure 6.8, it appears that the measuiaeat d@minally 200°C
fall somewhere between the published data at 200 and 150°C, suggestihgthiemt
examination of the actual (or effective) temperature at the pofnthydrogen
loading/unloading may be required. The data shown in Figure 6.8 agikavith
existing results for the PdgHsystem, confirming the efficacy of the measurement and

analysis techniques, to within a slight temperature correction.
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6.3.2.Hydrogen cycling in TjZrzgNiy7

Preliminary results from Kelton and others [19hnir this laboratory, indicated
the presence of a second absorption plateau atgrggsures for i-phase 484r3gNis;
(Figure 6.9), with an ultimateH/M] value greater than 3 at equilibrium pressures: of
little over 20atm. For this work, the PCT curvesrg/calculated for i-phases3£rsgNis7
for various temperatures, atite [H/M] value greater than 3 was shown to be false
This section presents the current results and shscession of the validity of applying a
background correction at high pressures.

Plots of the measured absorption for various teatpers with increasing
equilibrium pressure are shown in Figure 6.10. nFfagure 6.10, some spurious peaks
in the absorption can be seen. These were remaretlthe resulting PCT curves
calculated (Figure 6.11.a). The PCT curves arditgtieely consistent with the previous
results of Huett and Kim [13, 15] up to modest puess (about 5 atm, Figure 6.12). For
higher equilibrium pressures, the results from wnsk show a much weaker increase in
[H/M], with little or no appearance of a second platefithe background correction (see
86.2.2) is included, the second plateau is comigletenoved (Figure 6.11.b). Again, the
application of this correction is less obvious tliha removal of spurious peaks, as a
gradual increase in absorption could corresponddditional loading of the hydride
phase (or further occupation of interstitial siteshe quasilattice). It does not, however,
reflect a phase change, or occupation of a diftezkass of interstitial sites, similar to the

first plateau (cf. Figure 6.1).
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6.3.3. Hydride phase formation in j5ZrsgNi;7

As mentioned here, and discussed in detail elseykiee formation of crystalline
hydride phases during hydrogenation of i-phase/alieatly reduces the cycling ability.
The extensive work by Viano [4, 5] and Stroud f@dm this laboratory, using XRD and
TEM, revealed that hydride formation can be avoideding hydrogen loading and
unloading up to moderate pressures (5 atm) if trendtion of surface oxides was
minimized, and that complete unloading (desorptia@s possible for temperatures
350°C and above. They also characterized the dwdghase as FCC (Ti-Zr),Hrom
TEM, and found that it could be removed, and tpbase recovered, by annealing at high
temperatures (661°C). Viano found a linear depeceleof the quasilattice expansion

with increased hydrogen concentration, giving tkgression

a'=a’ +-01974{%j (6.3.3.1),

wherea is the quasilattice parameter after hydrogen lapdinda’ is the quasilattice
parameter before loading.

In this work, oxide formation was minimized by tRel-coating technique and
atmospheric oxygen was eliminated by evacuatinglianber, using techniques already
discussed. The quasilattice constant was meadtwed XRD and eqn. 6.3.3.1 was
verified. From the XRD results, the formation,lack thereof, of the FCC (Ti-Zr)-H
phase (Figure 6.13) was determined and a phasafiomdiagram created (Figure 6.14).
From Figure 6.14, the hydride phase appears to &artamperatures above 250°C even

at moderate pressures (latm), and only at higlesspres (> 20atm) for loading at 250°C.

234



T T T T T T T T T
—— TI45ZR38NI17 H/M = 1.7 7
- - - TI45ZR38NI17 AQ | |

Intensity (arb.)

“~ ~ ~
Y vv\s./““v/\"‘ v

30 32 34 36 38 40

20 (degrees)

Figure 6.13— The measured intensity from XRD for i-phasesdizgNii; samples as-
guenched (AQ, dashed line) and hydrogen-loaded S@atn8 at 250°C (solid line);
formation of a (Ti-Zr)-H crystalline hydride can be seen from the shouldethe first

peak at low angles.

235



375 - I - l : T - I

O quasicrystal

350 = quasicrystal + hydride B 1
. ]
Q 325+ 1
)
S

300f .
£ 2] HERH
|- 4
5,
Q 275t .
£ _
)
= 250} oo K4 Ko .

225 " 1 " 1 " 1 " 1 "

0.0 0.4 0.8 1.2 1.6 2.0

Hydrogen concentration [H/M]

Figure 6.14— A phase formation diagram from XRD for hydrogewafor TisZrsgNii7
samples, showing the range of temperatures andyessfor loading of the i-phase with

or without hydride formation.

236



6.4.Summary

This chapter presented results and analysis ofdgyuir cycling measurements for
rapidly-quenched, Pd-coated, i-phasgdrizsNii;. Those measurements, made using an
improved Sievert-type apparatus with more acculata reduction and analysis methods
than those used in previous studies, showed nandegiateau in the PCT curve up to
equilibrium hydrogen pressures greater than 30affine maximum value ofH/M]
attained was between 1.6-1.8, consistent with previresults. This result negates
previous, preliminary results of high pressure bgeén loading in i-phase sEZr3gNi7.
The experimental and analysis methods were suppdote measurements of the
hydrogen cycling of Pd metal, not possible using #pparatus and method of the
previous work, which showed good agreement withlipnbd results to within a
temperature correction. The current work also egyrevell with earlier studies of
TissZragNis7 at lower equilibrium hydrogen pressures.

A background correction to the measured absorptiata was also discussed.
This type of effect was likely exaggerated in thalgsis method employed by Huett and
Hartzell, leading to the accumulated error andrevonis second plateau. Reduction of
this background was shown to completely removeaftarent second plateau, although
it was greatly reduced even without such a cowactiln future work the background
subtraction should be used carefully, as it may edgnove subtle effects of high pressure
absorption without an associated phase changdamge in site-filling in the quasilattice.

Directly from the absorption data, such as in Fegdrl0, the distinction between the two
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processes was measured, with a sharp peak corcksgda the plateau in the PCT curve
at low pressures, and the absence of a seconcapbaiher pressures.

Diffraction measurements from XRD and were madsttly the changes in the
guasilattice and the phases formed with incredsyayjogen concentration. The previous
results of Stroud and Viano were confirmed using tlew technique, and a phase
formation diagram was determined into the highfues regime. These studies showed
that the FCC (Ti-Zr)-H hydride phase forms readily for loading at tempees of at
least 300°C, and also for lower temperatures (2b@t@igh pressures (20-30atm).

In conclusion, from these results it is evidentt tiphase TjsZrsgNii7 is hot an
exceptional hydrogen storage material, and theigusevresults showing additional
hydrogen uptake at high equilibrium pressures, béybat previously measured, were in
error. This negative result is unfortunate, bunynanprovements to the apparatus and
analysis method were made. The technique is veryatile, and could now be further
refined and applied with greater confidence forrbgenation studies for a wide variety

of materials at high pressures and temperatures.
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Chapter 7

Summary and Conclusions

In this dissertation, the results of research in four topics wersented, all of
which dealt with the phase formation and physical properties of rystatime alloys.
The main effort was to characterize the supercooled alloydsgand the resulting
products of their solidification, using the BESL technique, for twadesys of interest,
presented in Chapters 3 and 4. The experimental BESL studieseveptimented by
computer simulation and analysis techniques, and some theoretical modeliag steict
also made. In addition, properties of a lightweight, air-cast, Mgdbaulk metallic glass
(BMG) were presented in Chapter 5, and an analysis of thedmsrstorage ability and
phase formation in a T-based quasicrystal was presented in Chapter 6.

In Chapter 3, changes in the supercooled liquid structure @boSdrx were
investigated as a function of composition and temperature. BBldgs are of great
interest, both for their potential as engineering materiald laecause their simple
compositions makes them suitable for theoretical and modeling stuthies, could lead
to a better understanding of metallic glass formation. Her@naition to a chemically
and structurally inhomogeneous supercooled liquid was found at x = Bbamwibnset at
845 = 5°C. It was observed from analysis of multiple experimemtdl simulation
measures, including the pair distribution function (PDF), the bulk dersid Reverse
Monte Carlo (RMC) simulation. The amount of icosahedral order andetthgced
supercooling were observed to be maximal near the composition x whizh could

explain the improved glass-forming ability of this composition ato#frmetastable
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eutectic composition. These results also may represent the dkperimental
confirmation of cluster development predicted for these liquids byaulale dynamics
simulations.

In Chapter 4 research on changes in the structures and physigarties of
supercooled liquid TEZrzsxHfxNiy7 alloys, and their solidification structures, with
changing Hf concentration, was presented. Previous work frongrbigp identified a
sharp phase formation boundary between the C14 Laves and cF96 stmetures- 18-
21. The phase formation boundary was confirmed, and further examined, &$hg B
and related analysis. Scanning electron microscopy (SEM)estuevealed changes in
the segregation of different atom species between the two lcsyrstetures in the phase
mixture in the samples solidified using BESL, with changing Hf eatration. The Hf
was found to be homogeneously distributed, and the Zr to become more homogeneous
with the addition of Hf. These changes, along with increasing icdssherder in
liquids that form the C14 structure, lead to the observed phaseationmboundary.
Changes in the physical properties of the supercooled liquid and theemglerature
solid solution were also observed, which may help explain the segregatithe
solidification structures.

In Chapter 5, a detailed examination of changes in microstructuvgssCus.
»AgxGdyp BMGs with changing Ag content was presented. In collaboratitn kv S.
Park of Harvard University it was shown that, although sampledlfealaes ofx appear
amorphous from basic characterization with low energy x-rayadtfon (XRD) and
differential scanning calorimetry (DSC) the samples witk % and 10 are not truly

amorphous, but rather nanocrystal-amorphous composite structures. triittigre can
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be maintained in the large diameter, air-cast samples due toshmvygrowth rates,
possibly due to inhibited diffusion with added Ag, as suggested bytsesiulSEM.
Changes in the thermal properties were also observed with theoadafitAg, and the
different devitrification mechanisms were explored, with a twep-scrystallization
signature from isothermal DSC characterized by high energy XRD.

Quasicrystals have shown promise as materials for solid stofagydrogen for
renewable energy applications. Previous research in this laborataitgdiéhe hydrogen
absorption and cycling behavior in i-phasesZiizgNi;; at modest pressures. Preliminary
results from high pressure studies showed exceptional absorptiae, irl€hapter 6,
those results were shown to be an artifact. As detailed thgmmvements were made to
the apparatus, which then allowed development of an improved analybisdmieading
to the corrected results. Results of the phase formation sequéhcthevaddition of
hydrogen were also presented.

Future work using BESL on the Cu-Zr liquids to determine whatnyf & the
compositional dependence of the transition observed at x = 54, andattengtip to
BMG formation relative to a metastable eutectic point, woulémeficial. Neutron
diffraction studies could determine the partial pair correlation functiodsthenresults of
those experiments could provide further evidence for the clustercpoedi from
molecular dynamics simulations. The structures of other binar@#diming liquids
should be examined, using similar methods, to determine if glasstion in binaries is
always preceded by such cluster formation.

A study of the ternary Cu-Zr-Al system to confirm the th&oat predictions for

that system would also be interesting. These results couldvatetiuture alloy
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development. Since Hf was shown in Chapter 3 to affect the cHesagr@gation as the
liquid cools, a study of Hf substitution for Zr in Cu-Zr-Al BMGswd also provide
interesting results on the interaction of these two phenomena, whutthaso be useful
for BMG development.

Additional study of the Mg-Cu-Ag-Gd alloys, using atom probe andHRF
could determine if there is phase separation that influences tleevetdschanges in
devitrification behavior. Further HRTEM studies could better niegp drystallization
sequences, and perhaps provide an improved understanding of the natarsibbns

observed in isothermal DSC, to build upon the existing work of Chen and Spaepen.
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Appendix 1

Scripts Used in Processing BESL Data

Al.1 Batch processing

The initial steps in the reduction of the BESL data were batotepsing and
background subtraction. This was accomplished using the batch pngcessipt
Generic_batch_kks.bat, the text and usage of which are given below. Integration of the
radial intensity was performed in the program Fit2D as alreladgribed. To streamline
the process, macros were used in Fit2D. For free cooling expgsimgata were
analyzed frame-by-frame using the madkag_8 2007-2bytelnteger.mac. For these
macros, the beam center and sample-detector distance werenidete from the
scattering data from a Si-standard. The above topics will be presented here.

All scripts below contain a header boxed with asterisks (1) gatme information
about the file and its execution. This header is not necesagslyper comment line for
the language of the script, and if one wishes to recreate theprotirese headers should
be removed. Occasionally line breaks will appear due to longaea strings. If the
reader is duplicating the script from a paper copy, she meag to adjust the use of
spaces/carriage returns for the script to execute properlyorking from an electronic
copy, files should be able to be copied/pasted as-is. The eottents of the folder
C:\BESL, which is referenced in these scripts, is included on gacindisc included

with a print copy of this dissertation.
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kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

FILENAME: Generic_batch_kks.bat

AUTHOR: Kisor Kumar Sahu

EXECUTION: Edit source and destination file paths as needed, on Windows PC, double
click to execute

NOTES: First line points to batch processing script; second line is path foe staie;

third line is path to write output data (if specified folder does not exist, it wiltdsged,

if files of same name already exist, they will be overwritten without ptimg); fourth

line is source filename of data file; fifth line is source filename of ¢packnd file,

number of frames in data file, number of frames in background file

kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

CALL C:\BESL\GE_macros\2ndset\convert2_kks_3.bat
E:\BESLO7_from_on081107_21.50\STL906_Ni\Step4 Hold

E:\Vic_ BESL backup 082807\BESL_processed VW\Ni\Step_cooling\1200C
Hold_1200C_15f 1Hz_081307_17.58
empty_chamber_afterprocess 15f 1Hz 081307_18.08 15 15
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kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

FILENAME: convert2_kks_ 3.bat

AUTHOR: Kisor Kumar Sahu

EXECUTION: Called by Generic_batch_kks.bat on Windows PC
NOTES: Unless modifying the procedure, do not edit this file

kkkkkkkkkkkkkkkkkhkkhkkhkkkkkhkkkkkkkkkkkkhkkhkkkhkkkkkkkkhkkhkkhkkhkkkhkkkkkkkkkkkkkkhkkkkk

mkdir %2

cd %2

C:\BESL\Adept\Tools\Argonne\correctPDFseq_bin_high_kks.js %1\%3 %1\%4 8465 %
move %1\%3*.cor

move %1\%3*.avg

move %1\%3*.sum

del %1\%3
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kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

FILENAME: correctPDFseq_bin_high_kks.js

AUTHOR: Kisor Kumar Sahu

EXECUTION: Called as part of Generic_batch_kks.bat on Windows PC
NOTES: Unless modifying the procedure, do not edit this file

kkkkkkkkkkkkkkkkkhkkhkkhkkkkkhkkkkkkkkkkkkhkkhkkkhkkkkkkkkhkkhkkhkkhkkkhkkkkkkkkkkkkkkhkkkkk

/***********************************************************************

kkkkkkkkkkkkkkkkkhkkhkkkkkkkk

correct.js

kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

kkkkkkkkkkkkkkkkkhkkhkkkkkkkk

MODULE DESCRIPTION:

Name Description

/***********************************************************************

kkkkkkkkkkkkkkkkkhkkhkkkkkkkk

Include Files

kkkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkkkhkkkkkkhkkhkkkkkhkkkkkkkkhkkkkkkkkkkkkkkkkkk

**************************/

/***********************************************************************

kkkkhkkkkkkkkkkkkkhkkhkkkkkkkk

Local Literals

kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkhkkhkkkkhkkkkkkkkkhkkhkkhkkkhkkhkkkkkkkkkkkkhkkkkk

**************************/

/***********************************************************************

kkkkkkkkkkkkkkkkkhkkhkkkkkkkk

Local Constants
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kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

**************************/

/***********************************************************************
*kkkkkkkkkkkkhkkkhkkkhkkkhkkkhkk

Local Variables
*kkkkkkkkkkkkhkkkkhkkkhkhkkkhkhkkkhkhkkkhkkkhkhkkkhkhkkkhkkkhkhhkkhkhkhkkkhkkkhkkhkhkkhkhkkhkhkkhkhkkhkhkkkhkxk

**************************/

var WshShell = WScript.CreateObject("WScript.Shell");

var fso = new ActiveXObject("Scripting.FileSystemObject");

var BMFilename
="C:\\BESL\\DetectorData\\1339.6\\BIN\\1339.6N_BadPixel_d.txt.img";

var gainMapFilename =
"C:\\BESL\\DetectorData\\1339.6\\BIN\\1339.6N_GainCal_Record_Highnkdap_d_1
19 1.img";

var correctFilename = "C:\\BESL\ADEPT\\Tools\\Argonne\\eatflwithdarkfile";
var averageFilename = "C:\\BESL\ADEPT\\Tools\\Argonne\\aygfl"

var rows = 1024;

var BMHeader = 8192;

var objArgs = WScript.Arguments;

if(objArgs.length < 3)
{

WScript.Echo("Please enter parameters: 1st param = x-ray file@ach@aram = dark
filename, 3rd param = # of during images, 4th param = # before images (defati);= 5)\n
}
else
{

var xrayfilename = objArgs(0);

var darkfilename = objArgs(1);

var outputFilenamel = xrayfilename +"_";

var outputFilename2 = xrayfilename + ".avg";

var outputFilename3 = xrayfilename + ".sum";

var duringFrames = objArgs(2);

var beforeFrames;

var totalFrames;

var command;

if(objArgs.length > 3)

beforeFrames = objArgs(3);
}

else

{

beforeFrames = 5;
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}

totalFrames = parselnt(duringFrames);
command = correctFilename + " -d 0 -e " + (beforeFrames-1) +" -x 0 ";
command +="-z " + (totalFrames-1) + " -r " + rows + " -i " +yfitaname;
command +="-0 " + outputFilenamel + " -b " + BMFilename + " -h 8192 -
BMHeader;
command +="-p " + darkfilename,;
command +="-a 1";
command +="-g " + gainMapFilename;
/[ WScript.Echo(command);

oExec = WshShell. Run(command,1,true);
/I oExec = WshShell.Exec(command);

/I while (oExec.Status == 0)
I {

/I WScript.Sleep(100);
I}

/[ WScript.Echo("\n");

command = averageFilename + " -i " + outputFilenamel + " -x 0 -z " + duaimgs +
"-s " + outputFilename3 + " -a " + outputFilename2 + " -r " + roWsh-0";
/[ WScript.Echo(command);

oExec = WshShell. Run(command,1,true);

/I oExec = WshShell.Exec(command);

/I while (oExec.Status == 0)
I {

/I WScript.Sleep(100);
I}

/I WScript.Echo("\n");
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A2.1 Fit2D Macros

The following scripts are macros for the program Fit2D, which wsed to
generate average intensity from the raw detector filesran fpre-processed (batch
processed) files, where applicable. When studying thesessatipg important to note
what it means to be macro; this file is simply automating the keystrokes which would
otherwise be done by hand in the program. The numbers entered are unigue t
particular experiment and some were determined from spedficcalibration
measurements, as will be discussed below. If modifying thesgomdor a new

experiment, one should take care to modify the particular values accordingly.

A2.1.1.Procedure for locating beam center and sample-etdistance

Before running a Fit2D macro, it may be necessary to checkatingle-detector
distance and beam center. This is accomplished by using data fSorwalibrant. Data
from Si calibrants were collected at various times throughout siatlonary and BESL
scattering experiments, and it is important to use the catibratformation which was
collected as close in time to the data being analyzed, and sante configuration of the
detector and any other associated hardware, such as beam-stiopswacuated flight
path used in the stationary experiments.

This procedure assumes the user is running Fit2D in a graphics+tbadedon a

Windows PC. In the Fit2D graphics window

e Go to Powder Diffractiom® Input

250



e Load the desired Si-standard data; for BESL experiments tHisikely be the

batch-processed .sum file

e Choose file format binary

e Specify the dimensions of the image (1024 for August 2007 BESL, diatadlata
type (Real, 4-byte IEEE for .sum file), NO to signed or unsigh&d,to swap
bytes on input, 1 for byte number for start of binary data; lsketaults for the

second page of inputs

e The files should be loaded and an image of Si diffraction apgeared, choose

calibrant=>» Silicon

e Choose a reasonable sample-detector distance, specify the e@velength and
the correct size of horizontal and vertical pixels (400 for Aug@o§X7 BESL);

otherwise use defaults and confirm NO for refinement of x-ray wavdlengt

e Press OK, choose two-click in the lower right (the tab wilpldig the text ‘one-
click’ when two-click mode has been chosen), click once in the \airggow and
again in the detail window to choose a point on the first diffraction ring and repeat
for a few points around the ring. Choosing points on the center or edge of the ring
is down to user preference, but all points should be either centemger ek

mixed

Press the center button to finish, results will be displayed icdahenand line window
opened alongside the Fit2D graphics window. This information should theimebked
against that contained in the macro, and if desired, a new maatecti@ntaining the

appropriate calibration information.
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A2.1.2.Macros for stationary diffraction studies using aARB450
image plate detector

Processing data from the MAR3450 detector used in stationargafiéin studies
was streamlined using a Fit2D macro. For these data, theneonzestch processing and
no automated background subtraction was used. A representative RH2D is

reproduced below.
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kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

FILENAME: Aug08_noGEOcorr_080508 _1031.mac

AUTHOR: Vic Wessels

EXECUTION: In Fit2D, choose MACROS/LOG FILE tab then RUN SEQUEN&IE
NOTES: Unless modifying the procedure, do not edit this file

kkkkkkkkkkkkkkkkkhkkhkkhkkkkkhkkkkkkkkkkkkhkkhkkkhkkkkkkkkhkkhkkhkkhkkkhkkkkkkkkkkkkkkhkkkkk

%!\ BEGINNING OF GUI MACRO FILE
%!*\

%'\ This is a comment line
%0!*\

EXIT

IMAGE PROCESSING (GENERAL)
INPUT

#IN

BINARY

X-PIXELS

3450

Y-PIXELS

3450

DATA TYPE

REAL (4-BYTE IEEE)
SIGNED

NO

BYTE SWAP

NO

STARTING BYTE

1

O.K.

EXIT

POWDER DIFFRACTION (2-D)
INTEGRATE

X-PIXEL SIZE

100

Y-PIXEL SIZE

100

DISTANCE

437.997

WAVELENGTH

0.12448

X-BEAM CENTRE
1729.742

Y-BEAM CENTRE
1722.967

TILT ROTATION

-37.034
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ANGLE OF TILT
0.052

O.K.

%MSTART AZIMUTH
%!*\-120

%MEND AZIMUTH
%!*\120

%!\ INNER RADIUS
%!*\0

%" OUTER RADIUS
%1480

SCAN TYPE
Q-SPACE

%!*\1 DEGREE AZ
%I*\NO
%MAZIMUTH BINS
0%I\1

%!\RADIAL BINS
%!*\1000
CONSERVE INT.
NO
POLARISATION
YES

FACTOR

0.990000
GEOMETRY COR.
NO

MAX. ANGLE
45.18585

SCAN BINS

1958

MAX. D-SPACING
16.0000

O.K.

%IMEXIT

OUTPUT

CHI

FILE NAME

#OUT

O.K.

EXIT

MACROS / LOG FILE
%!*\ END OF 10 MACRO FILE
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A2.1.3.Macros for BESL using GE Revolution 41-RT detector

The following two macros were used in processing the BESL datdistinction
was made between 2-byte integer and 4-byte real data sets. Therdyggde processing
was applied to .cor files, while the 4-byte real processing was appliadrtarsavg files.
From the batch processing used for BESL data, a .cor file was producedhférapae of
the scattering experiment, and a .sum and .avg file was produaeslasand average of
all frames, respectively. In typical data reduction, .cor filese analyzed for free

cooling experiments, while .sum files were analyzed for step-cooling exgr@s.

255



kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

FILENAME: Aug_8 2007-4byteReal.mac

AUTHOR: Matthew J Kramer

EXECUTION: In Fit2D, choose MACROS/LOG FILE tab then RUN SEQUEN&IE
NOTES: Unless modifying the procedure, do not edit this file

kkkkkkkkkkkkkkkkkhkkhkkhkkkkkhkkkkkkkkkkkkhkkhkkkhkkkkkkkkhkkhkkhkkhkkkhkkkkkkkkkkkkkkhkkkkk

%!\ BEGINNING OF GUI MACRO FILE
%!*\
%'\ This is a comment line
%0!*\
EXIT
IMAGE PROCESSING (GENERAL)
INPUT
#IN
BINARY
X-PIXELS
1024
Y-PIXELS
1024
DATA TYPE
REAL (4-BYTE IEEE)
SIGNED
NO
BYTE SWAP
NO
STARTING BYTE
1
O.K.
EXIT
POWDER DIFFRACTION (2-D)
CAKE
KEYBOARD
496.707
528.823
1
4.9530975E+02
1.0751101E+01
1
4.9530975E+02
1.0232599E+03
0
1
1.0108168E+03
5.3947632E+02
INTEGRATE
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X-PIXEL SIZE
400

Y-PIXEL SIZE
400

DISTANCE
794.832
WAVELENGTH
0.09577

X-BEAM CENTRE
496.707

Y-BEAM CENTRE
528.823

TILT ROTATION
-70.012

ANGLE OF TILT
127

O.K.

START AZIMUTH
-120

END AZIMUTH
120

INNER RADIUS
0

OUTER RADIUS
480

SCAN TYPE
Q-SPACE

1 DEGREE AZ
NO

AZIMUTH BINS

1

RADIAL BINS
1000
CONSERVE INT.
NO
POLARISATION
YES

FACTOR
0.990000

MAX. D-SPACING
16

GEOMETRY COR.
YES

O.K.

EXIT

OUTPUT
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CHI

FILE NAME

#OUT

O.K.

EXIT

MACROS / LOG FILE

%!\ END OF 10 MACRO FILE
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kkkkkkkkkkkkkkkkkkkhkkhkkkkkkkkkkkkkhkkkkkkhkkkkkkkkkkkkkhkkkhkkkkkkkkkkkkkkkkk

FILENAME: Aug_8 2007-2bytelnteger.mac

AUTHOR: Matthew J Kramer

EXECUTION: In Fit2D, choose MACROS/LOG FILE tab then RUN SEQUEN&IE
NOTES: Unless modifying the procedure, do not edit this file

kkkkkkkkkkkkkkkkkhkkhkkhkkkkkhkkkkkkkkkkkkhkkhkkkhkkkkkkkkhkkhkkhkkhkkkhkkkkkkkkkkkkkkhkkkkk

%!\ BEGINNING OF GUI MACRO FILE
%!*\
%'\ This is a comment line
%0!*\
EXIT
IMAGE PROCESSING (GENERAL)
INPUT
#IN
BINARY
X-PIXELS
1024
Y-PIXELS
1024
DATA TYPE
INTEGER (2-BYTE)
UNSIGNED
NO
BYTE SWAP
NO
STARTING BYTE
1
O.K.
EXIT
POWDER DIFFRACTION (2-D)
CAKE
KEYBOARD
496.707
528.823
1
4.9530975E+02
1.0751101E+01
1
4.9530975E+02
1.0232599E+03
0
1
1.0108168E+03
5.3947632E+02
INTEGRATE
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X-PIXEL SIZE
400

Y-PIXEL SIZE
400

DISTANCE
794.832
WAVELENGTH
0.09577

X-BEAM CENTRE
496.707

Y-BEAM CENTRE
528.823

TILT ROTATION
-70.012

ANGLE OF TILT
127

O.K.

START AZIMUTH
-120

END AZIMUTH
120

INNER RADIUS
0

OUTER RADIUS
480

SCAN TYPE
Q-SPACE

1 DEGREE AZ
NO

AZIMUTH BINS

1

RADIAL BINS
1000
CONSERVE INT.
NO
POLARISATION
YES

FACTOR
0.990000

MAX. D-SPACING
16

GEOMETRY COR.
YES

O.K.

EXIT

OUTPUT
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CHI

FILE NAME

#OUT

O.K.

EXIT

MACROS / LOG FILE

%!\ END OF 10 MACRO FILE
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A3.1 Data processing in PDFgetX2

A3.1.1.Expt. Configuration window

The Expt. Configuration window in PDFgetX2 is shown in Figure A.lngsi
input values for one of the Ti-Zr-Hf-Ni samples of Chapter 4thla window the x-ray
wavelength was entered and polarization adjusted. If polarizatisnnpat in Fit2D, it
was not input here to avoid a double correction. The optional informatisnnaia

adjusted.

A3.1.2.Sample Information window

The Sample Information window in PDFgetX2 is shown in Figure Arthis
window, the alloy composition was entered (in at. %), the samplaejey selected, and
the mass absorption coefficient for the sample, described belogreént As already
mentioned, in BESL the diffraction of a nearly spherical liquid dtopkes measured in
transmission geometry. Spherical geometry is not a choice igdRE, so flat plate
transmission was selected. This is a reasonable approximat@mtige size used for the
incident beam (0.8 x 0.8 mm), but further work to develop a correctiopherisal
geometry would be beneficial. The mass absorption coeffigiend,defined relative to

the loss of intensity of an incident beam of photons on a mass of thickgesn by

R SVALR

wherel, is the incident intensity, is the transmitted intensity, apds the mass density.
Values ofu/p have been tabulated for all elements as a function of incident dxeznay,

and are available from NIST [1]. The attenuation coeffigi&ntone of the PDFgetX2
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i | PDFgetX2 »1.0 build 20050312
File Switch --> Help

History -= | Title: lX-ra_l,l POF
wiorking Directory: C:\Program Files\PD Fget<2

Producer: l\r"ictor

File &utozave: |ON = | Ouiet: |OFF =

Data File Format: CHI

Customize ..

Sarmple: 1280C_18f_Thzc  Sam. Bkg. Container; Caon. Bka.:

o, _EchExp Seies |

v | 1

Foz [Oeon=] | _J] ._.._J| |

| Sample Infarmation I 1[3] Setup | Calib. ‘

“Expt. Configuratio

S0 Corections J

Glr] Optirization I D ata Yizualization ‘

Feray Info
Wavelength (&) |Customize ... _v| |0.035E53S
Polarization: |F'erfec:t LinearlJ ] L0

Dawan Strearn

Optional infarmatian

Container mut: 0000500000 Experiment Marme: iF'DF ahalysiz Experimenter: =
Filker rout: 00200000 Temperabure(k);  |300.000 Facility: I house
Mates
Reset Data ‘ Get 1[3] Calc Cormrections Get 5[3] Get Gfr) Plot Drata Advanced -=

Uzer Meszage: |[Thu May 21 21:53:22 2009] successfully read history file: E:%Wic BESL_backup D32807ABESL_processed WVwATEZHIMNTi452r20HF1 8N

Figure A.1— The Expt. Configuration window in PDFgetX2.
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'PDFgetXI v1.0 build 20050312
File Switch--= Help

History -= | Title: ]X-la}' FOF Praducer: ]Victor
Warking Directaory: ' C:\Program Files\PD Fget<2 File Autozave: |ON | Quiet: {OFF =

[rata File Format: CHI Customize .. | Batch ok it Exp Series
Samnple; 1280C_15f Thz.c  Sam. Bka: Container; Con. Bka.:

P 1 [T ] [ =] [T ]| | | | =]
P 2 [Tmw =] oo =] [Doemn <] | | | | |

s - >

Expt. Configuration I Samplelnformatlon | 1[3] Setup | Calib. | S[0] Comections I G[r] Optimization I [ ata Yizualization

Add/Remove Atomz | Sample Geometny: |Flat Plate Transmizsion LJ Altenuation Coef. [mut]: | 1.3700000

Swvmbol z Walerce Fraction User A User f2 User macoef

Ti o | n.oo | 0.4500 | 0.0000 | 0.0000 | 0.o010
Zr 40 | 0o | 02000 | D.0000 | nooan | D.oo10
Hi 72 | 0o | 01800 | D.0000 | noaan | D.o010
Ni 28 | oon | 0170 | D.0000 | 00000 | D.oofo

Wumber Density : 0.00&00000 Thickness/Diameter(mm]: |2.50000
Optional [nfo.
Packing Fraction: 0.500000 Theoretical mut: 0.105470

Reset Data | Get (3] Calc Comections ‘ Get 5(3] | Get G[r) ‘ Plat Data | Advanced -=

Uzer Meszage: ][Thu May 21 21:53:22 2009] successfully read history file: E:%Wic BESL_backup_082807%BESL_processed %whTZiHINNT i452r20H 8N

Figure A.2 — The Sample Information window in PDFgetX2.
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inputs, was calculated for all samples as a weighted avebggegight percent, not
atomic percent) of the values plp, which was then multiplied by the density and
thickness. The density used was the density at the specifipertature, measured using
the technique discussed in Chapter 2. The thickness could be measeséthated; for

these experiments it was estimated as 2.5mm.

A3.1.3.1(Q) Setup/Calib. window

In this window (Figure A.3) the x-column format was selected, dtet and
container parameters may be input. For the experiments discussed(het) was the
x-column format and the filter and container parameters wereigeat, since no filter
was in place for this work, and container background was removed bgkgrdiand

subtraction, as described in Appendix A.

A3.1.4.S(Q) Corrections window

In this window (Figure A.4) there are many parametersdjosg which have a
major impact on the determination &q) from I(g). Sample self-absorption and
multiple scattering were used for all samples studied. A fluoresceneeton was used
for the Ti-Zr-Hf-Ni samples that will be discussed in Chapter It is needed if a
constituent of the alloy has an absorption edge near the enetigy imicident beam. A
more complete description of the fluorescence correction fdr-Hf-Ni is given in
Chapter 4. The oblique incidence correction was not applied, as thectomris

redundant with the geometrical correction in Fit2D, as alreasigritbed it is_ important

to_make this correction in_only one of these programs, not both Similarly to the

oblique incidence correction, x-ray polarization is applied ahly was not applied in
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i | PDFgetX2 v1.0 build 20050312
File Switch --> Help

Histary -= | Title: 1X-ra_l,l POF
Wiorking Directony: || lj;\'l;-'rograrn .Files\F'DFget'X'é

Praducer: ]\-’ictor

File &utozave: |OM = | Quiet: |OFF 71

Data File Format: CHI Custarnize ..

s [ERRELp Seles |

Sarmple: 1280C_15f_Thz.c  Sam. Bkg: Cortainer: Con. Bka.:

_il _JJ _ll | | | | |
w2 I ---_JI ---_H-- --_II | | | | | ¥

% - 2

Expt. Configuration ‘ Sample Infarmation I I[E!]SetupICahb 1 5(0) Corrections J Gir] Optirization ‘ [ata YWizualization

# Column Format:

Qrm) -

[~ FlatPlate Filter Cor, [ Effective Absorption Carr,

I Sariple Blear Ta?l
Ta?

I Cartairer 7

r

[~ Reset Magative Yalue to: |1 00000

Reset Data I Getl[3] Calc Corrections Get 5[] Get G Plat Data Advanced -»

Uzer Meszage: ][Thu May 21 21:53:22 2009] successfully read history file: E:\Wic_BESL_backup 082807\BESL_processed WwSTZHINATi452r120HI BN

Figure A.3— The 1(Q) Setup/Calib. window in PDFgetX2.
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&1 PDFgetX 2 v1.0 build 20050312
File:

Switch -->  Help

Histary -= | Title: IX-TEI.'H FPOF Praducer: l\-fictor
wiorking Directaory: C:"Proaram Files\PDFgetz File Autozave: |ON = | Ouiet: |OFF «

Data File Format: CHI Customnize .. chi
Sample: T250C_15 Thz.c Sam. Bka: Container: Con. Bkg.:

v 1 [T e =l o ]| | — | | &
@ 2 [k ] [ ] [iroon =] | | | | -

< >
Expt. Configuration I Sample Information | I[3] Setup | Calib. | 5[0)] Comectionz | G[r) Optimization I D ata Visualization |
Methad: ™ Generic © [[0] Sin et E |t ] ¥ Laue Diffuse Scattering
¥ Sample Sel-Absorption W Compton Scattering W weighting Function Type: ](asf>“2 el
v Multiple Scattening [2nd anly) profile: |Z-asf"2 v] i | [ i | o |

v Rulandwin Fune. Wwidth: 10-019000 ™ EditS@)w | J+| g 1

Transmissain Cosff | W  Breit-Dirac Factor Expo:@ | 10 it | |

v Fluorescence Type:| Constant -
[ Energy Dependent: |15 L [ Smoothi iri: fidlth;
i I—ESD.UUUU gy Dep moothing — Qmin i
¥ #-rap Polarization Gh bl ot [ DampF[Q] Type: - | width [A4) |2

[ Interpolate Qrinta 0.0 i

v #uto Scale  manual: i High [ Flange: ﬂ EDJ j ¥ caler 017918380

Reset Data | Get (3] | Calc: EorrectionsJ Get S[3] | Get Glr] Plot Data I Advanced -=

Jzer Message: J[Thu Mayp 21 21:53:22 2009] successfully read histary file: E:3Wic_BESL backup 082B07ABESL_processed YA TErHIMETi45Zr20H BMi1

Figure A.4 —The S(Q) Corrections window in PDFgetX2
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prior processing with Fit2D. The Compton scattering correctionapasied using the
profile Z-asf 2, whereZ is the atomic number arasf is the atomic scattering factor. The
value of the Ruland function width used was 0.01 and the Breit-Dir&or fagponent
used was 3. The Laue diffuse scattering correction was appliedthe weighting
function type used was <asf>Auto scale was used for all samples. The high-q range
adjustment refers to the preference given to high-q valuesiimlating corrections such

as Compton scattering, and can be adjusted empirically to improve than&Siglt. For

most samples a value of 60 (the default value) was used.

A3.1.5.G(r) Optimization window

The parameters adjusted in this window (Figure A.5) do not affecdale
correction, but adjust the Fourier transform fr§q) to G(r), and can control ripples in
G(r) introduced from a truncation &(q). The refinement flags may be checked or
unchecked to provide the smoothest G(r), as determined by the isemoBt important
parameter adjusted w&q) to use. It is important to choose a large enough g-value to
capture as much structural information as possible, but ripplestavéuced intoG(r) if

the high-q values d¥q) are inaccurate, or if a sharp cutoff is included.
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PDFgetX2 v1.0 build 20050312

File Switch--> Help

History == | Title: ]X-ray FDF Producer; |\-’ictor
Wiarking Directory: t:\F'mglam Files'\PDFget-X'? File Autozave: |ON  w | Ouiet: |OFF +

[1ata File Format: CHI Customize .. ch jat it v Se
Sarmple: 1280C_15f Thz.c Sam. Bka. Container; Con. Bka.:

O e e | ) "

M 2 |Unknown =] [Urknawn =] JUnknawn =] | | | | | | v
5 >
Expt. Configuration I Sample Information | 1[G Setup | Calib. | 5[0] Comections D ata Visualization
Euncti Gt W Refinement flags
factiagiteliietipizeg] F(1)) <=>:010 g [ Backgiound Scale W Samnple mut [¥  Polarization Factar
@ range mir; 20,0000 mayw (40,0000 JS[E!]u:orrection Genericj
AL : : [ T_coefinObligue Car. W Fluorescense Scale [ Rulandwfin fidth
Hoallen: J2D Rel. Step: |01 00000 [~ Ernergy Dependencea [ Energy Dependence b
weight:| conztant j t_l,.lpe:| Linear ﬂ

Yariable Tweaking: |QmaxLJ Fourier Trangform 5(0) -» Glr]  Method: |Ad hoe Integratian. j
Start [250000  End: [35.0000  Step 300000 SO)touser  Omin 0800000 Qmaw [145000 Qg |0.00000D
i : Gl to get: Firniir: 10.000000 Firnas: |4u.uuua Raric: |u.n1nnnua
Reset Data | Get (3] | Calc Corrections J Get S[3) Get Gir] | Plot Data | Advanced - >

User Mezzage: ][Thu May 21 21:53:22 2009] successfully read history file: E:Nic_BESL_backup 082807%BESL_processed %W T ZiHIMT id52120HF BN

Figure A.5 — The G(r) Optimization window in PDFgetX2.
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Appendix 2

The Effects of Al Fluorescence Filterson
Sationary Diffraction Data

Filtering of the scattered x-ray beam with Aluminum shieldings vested to
determine its effect on background correction and improved signalige ratio. Al has
no absorption edge near the energy of x-rays used in this experibh¥ieV), so
filtering in this manner could absorb low energy radiation from feweace while
allowing the diffraction cone from the sample to pass through alomusffected. A
sequence of increasingly thick Al sheets was placed betweasnthef the flight path
and the detector. The figure below shows the intensity profileqpfeached Al-Y-Fe
metallic glass with increasing thickness of Al filters.islevident that the Al is reducing

the measured intensity and is not introducing coherent scattering.

The effect of shielding on the structure fact§fg), is more ambiguous. The
intensity values shown in Figure B.1 were processed in PDFgetX2 asddsarchapter
2, and the resulting values of the structure factor are shown ireFgRrthrough Figure
B.5. For all amounts of shielding, there was a drift in the medssignal at high-q. A
fluorescence correction was applied in PDFgetX2 which correctshfs, with mixed
results for the various intensities. Good oscillatios(gj about unity out to 18 Awas
achieved for no shielding and for 1.5mm shielding, for the others a oreyathich
could not be corrected, was observed. Itis unclear if this is a direct rethdtsifielding

experiment, or if it simply represents variability in the datguch variability has been
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Figure B.1 — The diffracted intensity from an Al-Y-Fe ribbontkwvvarious thicknesses of

Al sheets for fluorescence filtration.
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Figure B.2 — The total structure factor S(q) for an Al-Y-Feagg with no Al shielding,

and no applied fluorescence correction (black Jinall the same data with a fluorescence

correction of 350 applied (red line). Unity is ghoin green as a baseline.
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Figure B.3 — The total structure factor S(q) for an Al-Y-Feagg with 1.5mm Al

shielding, and no applied fluorescence correctldack line), and the same data with a

fluorescence correction of 130 applied (red linghity is shown in green as a baseline.
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Figure B.4 — The total structure factor S(q) for the Al-Y-Féags with 4.5mm Al

shielding, and no applied fluorescence correctldack line), and the same data with a

fluorescence correction of 130 applied (red linghity is shown in green as a baseline.
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Figure B.5 — The total structure factor S(q) for the Al-Y-Hagps with 7mm Al shielding,

and no applied fluorescence correction (black Jinajl the same data with a fluorescence

correction of 130 applied (red line). Unity is ghoin green as a baseline.
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observed throughout these experiments, and hasdfienlt to control. It is possible
that the shielding is reducing the intensity athhigto a point where it affects the
calculation of the Compton scattering correctioriha weighting function in PDFgetX2.

This could provide clues to future data correcton background reduction methods.
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Appendix 3

Circuit Diagrams and Device Control/Analysis
Codefor the Sievert-Type Apparatusfor
Hydrogen Loading Studies

This appendix provides information on the modifications to the high pressure
high temperature Sievert-type apparatus, used for the hydrogengichulthes discussed
in Chapter 6, in three parts: circuit diagrams for the contratreleics, texts of the
device control codes in MS BASIC, and texts of the VBA macros fmsedhata analysis
in MS Excel. Electronic copies of the code are also provided on sheadtompanying

the thesis.

A3.1. Circuit diagrams

As mentioned in Chapter 6, the MKS 722 pressure transducers wereretzdly
isolated from one another during measurement using a Reed irelat, cThis circuit is
shown in Figure A3.1, and was repeated 4 times for the 4 gaugeshaSiceoperating
principle was to trigger the Reed relay to close at the detimee of measurement by
sending a low (digital ground) signal from pinon panel J2, energizing the relay and
routing the output signal to panel J1, which was then processed and logdhd b
computer (see the code in 83.1.2). The output lines of all gawegesrouted to the same
pinouts on panel J1 to eliminate signal cross-talk across the Eagdre A3.2 shows a
diagram for the valve control circuit, using solid state retaysvitch the 110VAC of the

actuated valves from pins 30-37 of panel J2.
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SN3906
(emitter-follower)

Figure A3.1 — A circuit diagram for the gauge controller; the circsitepeated for ah

gauges.
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g P 4 Actuated valve

Figure A3.2 — A circuit diagram for the valve controller (the switclhes shown closed);

the circuit is repeated for all n valves.
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A3.2. Device control codein MSBASIC

The output signals to the control electronics described in the presemii®n,
from panels J1 and J2, and logging of the gauge readouts were autbynetetd in MS
BASIC. Two routines were written, one to control a gas loadibgofgtion) setup and
one for a gas un-loading (desorption) setup. The texts of the two adpsovided on
the ensuing pages. One important note is the pointer printed foukdein the data
analysis. The software includes a pointer to the line in the caresponding to a
cycling of the actuated valves (either an addition or removaksf depending on the
setup) as a string of 8's. This string is referencetierMBA macro used for automation

of the analysis, presented in the following section.

A3.3. Analysismacrosin MSVBA

To expedite data analysis, and also to minimize the contribution crhemmor
through subjective analysis, a macro was developed in MS VBAdtar processing
using MS Excel. The routine queries the data file for the ro8sofised as a pointer for
an addition or removal of gas, and calculates the relevant quafditie<Chapter 6) to
determine the number of moles of gas absorbed or desorbed by the material. The routines
can also be used in calibration, to determine the absorption/desorptidie pfothe
empty chamber, and for volume calibration. The macros run in 2 paetdirst step
(PCT1) simply refines the raw data, the second (PCT2) perfibrensalculations. Final
input parameters, such as the mass of the sample and the tenepsvate input by hand.
These macros are incorporated into the Excel sheet PCTO1.xls,edatud the disc

provided with this document.
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/************ B EG I N CO D E ABSO R B . BAS************/

‘This code uses the optimized time delays and suports very large number
‘averages along with reed relay control for independent multiplexing
"Written by Vic Wessels 6/2006

'Modified to include temperature measurements from a type K thermocouple
'read through the HP34401A digital voltmeter (DVM).

'Last update 6/13/2007

DECLARE SUB cnvrt (m%, N%, volt!) ""initialization

basadr% = &H300

OUT basadr% + 11, 128 ""this initializes the A/D board
OUT basadr% + 8, 255 ""close all relays and valves

OUT basadros + 9, 31

CLS

PRINT

PRINT "This program outputs data used in volume calibration of the high"
PRINT "pressure PCT apparatus"

PRINT ™"

PRINT "To quit at any time, press <Shift+q>.

PRINT " "

PRINT "Type <Enter> when ready to begin."

INPUT a$

PRINT "Are you continuing an experiment? (y/n)";
INPUT chknew$
PRINT " "

PRINT "Please name the output file (not including ".dat")";
INPUT nm$

nm$ = nm$ + ".dat"

PRINT " "

IF chknew$ = "y" THEN
OPEN nm$ FOR APPEND AS #2
END IF

IF chknew$ = "n" THEN
OPEN nm$ FOR OUTPUT AS #2
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END IF

PRINT "Please enter the degree of accuracy for the high pressues@aug
INPUT H%
PRINT " "

PRINT "Please enter the degree of accuracy for the low presswgesgjau
INPUT L%
PRINT " "

PRINT "Set time delay between gas additions (in hours)";
INPUT delayl

delayl = delayl * 3600

PRINT " "

PRINT "Set time delay between readings (in seconds not less than 5)";
INPUT delay2
PRINT " "

WHILE chkval$ <> "y"

PRINT "Are all manual valve controls off (y/n)?";
INPUT chkval$

PRINT " "

WEND

CLS

LOCATE 1,1

DIM cmd$(100), resp$(1000)

REM Set up serial port for 9600 baud, even parity, 7 bits;
REM Ignore Request to Send and Carrier Detect; Send line feed,
REM enable parity check, reserve 1000 bytes for input buffer
REM

OPEN "com1:9600,e,7,2,rs,cd,If,pe" FOR RANDOM AS #1 LEN = 1000
REM

REM Put the multimeter into the remote operation mode
PRINT #1, ":SYST:REM"

REM

REM Query the multimeter's id string

REM

PRINT #1, "*IDN?"

LINE INPUT #1, resp$

PRINT "*IDN? returned: ", resp$

REM

REM Ask what revision of SCPI the multimeter conforms to
PRINT #1, ":SYST:VERS?"

LINE INPUT #1, resp$
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PRINT ":SYST:VERS? returned: ", resp$

REM

REM Send a message to the multimeter's display, and generate a beep
PRINT #1, ":SYST:BEEP;:DISP:TEXT 'HP 34401A™

REM

REM Configure the multimeter for dc voltage readings,

REM 1 V range, 0.000001 V resolution, 1 readings

PRINT #1, ":.CONF:VOLT:DC 2,0.000001;:SAMP:COUN 1"

CLS

this piece of code is the startup pressure monitor
WHILE (INKEY$ <> "Q")

PRINT "The approximate reservoir pressure (PSIA) is"
cnvrt 1, L%, V2

Press2 = 48.342 * V2

IF Press2 <0 THEN Press2 =0

PRINT USING "###.##", Press2
PRINT " "

PRINT "The approximate sample chamber pressure (PSIA) is"
cnvrt 3, L%, V3

Press3 = 48.342 * V3

IF Press3 <0 THEN Press3 =0

PRINT USING "###.##", Press3
PRINT " "

PRINT "The approximate desorption reservoir pressure (PSIA) is"
cnvrt 7, L%, V4

Press4 = 48.342 * V4

IF Press4 <0 THEN Press4 =0

PRINT USING "###.##", Press4
PRINT " "

PRINT "The approximate temperature (degrees C) at P3 is"

REM Trigger the readings, and fetch the results
PRINT #1, ":READ?"
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INPUT #1, VT

'LINE INPUT #1, resp$

'PRINT ":READ? returned: ", resp$
'PRINT resp$

temp = .226584602# + 24152.109# * VT + 67233.42479999999# * (VT) 2 +
2210340.682# *

(VT)~3

PRINT USING "##.##", temp
PRINT " "

PRINT "Press <shift>+q at any time to exit this pressure monitor"
PRINT " "

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 5)
tnow# = TIMER + 86400

WEND

CLS

WEND
""""“”"""this ends the Startup preSSure monltor

mithis piece of code is the main body
tag=0

tstart = TIMER

day=0

elapsed =0

tadd = TIMER

tnew =0

tagP3 =1

'PRINT "*** ALL VALUES ARE GIVEN IN P.S.|.A ***"

WHILE (INKEY$ <> "Q")

cnvrt 1, H%, V2 "call subroutine to read voltages and take averages
cnvrt 3, H%, V3

cnvrt 7, L%, V4

IF tagP3 = 1 THEN
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IF Press3 <15 THEN
OUT basadr% + 8, 223 """Low pressure condition to open valve V3 to

Barocel
ELSE
OUT basadr% + 8, 255
END IF

tagP3=0

END IF

cnvrt 0, L%, VO "'read PO

REM Trigger the readings, and fetch the results ""read TC voltage from MP DV
PRINT #1, ":READ?"

INPUT #1, VT

'LINE INPUT #1, resp$

'PRINT ":READ? returned: ", resp$

'PRINT resp$

tnow = TIMER

IF thow < delay2 THEN "™ this tells the computer what to do at midnight (time=0)
day =day + 1

END IF

time = ((tnow - tstart) / 3600 + (86400 * day) / 3600) ""record time since start

Press0 = (105.7306 * VO - 57.306) * .01934
IF PressO < 0 THEN PressO =0

Press2 = 48.342 * V2
IF Press2 < 0 THEN Press2 =0

Press3 = 48.342 * V3
IF Press3 <0 THEN Press3 =0

Press4 = 48.342 * V4
IF Press4 < 0 THEN Press4 =0

temp = .226584602# + 24152.109# * VT + 67233.42479999999# * (VT) " 2 +
2210340.682# *

(VT) " 3

IF tag = 0 THEN
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PRINT"P2 PO P3 P4 V2 VO V3 V4 temp time"
END IF

PRINT USING "###.##", Press2,;

PRINT " ",

PRINT USING "##.###", Press0;
PRINT " ",

PRINT USING "###.##", Press3;
PRINT " ",

PRINT USING "###.##", Press4,
PRINT " ",

PRINT USING "#.###", V2,
PRINT " ",

PRINT USING "#.###"; VO;
PRINT " ",

PRINT USING "#.###", V3;
PRINT " ",

PRINT USING "#.###", V4,
PRINT " ",

PRINT USING "##.##", temp
PRINT " ",

PRINT USING "##.##"; time

PRINT #2, time, PressO0, Press2, Press3, Press4, VO, V2, V3, V4, temp
tag=tag+1

IF tag = 10 THEN

tag=0

PRINT ™

'PRINT "elapsed time = ";

'PRINT elapsed

'PRINT ™

END IF

"""this code finishes up and quits if P2-P3 < 8PS|
IF ABS(Press2 - Press3) < 8 THEN

FORi=1TO 10

tstart# = TIMER

tnow# = TIMER + 86400
WHILE ((tnow# - tstart#) MOD 86400 < delay2) 'set delay between succesigmgs

287



tnow# = TIMER + 86400
WEND

cnvrt 0, L%, VO
cnvrt 1, H%, V2
cnvrt 3, H%, V3
cnvrt 7, L%, V4

REM Trigger the readings, and fetch the results ""read TC voltage from MP DV
PRINT #1, :READ?"

INPUT #1, VT

'LINE INPUT #1, resp$

'PRINT ":READ? returned: ", resp$

'PRINT resp$

tnow = TIMER

IF thow < delay2 THEN "™ this tells the computer what to do at midnight (time=0)
day =day + 1

END IF

time = ((tnow - tstart) / 3600 + (86400 * day) / 3600) ""record time since start

temp = .226584602# + 24152.109# * VT + 67233.42479999999# * (VT) " 2 +
2210340.682# *

(VT) " 3

Press0 = (105.7306 * VO - 57.306) * .01934
IF PressO < 0 THEN PressO =0

Press2 = 48.342 *\/2
IF Press2 < 0 THEN Press2 =0

Press3 = 48.342 * V3
IF Press3 <0 THEN Press3 =0

Press4 = 48.342 * V4
IF Press4 < 0 THEN Press4 =0

CLS
endtime = delay2 * (11 - i)
endminute = endtime / 60

PRINT "Preparing to quit in less than”;

PRINT endminute;
PRINT "minutes"
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PRINT #2, time, PressO0, Press2, Press3, Press4, VO, V2, V3, V4, temp
NEXT i

CLOSE #1
CLOSE #2
OUT basadr% + 8, 255

END

END IF

end quitting condition

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < delay2) 'set delay between succesigmgs
tnow# = TIMER + 86400

WEND

tnew = TIMER + 86400
elapsed = ((tnew - tadd) MOD 86400)

IF elapsed > delayl THEN

PRINT " "

PRINT "Now | will make an addition!"
PRINT " "

'PRINT "elapsed time = ";

'PRINT elapsed,;

'PRINT " "

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 1)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 255

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 1)
tnow# = TIMER + 86400

WEND
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OUT basadr% + 8, 127

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 2)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 255

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 1)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 191

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 1)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 255

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 1)
tnow# = TIMER + 86400

WEND

PRINT #2, 888888, 888888, 888888, 888888, 888888, 888888, 888888,
888888, 888888
tstart# = TIMER
‘thow# = TIMER + 86400
'WHILE ((thow# - tstart#) MOD 86400 < 1)
‘thow# = TIMER + 86400
'WEND
tag=0
tadd = TIMER
tagP3 =1
END IF

WEND
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OUT basadr9 + 8, 255

CLOSE #1
CLOSE #2

END

mmmand of main body code
SUB cnvrt (m%, N%, volt) STATIC

basadr% = &H300
nn% =2 AND 7

sumvolt=0

OUT basadr% + 9, (30 - m%)

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < .25)
tnow# = TIMER + 86400

WEND

FORi=1TO N%

OUT basadr% + 2, nn%

OUT basadr%o + 1, nn%

WHILE (INP(basadr% + 2) AND &H80) <> 0
WEND

0% = INP(basadr%)

hi% = INP(basadr% + 1)

dt% = &H10 * hi% + 0% \ &H10
volt = dt% * 10! / 4096

sumvolt = sumvolt + volt

NEXT i

volt = sumvolt / N%

OUT basadroo + 9, 31
END SUB

/************ E N D CO D E ABSO R B . BAS************/
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/************ B EG I N CO D E D ESO R B . BAS************/

‘This program runs a simple procedure for desorption measurements on the higie press
'PCT apparatus located in Compton 56.

'This code assumes the use of reed relays for independent multiplexing through
'BASADR%+9 and valve control through BASADR%+8

'‘Gauge calibration for MKS Baratron model 722 25000 Torr capacitance manometers

‘Temperature measurement using type K thermocouple with cold junction catipens
'read through HP34401A digital voltmeter (DVM)

"Written by Vic Wessels 1/07
'Last update 1/8/07 VW

DECLARE SUB cnvrt (m%, N%, volt!) ""initialization

basadr% = &H300

OUT basadr% + 11, 128 ""this initializes the A/D board
OUT basadr% + 8, 255 ""close all relays and valves

OUT basadros + 9, 31

""the following code initializes the HP34401A DVM
CLS
LOCATE 1,1
DIM cmd$(100), resp$(1000)
REM Set up serial port for 9600 baud, even parity, 7 bits;
REM Ignore Request to Send and Carrier Detect; Send line feed,
REM enable parity check, reserve 1000 bytes for input buffer
REM
OPEN "com1:9600,e,7,2,rs,cd,If,pe" FOR RANDOM AS #1 LEN = 1000
REM
REM Put the multimeter into the remote operation mode
PRINT #1, ":SYST:REM"
REM
REM Query the multimeter's id string
REM
PRINT #1, "*IDN?"
LINE INPUT #1, resp$
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PRINT "*IDN? returned: ", resp$

REM

REM Ask what revision of SCPI the multimeter conforms to
PRINT #1, ":SYST:VERS?"

LINE INPUT #1, resp$

PRINT ":SYST:VERS? returned: ", resp$

REM

REM Send a message to the multimeter’s display, and generate a beep
PRINT #1, ":SYST:BEEP;:DISP:TEXT 'HP 34401A"

REM

REM Configure the multimeter for dc voltage readings,
REM 1 V range, 0.001 mV resolution, 1 readings

PRINT #1, ":.CONF:VOLT:DC 1,0.000001;:SAMP:COUN 1"

delay3 = 3600

CLS

PRINT

PRINT "This program runs a simple desorption procedure and outputs the date.to a fil
PRINT "The (rough) pumping time is set to"; (delay3 / 3600); "hours."

PRINT " "

PRINT "To quit at any time, press <Shift+q>.

PRINT " "

PRINT "Press <Enter> when ready to begin."

INPUT a$

PRINT "Please name the output file(not including ".dat")";
INPUT nm$

nm$ = nm$ + ".dat"

PRINT " "

PRINT "Please enter the degree of accuracy for all gauges”;
INPUT H%
PRINT " "

PRINT "Set equilibration time delay (in hours)";
INPUT delayl

delayl = delayl * 3600

PRINT " "

PRINT "Set time delay between readings (in seconds not less than 5)";
INPUT delay2
PRINT " "

OPEN nm$ FOR OUTPUT AS #2 ""open output file
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WHILE (INKEY$ <> "Q")
PRINT "The reservoir pressure (PSIA) is"

cnvrt 1, H%, V2
Press2 =50 * V2
IF Press2 < 0 THEN Press2 =0

PRINT USING "###.##", Press2
PRINT " "

PRINT "The sample chamber pressure (PSIA) is"
cnvrt 3, H%, V3

Press3 =50 * V3
IF Press3 <0 THEN Press3 =0

PRINT USING "###.##", Press3
PRINT " "

PRINT "The desorption reservoir pressure (PSIA) is"
cnvrt 7, H%, V4

Press4 =50 * V4

IF Press4 <0 THEN Press4 =0

PRINT USING "###.##", Press4
PRINT " "

PRINT "The approximate temperature (degrees C) at P3 is"
GOSUB TEMPOUT

PRINT USING "##.##", Temp

PRINT "™

PRINT "Press <shift>+q at any time to exit this pressure monitor"
PRINT " "

tstart# = TIMER
tnow# = TIMER + 86400
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WHILE ((tnow# - tstart#) MOD 86400 < 5)
tnow# = TIMER + 86400
WEND

CLS

WEND

this ends the startup pressure monitor™"""

tag=0

tstart = TIMER
day=0
elapsed4 =0
elapsed5 =0
tadd4 = TIMER
tadd5 = TIMER
tnew =0

WHILE (INKEY$ <> "Q")
GOSUB GETPRESS

GOSUB TEMPOUT

GOSUB GETTIME

IF tag = 0 THEN

PRINT'P2 PO P3 P4 V2 VO V3 V4
END IF

PRINT USING "##.###"; time

PRINT " ",

PRINT USING "###.##", Press2,;
PRINT " ",

PRINT USING "##.###", Press0;
PRINT " ",

PRINT USING "###.##", Press3;
PRINT " ",

PRINT USING "###.##", Press4,
PRINT " ",

PRINT USING "#.###", V2,
PRINT " ",

PRINT USING "#.###"; VO;
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PRINT " ",

PRINT USING "#.###", V3;
PRINT " ",

PRINT USING "#.###", V4,
PRINT " ",

PRINT USING "##.##", Temp

PRINT #2, time, Press0, Press2, Press3, Press4, VO, V2, V3, V4, Temp
tag=tag+1

IF tag = 10 THEN

tag=0

PRINT ™

END IF

"this code finishes up and quits if PO < .01 PS|™ ™

IF ABS(Press0) < .01 THEN

FORi=1TO 10

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < delay2) 'set delay between succesigmgs
tnow# = TIMER + 86400

WEND

GOSUB GETPRESS

GOSUB TEMPOUT

GOSUB GETTIME

CLS

endtime = delay2 * (11 - i)

endminute = endtime / 60

PRINT "Preparing to quit in less than”;

PRINT endminute;

PRINT "minutes”

PRINT #2, time, Press0, Press2, Press3, Press4, VO, V2, V3, V4, Temp
NEXT i

END
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END IF

end quitting condition

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < delay2) 'set delay between succesigmgs
tnow# = TIMER + 86400

WEND

tnew = TIMER + 86400

elapsed4 = ((thew - tadd4) MOD 86400)
elapsed5 = ((tnew - tadd5) MOD 86400)

IF elapsed4 > delayl THEN

PRINT " "

PRINT "Now | will open desorption chamber at V4!"
PRINT " "

'PRINT "elapsed time = ";

'PRINT elapsed4;

'PRINT " "

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 5)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 255

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 2)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 183

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 2)
tnow# = TIMER + 86400

WEND

OUT basadr%o + 8, 255
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tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 2)
tnow# = TIMER + 86400

WEND

PRINT #1, 888888, 888888, 888888, 888888, 888888, 888888, 888888,
888888

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 5)
tnow# = TIMER + 86400

WEND

tag=0
tadd4 = TIMER

END IF
IF elapsed5 > delay3 THEN

PRINT " "

PRINT "Now | will open V5 to evacuate!"
PRINT " "

'PRINT "elapsed time = ";

'PRINT elapsed,;

'PRINT " "

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 5)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 255

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 2)
tnow# = TIMER + 86400

WEND

OUT basadr% + 8, 179

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 2)
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tnow# = TIMER + 86400
WEND

OUT basadr% + 8, 255

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 2)
tnow# = TIMER + 86400

WEND

PRINT #1, 999999, 999999, 999999, 999999, 999999, 999999, 999999,
999999

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < 5)
tnow# = TIMER + 86400

WEND

tag=0
tadd5 = TIMER

END IF

check for safe opening of barocel valve V3"
cnvrt 3, H%, V3
Press3 =48.342 * V3
IF Press3 <0 THEN Press3 =0
IF Press3 <17 THEN
OUT basadr% + 8, 223 """Low pressure condition to open valve V3 to
Barocel
ELSE
OUT basadr% + 8, 255
END IF
WEND
OUT basadr% + 8, 255

CLOSE #1
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CLOSE #2

END

"""""""""" end of main body code™""" ™™™

GETPRESS:

cnvrt 0, H%, VO ""call subroutine to read voltages and take averages

cnvrt 1, H%, V2
cnvrt 3, H%, V3
cnvrt 7, H%, V4

PressO = 1.9995 * VO - 1.1936
IF PressO < 0 THEN PressO0 =0

Press2 = 48.342 * V2

IF Press2 <0 THEN Press2 =0

Press3 = 48.342 * V3

IF Press3 <0 THEN Press3 =0

Press4 = 48.342 * V4

IF Press4 < 0 THEN Press4 =0

RETURN

TEMPOUT:

REM Trigger the readings, and fetch the results

PRINT #1, ":READ?"
LINE INPUT #1, resp$

VT$ = resp$

Temp = .226584602# + 24152.109# * VT + 67233.42479999999# * (VT) ~ 2 +

2210340.682#4 *
(VT)~ 3
RETURN
GETTIME:

tnow = TIMER
IF thow < delay2 THEN

this tells the computer what to do at midnight (time=0)
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day =day + 1
END IF

time = ((tnow - tstart) / 3600 + (86400 * day) / 3600) "record time since start
RETURN
SUB cnvrt (m%, N%, volt) STATIC

basadr% = &H300
nn% =2 AND 7

sumvolt=0

OUT basadr% + 9, (30 - m%)

tstart# = TIMER

tnow# = TIMER + 86400

WHILE ((tnow# - tstart#) MOD 86400 < .25)
tnow# = TIMER + 86400

WEND

FORi=1TO N%

OUT basadr% + 2, nn%

OUT basadr% + 1, nn%

WHILE (INP(basadr% + 2) AND &H80) <> 0
WEND

0% = INP(basadr%)

hi% = INP(basadr% + 1)

dt% = &H10 * hi% + 10% \ &H10

volt = dt% * 10! / 4096

sumvolt = sumvolt + volt
NEXT i

volt = sumvolt / N%
OUT basadr% + 9, 31

END SuB
/************ E N D CO D E D ESO R B . BAS************/
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/************BEGIN CODE OF MACRO PCTl****'k*******/
Sub PCTL()

‘This program simply refines raw PCT voltage data

VW 1/09/07

'‘Application.ScreenUpdating = False

Sheetl.Select

Range("H1").Select

Prev2 =0
PostV2 =0
Prev3 =0
PostvV3=0
PrevO=0
PostvVO =0
i=0

=0

ji=0

Do Until Selection.Value =
If Selection.Value = "888888" Then

PreV2 = Selection.Offset(-1, 0).Value
PostV2 = Selection.Offset(1, 0).Value

Fori=0To9
PreV3 = PreV3 + Selection.Offset(-10 + i, 1).Value
Next i

Fori=0To9

PreV0 = PreV0 + Selection.Offset(-10 + i, -1).Value
'PreVO0 = Selection.Offset(-2, -1).Value

Next i

'For1=0To 9

'PostV3 = PostV3 + Selection.Offset(2 + I, 1).Value
PostV3 = Selection.Offset(1, 1).Value

'‘Next |

'Fori=0To 9
'PostV0 = PostV0 + Selection.Offset(1 + i, -1).Value
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PostV0 = Selection.Offset(1, -1).Value
‘Next i

Temper = Selection.Offset(-1, 3).Value

Range("L1").Select
Selection.Offset(jj, 0).Value = PreV2

Range("M1").Select
Selection.Offset(jj, 0).Value = PostV2

Range("N1").Select
Selection.Offset(jj, 0).Value = PreV3/ 10

Range("O1").Select
Selection.Offset(jj, 0).Value = PreVO0 / 10

Range("P1").Select
Selection.Offset(jj, 0).Value = PostV3

Range("Q1").Select
Selection.Offset(jj, 0).Value = PostV0

Range("R1").Select
Selection.Offset(jj, 0).Value = Temper

Range("H1").Select
Selection.Offset(ii + 1, 0).Select

=i+l

Prev2 =0

PostV2 =0

Prev3=0

PrevO=0

PostvV3=0

PostVO =0
Else

Range("H1").Select
Selection.Offset(ii + 1, 0).Select
ii=ii+1

End If

Loop
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Range("Al1").Select
'‘Application.ScreenUpdating = True

End Sub
/************END CODE OF MACRO PCTl************/

/************BEG'N CODE OF MACRO PCTZ************/

Sub PCT2()

‘This program refines voltage data generated by module PCTL1.

'It is intended to run in Sheet2 of a workbook with PCT1 data in sheet 1,
‘and provided neccessary calibration data and constants.

VW 1/09/07

Sheet2.Select

Range("B5").Select

MO = Selection.Offset(0, 0).Value
BO = Selection.Offset(0, 2).Value

M2 = Selection.Offset(1, 0).Value
B2 = Selection.Offset(1, 2).Value

M3 = Selection.Offset(2, 0).Value
B3 = Selection.Offset(2, 2).Value

M4 = Selection.Offset(3, 0).Value
B4 = Selection.Offset(3, 2).Value

Range("B12").Select

Thot = Selection.Offset(0, 8).Value
Vsh = Selection.Offset(2, 8).Value
rho = Selection.Offset(0, 12).Value
m = Selection.Offset(0, 16).Value
R =1205.91

Sheetl.Select

Range("L1").Select

i=0
i=0
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i=0

SumP2 =0

Do Until Selection.Value =""

PreP2 = M2 * Selection.Offset(0, 0).Value + B2
PostP2 = M2 * Selection.Offset(0, 1).Value + B2
DeltaP2 = PreP2 - PostP2

SumP2 = SumP2 + DeltaP2

PreP3 = M3 * Selection.Offset(0, 2).Value + B3
PostP3 = M3 * Selection.Offset(0, 4).Value + B3

PreP0O = MO * Selection.Offset(0, 3).Value + BO
PostP0 = MO * Selection.Offset(0, 5).Value + BO

Troom = Selection.Offset(0, 6).Value
Sheet2.Select

Range("H2").Select
Selection.Offset(jj, 0).Value = PreP2

Selection.Offset(jj, 1).Value = PostP2
Selection.Offset(jj, 2).Value = DeltaP2
Selection.Offset(jj, 3).Value = SumP2
Selection.Offset(jj, 4).Value = PreP3
Selection.Offset(jj, 5).Value = PreP0
Selection.Offset(jj, 6).Value = PostP3
Selection.Offset(jj, 7).Value = PostP0
Selection.Offset(jj, 8).Value = Troom
Sheetl.Select

Range("L1").Select
Selection.Offset(ii + 1, 0).Select
ii=ii+1

=i+l
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Loop
Sheet2.Select

Range("H1").Select
Selection.Offset(0, 0).Value = "PreP2"

Selection.Offset(0, 1).Value = "PostP2"
Selection.Offset(0, 2).Value = "DeltaP2"
Selection.Offset(0, 3).Value = "SumP2"
Selection.Offset(0, 4).Value = "PreP3"
Selection.Offset(0, 5).Value = "PreP0"
Selection.Offset(0, 6).Value = "PostP3"
Selection.Offset(0, 7).Value = "PostP0"
Selection.Offset(0, 8).Value = "Troom"
Range("Al1").Select
'‘Application.ScreenUpdating = True

End Sub
/************END CODE OF MACRO PCTZ************/
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