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Figure 2.3. To offload computational burden from the CPUs to the GPU, we implemented a 

32x32 scan-conversion mesh over which the pre-scan converted beamformed image was 

warped using graphic-card rendering methods primarily developed for the video game industry.   

 

Figure 2.4. Schematic of software communication between the data acquisition card, CPUs, GPU, 

and system RAM. Note that the acquisition, beamforming, and display operations were 

implemented on parallel threads. Since these operations read and write common resources, 

signaling flags were used to avoid access conflicts. 

2.2.6 Parallel threading issues 

Multiple parallel threads are instantiated in our software: one for data acquisition and transfer, 

another for beamforming, another for scan conversion and display, and another for a graphical 

user interface enabling data logging and display options. Daughter threads are also spawned 
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from the beamforming thread via OpenMP to enable parallel reconstruction of A-scan lines as 

described above. If one process encounters an execution bottleneck, the other threads will 

continue to operate using the data available in the current state. Figure 2.4 shows how our 

software is organized to communicate between the PCI card, the CPUs, the GPU and the RAM. 

Note that some processes spawned on parallel threads require access to common data. Access 

to thread-sensitive resources is mediated by event-handling flags which are set and reset after 

each process completes its intended job. In this way potential conflicts between multiple 

threads are avoided. 

2.2.7 Data archival and post-processing 

Pre-beamformed channel data was archived to hard-disk for offline processing. A library of 

utility programs written in C++ and C# were used to perform rapid beamforming on archived 

data, and the post-beamformed RF data was written to file for envelope detection, scan 

conversion, and post-processing in MATLAB (Mathworks Inc). Post-processing operations 

included intensity transformations such as contrast stretching, and median filtering for edge-

preserving noise reduction. 

2.2 Results 

2.2.1 Resolution study 

To evaluate the system resolution, we constructed a phantom consisting of two crossed 6-m-

diameter carbon fibers suspended in water. Using a translation stage to move the probe relative 

to the phantom, we acquired images at progressive scan positions along the array’s elevation 

direction. The maximum intensity C-scan projection image of the phantom is shown in Figure 

2.5(a). A representative B-scan near the dashed line location is shown in Figure 2.5(b), and the 
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maximum cross-range photoacoustic amplitude of this B-scan is shown in Figure 2.5(c). These 

images demonstrate clearly distinguishable points separated at only  ~80 m (40 m lateral 

separation and 70 m vertical separation). At 6.9 mm imaging depth (normal depth from the 

transducer surface), the lateral resolution should be the product of the f# (6.9 mm / 4.8 mm = 

1.44) times the center wavelength (50 m), equal to 72 m. The axial resolution, as measured in 

45, was ~25-30 m. Thus the clear 80 m separation of carbon fibers is reasonable. 

 

Figure 2.5. (a) C-scan maximum amplitude projection image of crossed 6-m carbon fibers, 

constructed from 50 parallel B-scans. (b) Sample B-scan at the dotted-line position in (a). The 

carbon fibers are separated here by only ~80 m, yet are clearly distinguishable. (c) Cross-range 

maximum amplitude projection of (b) onto the x-axis.  

2.2.2 Frame rate 

Our software enabled the following three modes of operation: (1) high-speed acquisition but 

with no real-time display (2) real-time acquisition and display, and (3) real-time acquisition and 

display with continuous hard-disk data logging. In high-speed acquisition mode (1), the frame 

rate could be as high as 167 frames per second (1000 Hz divided by 6 laser shots per image). In 

this mode, the number of frames that could be acquired was limited by the memory depth of 
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the data acquisition card. This mode may be valuable for studying small animals or embryos 

with very high heart rates. At 1000-Hz sustained repetition rate laser safety may be a concern as 

will be discussed. In mode (2), real-time acquisition and display, average frame rate was ~50 

frames per second (fps). In mode (3) with continuous hard-disk data logging, frame-rate reduced 

to ~21 fps for ASCII file archival, but remained ~50 fps for binary formats. These results were 

obtained using an 80 GB SATA hard drive with an 8 MB cache and up to 3 GB/s transfer speed at 

7200 rotations per minute. To verify the frame rate and to assess the inter-frame delays, an 

image frame trigger was recorded on an external oscilloscope (TDS5034, Tektronix). The frame 

trigger was obtained by taking the laser trigger signal and using a pulse-delay generator (DG535, 

Stanford Research Systems, Sunnyvale, CA) to produce a 7-ms-duration TTL pulse. Since each 

frame acquisition required a burst of 6 TTL laser triggers at 1-kHz repetition rate, with 7-ms 

hold-off time, the pulse-delay generator produced one image trigger per laser-trigger burst.  

2.2.3 Evaluation of handheld performance 

Because our data acquisition is multiplexed, we must realize that motion may not be tolerated if 

it is very fast. In particular, if we want the delay-and-sum beamforming computations to 

maintain coherence, inter-acquisition motion should be minimal, otherwise artifacts may be 

produced. By requiring that motion over our 6-ms acquisition time is less than ~λ/4, we restrict 

ourselves to motions with velocities of less than ~2 mm/s. While this velocity is small, we can 

also realize that our field of view with appreciable signal-to-noise is only ~4 mm by 4 mm. Hence 

this velocity represents translation across half the field of view in 1 second.  

To test the performance of the system against motion for handheld operation, we imaged a 

100-m human hair while translating the array. We performed this translation using hand 

motion but restricting motion to vertical and horizontal translations by means of an optical post-
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based translation guide. Movies of acquired photoacoustic images of the hair phantom 

demonstrating ~3 mm/s horizontal and vertical motions are shown in Figure 2.6 and Figure 2.7, 

respectively.  No apparent distortion of the hair point-spread function was apparent. Note that 

images of the hairs appear to have a top and bottom lobe. This can be explained by noting that 

the top and bottom of the hair can be resolved with this system since the axial spatial resolution 

is ~25 m. 

 

Figure 2.6. Movie (2.5 MB) of photoacoustic B-scans of a human hair in water. The probe was 

moved up and down in an oscillating fashion using manual adjustment of a micrometer on a 

translation stage. This video sequence demonstrates the real-time capability of the system, 

specifically it’s robustness to vertical motions. 

 

Figure 2.7. Movie (3 MB) of photoacoustic B-scans of a human hair in water. The probe was 

moved laterally by hand along a guide rail.  This video sequence demonstrates the robustness of 

the multiplexed acquisition scheme against horizontal motions. 
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2.2.4 In vivo depth performance 

To test in vivo performance, we imaged the upper thoracic region of young athymic nude mice 

(~10 g, Charles River). In doing so we fixed the transducer using a custom holder, and placed it in 

a de-ionized water bath, beneath which we placed a nude mouse. Consumer-grade plastic wrap 

coated the container holding the water, and a window at the bottom allowed the water-filled 

membrane to contact the surface of the animal. Acoustic coupling gel or simply a thin layer of 

water was used to improve the acoustic coupling between the animal and the water-filled 

membrane. During imaging the nude mouse was anesthetized using a gas anesthesia machine 

(EZ-5000, Euthanex Corp., Palmer, PA) with 1 – 2% vaporized isofluorane at an air flow-rate of 1 

– 1.5 L/min. Absorbing structures were detected above the noise floor to depths of 2.5 – 3 mm 

in vivo, as shown in Figure 2.8.  

 

Figure 2.8. Photoacoustic image of microvasculature in a nude mouse. This figure demonstrates 

appreciable signal to depths of ~2.5 mm.  

2.2.5 In vivo static and dynamic imaging 

The multimedia file of Fig shows a movie of microvascular structures, where the subject and 

transducer are fixed relative to each other. Electronic noise generates a visible flicker in the 
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images, but because the system is real-time, the eye tends to provide a good temporal filter to 

distinguish static structures from random noise. The movie linked to Fig shows a 2-way fly-

through of microvessels, where the array is translated over 10 – 15 mm along the array’s 

elevation direction forwards then backwards. Notice the prominent oblique vessel structure 

which seems to be moving across the bottom of the field of view.  

 

Figure 2.9. (3.2 MB) Photoacoustic movie sequence of subcutaneous microvasculature as the 

subject and probe are held in a fixed position. S is the skin surface and bright regions below the 

skin surface are microvessels including venules and arterioles. Two sample vessels are labeled 

with the letter V in the figure.  

 

Figure 2.10. (4MB) Photoacoustic movie sequence of a 2-way fly-through across 10-15 mm over 

the skin surface S. Notice the prominent oblique vessel V move from the middle right to the 

center of the image and back as the array is translated along its elevation direction.  
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2.3 Discussion 

The system presented here represents the first real-time high-frequency photoacoustic imaging 

system to our knowledge, and we have seen a glimpse of its capabilities. There is considerable 

room for forward progress and we now offer a discussion of such avenues.  

Thus far, we have performed only single wavelength imaging. Future work may incorporate 

multiple-wavelength illumination for spectral estimation of blood oxygen saturation and other 

physiological parameters of interest. A fast-tuning laser source would be highly desirable for this 

application. 

Presently the light delivery approach is not amenable to direct probe-skin contact and the 

transducer must be held above the skin surface. Future improvements should integrate a 

standoff mechanism to better control light delivery and facilitate contact measurements as this 

adds to handheld stability.  

For exposure times longer than 10 s, the ANSI recommended limit for skin illumination is 

200 mW/cm2, a number designed to limit cumulative laser-induced heating. For <10 s dwell 

times, the maximum permissible exposure is limited by 1100te
1/4 in mJ /cm2, where te denotes 

the exposure duration in seconds. For our case, since we send a rapid train of 6 pulses followed 

by an inter-frame delay which is long enough for heat to adequately dissipate (as note above for 

50 fps rates), we take the exposure duration as 6 ms.  This corresponds to a total of 54.4 mJ/cm2 

delivered over the 6 pulses, translating into ~9 mJ/cm2 per pulse, which is roughly our present 

fluence, even though our average power delivery is ~3 W/cm2, above the CW ANSI limit. Higher 

imaging frame rates may induce undesirable laser-heating.  

Heating can be minimized in future systems incorporating more digitization channels since 

the requirement for multiplexing is reduced. More acquisition channels will also reduce possible 
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motion artifacts for very fast motions, and allow for increased energy fluence per laser pulse, 

which will improve the signal-to-noise ratio and penetration depth. For significant penetration 

depths, a broader surface illumination may be advantageous as this will enable more multiply-

scattered photons to be delivered to a given depth.  

A broader illumination pattern will also increase our field of view. Presently our field of view 

with any appreciable signal-to-noise ratio is limited to ~3 – 4 mm axially and laterally. This is 

largely due to light delivery and penetration. Note however, that since our array transducer 

possesses 2λ pitch, grating lobes may be problematic for large steering angles. Thus, to increase 

the field of view we should also use a transducer with smaller pitch (although such transducers 

are presently difficult to fabricate), and more elements.  

Future system designs should also take great care to design the RF electronics to reduce 

noise as much as possible—to approach the theoretical best-case Johnson (thermal) noise floor.  

Finally, it is presently difficult to interpret our B-scan images without some reference image 

of the anatomical context. For this reason it would be greatly advantageous to integrate high-

frequency pulse-echo ultrasound imaging capabilities in the system. 

2.4 Conclusions 

We have presented a first-of-its kind real-time high-frequency photoacoustic imaging system, 

have outlined our design including the hardware and software architecture, and have shown 

phantom and in vivo data. The B-scan acquisition rate is 50 frames/s, faster than the 30-Hz video 

rate. Also noteworthy is that this is the first article to our knowledge documenting real-time 

beamforming on a multi-core CPU desktop PC with high-level software, although others have 

certainly moved towards programmable hardware at a lower-level 51. Because of the recent 

trend to multi-core processors, and leveraging Moore’s Law, we may expect that our multi-
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threaded software approach may have considerable potential for photoacoustic systems, 

ultrasound systems, and other multi-channel systems requiring beamforming as the number of 

processor cores expands. Having provided some discussion on the capabilities and limitations of 

our real-time photoacoustic imaging system, one question that remains to be seen is what 

biomedical applications can best make use of this emerging technology. With recent progress, 

real-time photoacoustic imaging is sure to find a niche in several biomedical applications. Now 

equipped with real-time imaging capabilities, photoacoustic imaging is ready to make seminal 

contributions in biological and clinical imaging. 
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Chapter 3 Real-time Photoacoustic Microscopy of Murine 

Cardiovascular Dynamics† 

3.1 Introduction 

Due to the rapid heart rates of mice, cardiovascular research utilizing murine models of disease 

requires high frame-rate imaging modalities. Presently, widely used small animal imaging 

techniques such as micro-PET and micro-CT do not permit imaging frame rates sufficient for 

murine cardiovascular visualization. High-frequency ultrasound has emerged as a valuable tool 

for cardiovascular research, offering both high resolution and high frame rates 52. Beyond tissue 

structure and morphology, imaging systems offering functional imaging capabilities are highly 

desirable for cardiovascular research. Of particular interest is measurement of blood flow, which 

high-frequency ultrasound can provide, and estimation of local blood or tissue oxygenation, 

which ultrasound alone cannot. However, an emerging bio-imaging technology, photoacoustic 

imaging, has the potential for noninvasive oxygenation mapping 1. This letter describes a unique 

real-time photoacoustic imaging system and its application in imaging the beating hearts of 

young athymic nude mice in vivo. 

Photoacoustic imaging uses laser-induced ultrasound to form images of optical 

pigmentation in subcutaneous tissue. Photoacoustic signal strength is proportional to the local 

optical absorption coefficient of tissue, and scales in magnitude with the optical fluence 

delivered. Dominant subcutaneous absorbing pigments include oxy-hemoglobin and deoxy-

hemoglobin, hence high contrast images of blood vessels and microvessels are possible 44. With 

multiple optical wavelengths sequentially used to interrogate tissue, algorithms akin to those 

                                                 

† Reused with permission from [R. J. Zemp, L. Song]*, R. Bitton, K. K. Shung, and L. V. Wang, “Realtime photoacoustic microscopy of 
murine cardiovascular dynamics,” Optics Express 16, 18551 (2008) (*equal contribution). 


