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(b) Centerline total pressure 

 
(c) Centerline total temperature 

Figure 13. Comparison of computed centerline Mach number, total pressure and total 

temperature using the three turbulence models with experimental data at Tc = 755K. 

 
(a) Centerline Mach number 
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(b) Centerline total pressure 

 

(c) Centerline total temperature 

Figure 14. Comparison of computed centerline Mach number, total pressure and total 

temperature using the three turbulence models with experimental data at Tc = 1116K. 

 

2.5 Summary 
The objective of this work was to verify and validate the temperature corrected k-ε turbulence 

model proposed by Abdol-Hamid et al. [7] by computing the supersonic turbulent boundary layers 

on a flat plate and jet flows from supersonic nozzles. The accuracy of the temperature corrected k-

ε model was assessed by comparing the computations using the temperature corrected k-ε 

turbulence model with those obtained using the standard k-ε and SST k-ω models and the 
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experimental data. It was found that for supersonic flat boundary layers, all the three models gave 

results in good agreement with the experimental data; however for two well documented jet flows 

exiting from supersonic nozzles, the temperature corrected k-ε model gave the best predictions 

compared to the experimental data. The results from the standard k-ε model were also very close 

to those predicted by the temperature corrected k-ε model with somewhat larger variation with 

respect to the experimental data. On the other hand, the results of computations using the SST k-

ω model did not match the experimental data at all especially in the core region of the jet and near 

the exit of the nozzle. The results presented in this chapter demonstrate that the temperature 

corrected k-ε model should be considered for computing the supersonic high temperature wall 

bounded and free shear flows. However further investigations are needed using this model by 

computing additional 3D complex supersonic turbulent flows. 
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Chapter 3: Temperature Corrected SST k-ω 

Model 
 

The temperature corrected k-ε model gave good predictions of high temperature and high Mach 

number jet flows. This chapter describes the formulation of temperature corrected SST k-ω model 

following the approach for temperature corrected k-ε model. 

3.1 Two-equation SST k-ω Turbulence Model 
SST k-ω model is one of the most widely used two-equation models, SST k-ω model is considered 

superior to k-ε model in predicting viscous flow near the wall region, the ω is defined as: 

            𝜔 ≡ 𝜖/𝑘 
(13)  

 

The shear stress transport (SST) k-ω turbulence model is a combination of k-ε model and standard 

k-ω model and is more accurate than the standard k-ω model.  

The transport equations for k and ω are: 

𝜕𝑘

𝜕𝑡
+ 𝑈𝑗

𝜕𝑘

𝜕𝑥𝑗
= 𝑃𝑘 − 𝛽∗𝑘𝜔 +

𝜕

𝜕𝑥𝑗
[(𝜐 + 𝜎𝑘𝜐𝑇)

𝜕𝑘

𝜕𝑥𝑗
] 

(14)  

 

𝜕𝜔

𝜕𝑡
+ 𝑈𝑗

𝜕𝜔

𝜕𝑥𝑗
= 𝛼𝑆2 − 𝛽𝜔2 +

𝜕

𝜕𝑥𝑗
[(𝜐 + 𝜎𝜔𝜐𝑇)

𝜕𝜔

𝜕𝑥𝑗
] + 2(1 − 𝐹1)𝜎𝜔2

1

𝜔

𝜕𝑘

𝜕𝑥𝑖

𝜕𝜔

𝜕𝑥𝑖
 

(15)  

 

 

where 
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𝜈𝑡 = 𝐶𝜇

𝑎1𝑘

max (𝑎1𝜔, 𝛺𝐹2)
,          𝛺 = √2𝑊𝑖𝑗𝑊𝑖𝑗 , 𝑊𝑖𝑗 =

1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
−

𝜕𝑢𝑗

𝜕𝑥𝑖
) 

(16)  

 

𝜑 = 𝐹1𝜑1 + (1 − 𝐹1)𝜑2 
(17)  

 

𝜈𝑡 = 𝐶𝜇

𝑎1𝑘

𝑚𝑎𝑥 (𝑎1𝜔, 𝛺𝐹2)
,          𝛺 = √2𝑊𝑖𝑗𝑊𝑖𝑗, 𝑊𝑖𝑗 =

1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
−

𝜕𝑢𝑗

𝜕𝑥𝑖
) 

(18)  

 

𝐹1 = tanh (𝑎𝑟𝑔1
4) 

(19)  

 

𝑎𝑟𝑔1 = min [max (
√𝑘

𝛽∗𝜔𝑑
,   

500𝜐

𝑑2𝜔
) ,

4𝜌𝜎𝜔2𝑘

𝐶𝐷𝑘𝜔𝑑2
] (20)  

 

3.2 Temperature Corrected SST k-ω Model 
Accounting for the effect of temperature fluctuations on turbulence, the temperature correction can 

also be applied to SST k-ω model in a similar way as for the k-ε model. According to the 

description in section 2.3, to develop the temperature corrected equations, the formulation of a 

non-dimensional total temperature variable and a compressibility factor are needed. The non-

dimensional total temperature variable can be derived using the length scale of the two-equation 

SST k-ω model given by: 

𝐿 =
𝑘1/2

𝜔
 (21)  
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Substitute Eq. [21] into Eq. [9], the dimensionless total temperature variable Tg is given by: 

𝑇𝑔 =
𝑘1/2

𝜔

|𝛻𝑇𝑡|

𝑇𝑡
 (22)  

The SST k-ω model has a well calibrated compressibility correction which affects directly the 

transport equations, thus the compressibility factor is not necessary to appear in temperature 

corrected SST k-ω model. After calibration against the experimental data, the temperature 

corrected kinematic turbulent eddy viscosity can be written as: 

𝜈𝑡 = 0.09[1 + 340 × 𝑇𝑔
3]

𝑘

𝜔
 (23)  

 

However, if the standard SST k-ω model is used without the compressibility correction of Ref 

[13], the temperature kinematic turbulent eddy viscosity can be expressed as: 

𝜈𝑡 = 0.09 [1 +
13.5𝑇𝑔

3

0.039 + 𝑓(𝑀𝜏)
]

𝑘

𝜔
 (24)  

Where 𝑓(𝑀𝜏) has been defined in section 2.2. It should be noticed that when the compressibility 

effect is small, 𝑓(𝑀𝜏) is small and Eq. [24] reduces to Eq. [23]. The two corrections Eq. [23] and 

Eq. [24] give similar results in simulation; the results from the Eq. [23] are presented in section 

3.3. 

As mentioned in section 2.2, an upper bound on the value of νt may be required in calculations to 

avoid divergence of the solution.  
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3.3 Test Cases and Results 
In this section, the computational results for jet flow exhaust from Seiner nozzle, employing the 

new temperature correction based on two-equation SST k-ω model, are presented. The 

computational results are compared to the temperature corrected k-ε model and standard SST k-ω 

model with compressibility effect. 

 

(a) Centerline Mach number 

 

(b) Centerline total pressure 

Figure 15. Comparison of computed centerline Mach number and total pressure using the 

three turbulence models with experimental data at Tc = 313K. 
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(a) Centerline Mach number 

 

(b) Centerline total pressure 

 

(c) Centerline total temperature 

Figure 16. Comparison of computed centerline Mach number, total pressure and total 

temperature using the three turbulence models with experimental data at Tc = 755K. 
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(a) Centerline Mach number 

 

(b) Centerline total pressure 

 

(c) Centerline total temperature 

Figure 17. Comparison of computed centerline Mach number, total pressure and total 

temperature using the three turbulence models with experimental data at Tc = 1116K. 
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3.4 Summary 
The objective of this work was to verify and validate the temperature corrected SST k-ω turbulence 

model by computing the supersonic jet exhaust flow from Seiner nozzle. The accuracy of the 

temperature corrected SST k-ω model was assessed by comparing the computations using the 

temperature corrected SST k-ω turbulence model with those of the temperature corrected k-ε 

model, standard SST k-ω model with compressibility effect and the experimental data. It was 

found, the temperature corrected SST k-ω model gave better predictions compared to standard SST 

k-ω with compressibility effect. The results from the temperature corrected k-ε model gave the 

best prediction with respect to the experimental data. The results presented in this section show 

that the temperature corrected SST k-ω model improved the accuracy compared to standard SST 

k-ω model; however, it was not as good as temperature corrected k-ε model.  
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Chapter 4: Temperature Corrected WA 

Model 
 

In previous two chapters, the temperature corrected k-ε and SST k-ω models show their ability to 

improve the accuracy in computation of high temperature high Mach number jet flows. In this 

chapter, the formulation of temperature corrected one-equation WA model [6] is presented along 

with the simulation results for Eggers and Seiner nozzle. 

4.1 One-equation WA Model 
WA model is a one-equation model which has exhibited with good numerical accuracy and faster 

computation speed for computing turbulent flows [6].  It is competitive in accuracy of the SST k-

ω and k-ε model. It has been shown that this model is more accurate than the one-equation Spalart-

Allmaras (SA) model. For the WA model the transport equation for modified eddy viscosity R=k/ω 

can be written as: 

            
𝐷𝑅

𝐷𝑡
=

𝜕

𝜕𝑥𝑗
[(𝜎𝑅𝑅 + 𝜐)

𝜕𝑅

𝜕𝑥𝑗
] + 𝐶1𝑅𝑆

+ 𝑓1𝐶2𝑘𝜔

𝑅

𝑆

𝜕𝑅

𝜕𝑥𝑗

𝜕𝑆

𝜕𝑥𝑗
− (1 − 𝑓1)𝐶2𝑘𝜖𝑅2(

(
𝜕𝑆
𝜕𝑥𝑗

)(
𝜕𝑆
𝜕𝑥𝑗

)

𝑆2
)  

(25)  

 

𝜈𝑡 = 𝑓𝜇𝑅 
(26)  

 

The quantity R is defined as: 
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𝑅 ≡
𝑘

𝜔
 (27)  

4.2 Temperature Corrected Equations to WA Model 
According to the description in section 2.2 and 2.3, development of temperature corrected 

formulation of a turbulent model requires a nondimensional total temperature gradient factor Tg 

derived from the length scale and a compressibility factor. In the transport equation of WA model 

Eq. [25], two quantities, R and S, can be used to form a length scale: 

𝐿 = (
𝑅

𝑆
)1/2 (28)  

 

However, since WA model has a blend of k- model and k-ω model, Tg should not be directly 

derived from the length scale, instead the switch function should be applied: 

𝑇𝑔 = (
𝜎𝑅𝑅

𝑆
)1/2

|𝛻𝑇𝑡|

𝑇𝑡
 

(29)  

 

Wray and Agarwal have tested the WA model for several highly compressible flows [6]. They 

have demonstrated that the WA model can simulate compressible flows without the need for a 

compressible correction [6]. Thus, the compressibility term is not necessary for the formulation of 

temperature corrected equation. 

After calibration against the experimental data, the temperature corrected kinematic turbulent eddy 

viscosity can be written as: 
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𝜈𝑡 = 𝑓𝜇𝑅(1 + 18.0 × 𝑇𝑔
3) 

(30)  

4.3 Test Cases and Results 
In this section, the computational results for jet exhaust flow from seiner nozzle, employing the 

temperature corrected WA model, are presented. The computed results from temperature corrected 

WA model are compared to those from WA model, SA model, and experimental data. 

 

(a) Centerline Mach number 

 

(b) Centerline total pressure 

Figure 18. Comparison of computed centerline Mach number and total pressure using the 

three turbulence models with experimental data at Tc = 313K. 
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(a) Centerline Mach number 

 

(b) Centerline total pressure 

 

(c) Centerline total temperature 

Figure 19. Comparison of computed centerline Mach number and total pressure using the 

three turbulence models with experimental data at Tc = 755K. 
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(a) Centerline Mach number 

 

(b) Centerline total pressure 

 

(c) Centerline total temperature 

Figure 20. Comparison of computed centerline Mach number and total pressure using the 

three turbulence models with experimental data at Tc = 1116K. 
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4.4 Summary 
The objective of this work was to verify and validate the temperature corrected WA model by 

computing the supersonic jet exhaust flow from Seiner nozzle. The accuracy of the temperature 

corrected WA model was assessed by comparing the computations using the temperature corrected 

WA turbulence model with those of the standard WA model, SA model, and the experimental data. 

It was found that the WA model and its temperature corrected version are not as accurate as the 

two-equation k-ε model and the SST k-ω model. However, the temperature corrected WA model 

showed better predictions compared to the standard WA model. The results of computations using 

the SA model did not match the experimental data at all especially in the core region of the jet and 

near the exit of the nozzle.  
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Chapter 5: Conclusion 
In previous chapters, it was shown that the computations using the temperature corrected 

turbulence models improved the accuracy compared to the results from the original standard 

models. It can be concluded that the temperature corrected turbulence models are more accurate 

for simulating the high temperature high Mach number jet exhaust flows with large temperature 

fluctuations. The temperature correction method was applied to the two-equation k-ε model, two-

equation SST k-ω model, and the one-equation WA model. It was demonstrated that the 

temperature correction methodology can be applied to any turbulence model. The temperature 

correction equations consist of a non-dimensional total temperature gradient factor and a 

compressibility factor. Compressibility factor can be eliminated if the standard turbulence model 

already has a compressibility correction and has the ability to predict compressible flow. The 

dimensionless total temperature gradient factor can be derived from the turbulence length scale 

based on the turbulent transport equations.    
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Appendix  
UDF CODE: 

Temperature Correction for k- Model 

#include "udf.h"  

 

DEFINE_TURBULENT_VISCOSITY(user_mu_t, c, t) 

{ 

 real mu_t; 

 real rho = C_R(c, t); 

 real k = C_K(c, t); 

 real d = C_D(c, t); 

 real cp = C_CP(c, t); 

 real R = C_RGAS(c, t); 

 real T = C_T(c, t); 

 real u = C_U(c, t); 

 real v = C_V(c, t); 

 real mu = C_MU_L(c, t); 

 real dudx = C_U_RG(c, t)[0]; 

 real dudy = C_U_RG(c, t)[1]; 

 real dvdx = C_V_RG(c, t)[0]; 

 real dvdy = C_V_RG(c, t)[1]; 

 real dTdx = (C_T_RG(c, t)[0]); 

 real dTdy = (C_T_RG(c, t)[1]); 

 real M_0 = 0.1; 
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 real gamma; 

 real f_mu; 

 real T_g; 

 real F_M_u; 

 real a; 

 real M_tou; 

 real T_t; 

 real G_T_t; 

 real tp; 

 

 gamma = cp / (cp - R); 

 

 a = sqrt(gamma*R*T); 

 M_tou = (sqrt(2.0 * k) / a); 

 

  

 

 T_t = T + (SQR(u) + SQR(v)) / (2 * cp); 

 

 G_T_t = sqrt(SQR(dTdx + (u / cp)*dudx + (v / cp)*dvdx) + SQR(dTdy + (u / 

cp)*dudy + (v / cp)*dvdy)); 

 

 T_g = (G_T_t*(pow(k, 1.5) / d)) / T_t; 
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 if (M_tou >= M_0) { 

  F_M_u = SQR(M_tou) - SQR(M_0); 

 } 

 else { 

  F_M_u = 0; 

 } 

 

 

 f_mu = 1 + (pow(T_g, 3.0) / (0.041 + F_M_u)); 

 

 tp = M_keCmu*rho*SQR(k)*f_mu / d; 

 

 

 if (tp <= 500000 * mu) { 

  mu_t = tp; 

 } 

 else { 

  mu_t = 500000 * mu; 

 } 

 

 

 return mu_t; 

} 
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Temperature Correction for SST k-ω Model 

#include "udf.h"  

 

DEFINE_TURBULENT_VISCOSITY(user_mu_t, c, t) 

{ 

 real mu_t; 

 real rho = C_R(c, t); 

 real k = C_K(c, t); 

        real o = C_O(c, t); 

 real cp = C_CP(c, t); 

 real R = C_RGAS(c, t); 

 real T = C_T(c, t); 

 real u = C_U(c, t); 

 real v = C_V(c, t); 

 real mu = C_MU_L(c, t); 

 real dudx = C_U_RG(c, t)[0]; 

 real dudy = C_U_RG(c, t)[1]; 

 real dvdx = C_V_RG(c, t)[0]; 

 real dvdy = C_V_RG(c, t)[1]; 

 real dTdx = (C_T_RG(c, t)[0]); 

 real dTdy = (C_T_RG(c, t)[1]); 

 real M_0 = 0.1; 

 real gamma; 

 real f_mu; 
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 real T_g; 

 real F_M_u; 

 real a; 

 real M_tou; 

 real T_t; 

 real G_T_t; 

 real tp; 

 

 gamma = cp / (cp - R); 

 

 a = sqrt(gamma*R*T); 

 M_tou = (sqrt(2.0 * k) / a); 

 

  

 

 T_t = T + (SQR(u) + SQR(v)) / (2 * cp); 

 

 G_T_t = sqrt(SQR(dTdx + (u / cp)*dudx + (v / cp)*dvdx) + SQR(dTdy + (u / 

cp)*dudy + (v / cp)*dvdy)); 

 

 T_g = (G_T_t*(pow(k, 0.5) / o)) / T_t; 

 

 

 if (M_tou >= M_0) { 

  F_M_u = SQR(M_tou) - SQR(M_0); 
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 } 

 else { 

  F_M_u = 0; 

 } 

 

 

 f_mu = 1.0 + 340 * pow(T_g, 3.0); 

 

 tp = rho*k*f_mu/ o; 

 

 

 if (tp <= 500000 * mu) { 

  mu_t = tp; 

 } 

 else { 

  mu_t = 500000 * mu; 

 } 

 

 

 return mu_t; 

} 
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//Wray-Agarwal Turbulence Model 

 

#include "udf.h" 

#include "mem.h" 

#include "math.h" 

 

#define Kappa  0.41 

#define C1kw  0.0829  //kwConstant 

#define Sigmakw  0.72  //kwdiffusion 

#define C2kw  (C1kw/Kappa/Kappa+Sigmakw) //kwConstant  

#define C1keps  0.1127 //ProdConstant 

#define Sigmakeps 2.0  //kepsdiffusion 

#define C2keps  (C1keps/Kappa/Kappa+Sigmakeps) //1.86 //kepsConstant 

#define Cv1  8.541426 

 

#define MYSMALL  1e-8 

#define C_UDSI_RG(c,t,i)C_STORAGE_R_NV(c,t,SV_UDS_I(i)+SV_UDS_0_RG-

SV_UDS_0)  

//#define  C_UDSI_RG(c,t,NuTilda) C_UDSI_G(c,t,NuTilda) 

//#define  C_UDSI_RG(c,t,SRM)  C_UDSI_G(c,t,SRM) 

 

enum{ 

    NuTilda, 

 SRM, 

    N_REQUIRED_UDS, 
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 Eke, 

 Ekw, 

 Switch, 

 eta, 

 nu 

}; 

 

DEFINE_ON_DEMAND(setnames) 

{ 

    Set_User_Scalar_Name(NuTilda,"NuTilda"); 

 Set_User_Scalar_Name(SRM,"SRM"); 

 

 Set_User_Memory_Name(Eke,"Eke"); 

 Set_User_Memory_Name(Ekw,"Ekw"); 

 Set_User_Memory_Name(Switch,"Switch"); 

 Set_User_Memory_Name(eta,"eta"); 

 Set_User_Memory_Name(nu,"nu"); 

} 

 

DEFINE_ON_DEMAND(initialize) 

{ 

 //TODO add check that the data exists to avoid crash 

 Domain *d; 

 Thread *t; 
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 cell_t c; 

 

 d = Get_Domain(1); 

 

 //thread loop 

 thread_loop_c(t,d) 

 { 

  //cell loop 

  begin_c_loop(c,t) 

  { 

   C_UDSI(c,t,NuTilda) = C_MU_T(c,t)/C_R(c,t); 

   C_UDSI(c,t,SRM) = C_STRAIN_RATE_MAG(c,t); 

  }//end cell loop 

  end_c_loop(c,t) 

 }//end thread loop 

} 

 

//////////////////////////////////////////// 

//////////////// FUNCTIONS ///////////////// 

//////////////////////////////////////////// 

DEFINE_ADJUST(adjust, d) 

{ 

 Thread *t; 

 cell_t c; 
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    if (! Data_Valid_P()) 

 { 

  Message("\nNO DATA!"); 

  return;   

 } 

 thread_loop_c(t,d) 

 { 

  begin_c_loop(c,t) 

  { 

   //Bound NuTilda and SRM to avoid divide by zero 

   C_UDSI(c,t,NuTilda) = MAX(C_UDSI(c,t,NuTilda),MYSMALL); 

   C_UDSI(c,t,SRM) = 

MAX(C_STRAIN_RATE_MAG(c,t),MYSMALL); 

 

   //Compute the switch function. 

   C_UDMI(c,t,nu) = C_MU_L(c,t)/C_R(c,t); 

   C_UDMI(c,t,eta) = 

C_WALL_DIST(c,t)*sqrt(C_UDSI(c,t,NuTilda)*C_UDSI(c,t,SRM))/(20.0*C_UDMI(c,t,nu)

); 

   C_UDMI(c,t,Switch) = 

(1.0+20.0*C_UDMI(c,t,eta))/(1.0+SQR(C_WALL_DIST(c,t)*MAX(sqrt(C_UDSI(c,t,NuTil

da)*C_UDSI(c,t,SRM)),1.5)/(20.0*C_UDMI(c,t,nu)))); 

   C_UDMI(c,t,Switch) = tanh(pow(C_UDMI(c,t,Switch), 4.0)); 

   C_UDMI(c,t,Switch) = MIN(C_UDMI(c,t,Switch), 0.9); 

  } 
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  end_c_loop(c,t) 

 } 

 

 //Compute the reconstruction gradients 

 Alloc_Storage_Vars(d, SV_UDSI_RG(NuTilda),SV_UDSI_G(NuTilda),SV_NULL);  

 Scalar_Reconstruction(d, SV_UDS_I(NuTilda), -1, SV_UDSI_RG(NuTilda), 

NULL);  

 Scalar_Derivatives(d, SV_UDS_I(NuTilda), -1, SV_UDSI_G(NuTilda), 

SV_UDSI_RG(NuTilda), NULL);  

 

 Alloc_Storage_Vars(d, SV_UDSI_RG(SRM),SV_UDSI_G(SRM),SV_NULL);  

 Scalar_Reconstruction(d, SV_UDS_I(SRM), -1, SV_UDSI_RG(SRM), NULL);  

 Scalar_Derivatives(d, SV_UDS_I(SRM), -1, SV_UDSI_G(SRM), 

SV_UDSI_RG(SRM), NULL);  

 

 //Compute destruction terms based on reconstruction gradients 

 thread_loop_c(t,d)  

 {  

  begin_c_loop(c,t)  

  {  

   C_UDMI(c,t,Eke) = 

MAX(SQR(C_UDSI(c,t,NuTilda)/C_UDSI(c,t,SRM))*NV_MAG2(C_UDSI_RG(c,t,SRM)),

MYSMALL); 

   C_UDMI(c,t,Ekw) = 

C_UDSI(c,t,NuTilda)/C_UDSI(c,t,SRM)*NV_DOT(C_UDSI_RG(c,t,NuTilda),C_UDSI_R

G(c,t,SRM)); 

  }  
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  end_c_loop(c,t)  

 }  

 

 //Free memory 

 Free_Storage_Vars(d, SV_UDSI_RG(NuTilda),SV_UDSI_G(NuTilda), SV_NULL); 

 Free_Storage_Vars(d, SV_UDSI_RG(SRM),SV_UDSI_G(SRM), SV_NULL);  

} 

 

real chi(cell_t c, Thread *t) 

{ 

 return C_UDSI(c,t,NuTilda)/(C_MU_L(c,t)/C_R(c,t)); 

} 

 

real fv1_15(cell_t c, Thread *t) 

{ 

    return pow(chi(c,t),3.0)/(pow(chi(c,t),3.0)+pow(Cv1,3.0)); 

} 

 

DEFINE_TURBULENT_VISCOSITY(mut_15,c,t) 

{ 

 real cp = C_CP(c, t); 

 real r = C_RGAS(c, t); 

 real T = C_T(c, t); 

 real u = C_U(c, t); 
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 real v = C_V(c, t); 

 real dudx = C_U_RG(c, t)[0]; 

 real dudy = C_U_RG(c, t)[1]; 

 real dvdx = C_V_RG(c, t)[0]; 

 real dvdy = C_V_RG(c, t)[1]; 

 real dTdx = (C_T_RG(c, t)[0]); 

 real dTdy = (C_T_RG(c, t)[1]); 

 real gamma; 

 real f_mu; 

 real T_g; 

 real a; 

 real T_t; 

 real G_T_t; 

    real sig; 

 

 gamma = cp / (cp - r); 

 

 a = sqrt(gamma*r*T); 

 

 sig = (C_UDMI(c, t, Switch)*(Sigmakw - Sigmakeps) + Sigmakeps); 

 sig = MIN(sig, 0.8); 

 

 T_t = T + (SQR(u) + SQR(v)) / (2 * cp); 
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 G_T_t = sqrt(SQR(dTdx + (u / cp)*dudx + (v / cp)*dvdx) + SQR(dTdy + (u / 

cp)*dudy + (v / cp)*dvdy)); 

 

 T_g = (G_T_t*18.0*pow((sig*C_UDSI(c,t,NuTilda)/C_UDSI(c,t,SRM)), 0.5)) / T_t; 

 

 f_mu = 1.0 + pow(T_g, 3.0); 

 

    return C_R(c,t)*fv1_15(c,t)*C_UDSI(c,t,NuTilda)*f_mu; 

} 

 

//////////////////////////////////////////// 

/////////// TRANSPORT TERMS //////////////// 

//////////////////////////////////////////// 

DEFINE_SOURCE(source_prod,c,t,dS,eqn) 

{ 

 dS[eqn] = C_R(c,t)*(C_UDMI(c,t,Switch)*(C1kw-

C1keps)+C1keps)*C_UDSI(c,t,SRM); 

    return  C_R(c,t)*(C_UDMI(c,t,Switch)*(C1kw-

C1keps)+C1keps)*C_UDSI(c,t,NuTilda)*C_UDSI(c,t,SRM); 

} 

 

DEFINE_SOURCE(source_dest,c,t,dS,eqn) 

{ 

 return  C_R(c,t)*( 

      C_UDMI(c,t,Switch)*C2kw*C_UDMI(c,t,Ekw) 
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      -(1-

C_UDMI(c,t,Switch))*C2keps*C_UDMI(c,t,Eke) 

     ); 

} 

 

DEFINE_DIFFUSIVITY(diff_WAblend,c,t,eqn) 

{ 

    return C_MU_L(c,t)+C_R(c,t)*C_UDSI(c,t,NuTilda)*(C_UDMI(c,t,Switch)*(Sigmakw-

Sigmakeps)+Sigmakeps); 

} 

 

//////////////////////////////////////////// 

////////// Boundary Conditions ///////////// 

//////////////////////////////////////////// 

DEFINE_PROFILE(inlet, t, i) 

{ 

 face_t f; 

 cell_t c0; 

 Thread *t0 = t->t0; 

 

 begin_f_loop(f,t) 

 { 

  c0 = F_C0(f,t); 

  F_PROFILE(f,t,i) = 3*C_MU_L(c0,t0)/C_R(c0,t0); 

 } 
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 end_f_loop(f,t) 

} 

 

DEFINE_PROFILE(outlet, t, i) 

{ 

 //TODO add check for reversed flow, better definition of derivative. 

 face_t f; 

 cell_t c0; 

 Thread *t0 = t->t0; 

 int revFlowFaces = 0; 

 

 begin_f_loop(f,t) 

 { 

  if(F_FLUX(f,t) < 0) 

  { 

   revFlowFaces = revFlowFaces++; 

   c0 = F_C0(f,t); 

   F_PROFILE(f,t,i) = 3*C_MU_L(c0,t0)/C_R(c0,t0); 

  }else 

  { 

   c0 = F_C0(f,t); 

   F_PROFILE(f,t,i) = C_UDSI(c0,t0,NuTilda);//looks like 

dNuTilda/dn=0 for orthogonal meshes 

  } 

 } 
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 end_f_loop(f,t) 

 

 if(revFlowFaces > 0) 

 { 

  //Message("\nReversed flow on %i faces",revFlowFaces); 

 } 

} 
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