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Abstract
When using an on-demand media streaming system on top of a network with Multicast support, it is sometimes more efficient to use broadcast to distribute popular content. There has been a lot of research in broadcasting on-demand content to multiple, asynchronous receivers. In this paper, we propose a family of novel, practical techniques for broadcasting on-demand media, which achieve lowest known server/network bandwidth usage and I/O efficient client buffer management, while retain the simplicity of a frame-based single channel scheme.

1 Introduction

Recent advances in technology have made on-demand streaming of digital media feasible. However, for several years these systems have not achieved the notable commercial success that technology seemed to promise. The primary reason is that traditional on-demand systems do not scale well. All available server bandwidth tends to get quickly swamped by client demand, forcing providers to invest in expensive network and hardware resources to ensure quality of service.

The three principal metrics for measuring the performance of on-demand streaming systems are

Bandwidth: This could be network, server or client bandwidth.

Delay: While on-demand media in its truest sense is instantaneous, most discussions on broadcast-based on-demand streaming systems allow a reasonable time interval between request and playout.

Buffer Space: In an on-demand streaming system in which segments can arrive out of order, the client requires memory or persistent storage to store out-of-order segments. In some broadcast schemes, peak requirements can run to several megabytes.
The most popular techniques rely on efficient broadcast mechanisms to simultaneously satisfy the demands of multiple clients without suffering a linear increase in bandwidth usage. Prior studies of request patterns in video rentals [DSS94] suggest that a large fraction of these requests (40–60%) are for a small number (10–20) of videos. This statistic suggests that using some form of broadcast for the most popular media can be very effective in scalable on-demand media distribution.

We present here a family of highly efficient schemes for lowest server and network bandwidth that are known, as well as efficient client resource usage. They are also arguably the simplest solutions that are available. In the next few sections, we discuss these schemes both in theoretical basis and in practical implementation, performance comparisons with the best possible and the best extant schemes are provided for different issues. In Section 2 we will discuss a new approach to address the optimal server and network usages, as well as optimal average bandwidths at clients. In Section 3 we present two heuristic schemes for efficient client buffer management.

1.1 Background

The techniques we describe apply to an on-demand streaming system, which comprises a central server that distributes digital media to clients over a distribution network. We assume that the network supports a broadcast primitive and that broadcasting a piece of data to a group of clients is in some way more efficient than uncasting it to each client. The server stores a set of movies from which each client is free to choose. A movie is a piece of media data that consists of a number of fixed-size blocks of data (frames) that are always consumed in serial order. For convenience, we assume a frame can be transmitted over the network without further fragmentation, although this is not a prerequisite for our work.

Clients arrive at times of their choosing, request the server for movies and after an optional waiting period $w$, get out-of-order frames. Client uses local cache which consists of internal and external memory to hold the frames that are not needed to be played out. The media player consumes the frames in the cache from beginning to end in serial order. For the rest of this paper, let the unit of time (an instant) be that time required to consume a single frame, so that each client spends $n+w$ instants on a movie of $n$ frames. This, of course, assumes that the content is constant bit-rate. In Section 4.2 we mention that this may be extended to include variable bit-rate media. We also assume that clients arrive synchronously with instants and are able to receive and store frames transmitted during the instant of their joining. In practice, this is not an unreasonable assumption since an instant, by our definition, would correspond to roughly 33 milliseconds for 30 frames-per-second video. This sequence is illustrated in Figure 1.

1.2 Related Work

One of the earliest proposals for bandwidth-efficient on-demand streaming system was Batching [DSS94], where the Server aggregated requests that came close together in time. Subsequently, many periodic broadcast methods have been proposed, while some theoretical lower bounds [EVZ99,SGT99] have been obtained.
Pyramid Broadcasting [VI96] divides data into segments of geometrically increasing sizes and broadcasts them on a few high bandwidth streams. A derivative, Skyscraper Broadcasting [HS97] offers much better performance.

More currently, a family of protocols related to Harmonic Broadcasting [JT97, PCL98a] seems to be the most promising insofar as the bandwidth-delay tradeoff is concerned. These protocols split a movie into fixed-size segments and broadcast these segments in streams of harmonically decreasing bandwidth. Segments are groups of adjacent frames and are hence of much coarser granularity than frames.

One variant, Polyharmonic Broadcasting [PCL98b], while in theory offering near-optimal performance, unfortunately encounters formidable obstacles in implementation, since it requires each client to simultaneously subscribe to a large number of low-bandwidth streams. Another related protocol, Pagoda Broadcasting [PCL99] sacrifices some performance for the ability to use a few, constant-bandwidth streams.

For the client side, buffering problem can be formulated as an external memory sorting problem involving random insertions and minimum element deletion. A heap or priority queue based algorithm naturally suggests itself. One high performance variant is a radix-heap based structure, which stores frames in multi-level buckets according to an optimal radix. According to a comparative analysis performed by [BCFM99], radix heaps are the best extant scheme when the keys are integers in a pre-defined range. Another efficient scheme, based on a collection of fixed-size lists, is presented by the same paper. However, when applying these two schemes to our system, they both neglect to take linear access into account, resulting in suboptimal performance. We have used a modified version (which improves the efficiency) of the algorithms presented in [BCFM99] for performance comparison. But the result still shows that our schemes work better.
2 Bandwidth

An important tradeoff in designing the on-demand streaming system is that of server bandwidth versus client delay; most work has been to improve this performance: That is, given one, to minimize the other. In this section, we present an efficient technique to achieve near-optimal performance in server and network/client bandwidth.

2.1 Fuzzycasting

2.1.1 Theoretical Basis

Consider the broadcast of a “popular” movie that consists of \( n \) frames. Assume the frames are to be broadcasted in a way that satisfies the on-demand requirements of clients with different join-times. Now, a client with a join-time of \( t \) and a wait-time of \( w \) will require frame \( f \) at time \( t_f \) no later than time \( t + w + f \), i.e., \( t \leq t_f \leq t + w + f \). For this to hold true for all \( t \), it is necessary and sufficient that there is at least one transmission of frame \( f \) in every stretch of \( w + f \) instants. The optimal way to do this is to broadcast frame \( f \) every \( w + f \) instants. This is the theoretical basis for our work.

\[
\begin{align*}
\text{for } (f \leftarrow 1; f \leq n; f \leftarrow f + 1) \{ \\
\text{for } (t \leftarrow f + w; t \leq t_{max}; t \leftarrow t + f + w) \{ \\
\text{transmit}(f, t); \\
\}
\}
\end{align*}
\]

Figure 2: Algorithm NAIVE

Here the transmit function schedules \( f \) for transmission during time \( t \) in a transmission queue.

The bandwidth usage of algorithm NAIVE (Figure 2) at both server and client ends is: \( \sum_{f=1}^{n} \frac{1}{f+w} \approx \log \frac{n}{w} \). Earlier work [EVZ99] has determined that this is optimal for any broadcast based scheme.

Although Algorithm NAIVE is simple, elegant and optimal, a fatal flaw renders it unusable. The number of frames scheduled for transmission at time \( t \) is the number of integers \( i \geq w \) such that \( i \) divides \( t \). This function, the factor function, is extremely spiky, varying from 2 for prime \( t \) to new highs for highly composite \( t \). It is because of this reason that Algorithm NAIVE has been considered and then regretfully abandoned by various researchers. Two approaches exist to counter this. The stream-based approach, instead of transmitting frame\(^1\) \( f \) every \( f + w \) instants, transmits it continuously in a separate channel of bandwidth \( \frac{1}{f+w} \) times the base bandwidth. Most of the harmonic broadcasting protocols take this approach, with Polyharmonic broadcasting [PCL98a] offering the best performance. This promises uniform bandwidth access, but also runs into these difficulties:

1. In all forms of Harmonic broadcasting, segment sizes are constrained by the initial delay. To gain user acceptance, the initial delay has to be a small fraction of movie length, requiring a movie to be transmitted over a

\(^1\) or segment
large number of streams. Managing hundreds of low bandwidth streams over a packet network is a nontrivial exercise. In Polyharmonic broadcasting, the number of streams increases by an additional factor of $m$, $m = 4$ being a reasonable value.

2. It only partially solves the problem, because at some level, streams map to network packets. Since packets cannot be arbitrarily small, multiple transmissions of later frames have to be aggregated. Aggregating again brings in the scheduling issues we have just described.

3. Usually, information cannot be retrieved from partial frames and they must be discarded. Unless error correction techniques like Forward Error Correction (FEC [NBT98]) are used, transmitting a segment over an extended period and over multiple packets increases the likelihood of this happening for frames in later segments.

The alternate approach is to time-division multiplex the frames in a deterministic way that avoids the scheduling conflicts of Algorithm \textsc{Naive}. Pagoda broadcasting [PCL99] does this, but sacrifices some performance in the process because it has to settle for suboptimal schedules. We now propose a simple frame-based algorithm that is at least as efficient as the best stream-based algorithm.

\begin{verbatim}
for (f ← 1; f ≤ n; f ← f + 1) {
    EstimatedBandwidth ← EstimatedBandwidth + \frac{1}{f+w};
    for (t ← f+w; t ≤ t_{max}; t ← t + f + w) {
        if (ActualBandwidth[t] ≤ EstimatedBandwidth) {
            transmit(f, t);
            ActualBandwidth[t] ← ActualBandwidth[t] + 1;
        } else {
            t' ← FindNeighbour(f, t);
            transmit(f, t');
            ActualBandwidth[t'] ← ActualBandwidth[t'] + 1;
        }
    }
}
\end{verbatim}

\textbf{Figure 3: Algorithm Basic}

\subsection{The Basic Algorithm}

As we have seen, Algorithm \textsc{Naive} is infeasible since it results in spiky bandwidth usage. Our solution to this is (Figure 3): Whenever a frame $f$ has to be scheduled at an instant that has used up the bandwidth allotted to frames $1 \cdots f$ ($= \log \frac{f+w}{w}$), we allow it to stray from its scheduled instant to one of its neighbouring instants with bandwidth to spare. The intent is to spread or smear out a bandwidth peak over time, flattening peaks and filling up troughs, while ensuring that for each frame $f$, the gap between successive transmissions is kept roughly $f+w$.

The purpose of the \textit{FindNeighbour} function is to find an alternate neighbouring time slot for frames originally scheduled in relatively ‘crowded’ time slots by algorithm \textsc{Naive}. This is achieved by letting a frame ‘stray’ backward
or forward from its scheduled time slot.

![Diagram of search strategies and spiral FincNeighbour function](image)

**Figure 4: Optimal FindNeighbour Function**

At this point, we need to distinguish between advancing a frame in time and delaying it. Advancing a frame schedules it before it is due, wasting some bandwidth. On the other hand, delaying a frame increases initial delay for clients that expect it. Bandwidth wastage due to advancing a frame decreases as the frame number increases, since the fractional effect of this advance diminishes with increasing inter-frame gap. On the other hand, average initial delay due to delaying any frame increases since more clients wait for later frames. Therefore we use two parameters \( \delta_b \) and \( \delta_f \) so that the limits for shifting frame \( f \) from time \( t \) are \( t - \delta_b(w + f) \) and \( t + \delta_f \times w \). Reasonable values are \( \delta_b \approx 0.05 \) and \( \delta_f \approx 0.1 \).

Given these limits, there are multiple ways to implement the FindNeighbour function. Some examples are:

**L-R-SCAN:** Starting from \( t \), scan first left from \( t \) to \( t - \delta_b(f + w) \) and then right from \( t \) to \( t + \delta_f \times w \), looking for time slots with available bandwidth.

**R-L-SCAN:** Similar to L-R-SCAN, but start off going right.

**SPIRAL:** Do a distorted Spiral, alternatively going left and right, so that \( t - \delta_b(w + f) \) is evaluated just before \( t + \delta_f \times w \).

Further, it could find the instant with minimum bandwidth (Best fit) or stop at the first instant which can accommodate frame \( f \) (First Fit). ² Finally, as a fallback, if all instants in the interval \((t - \delta_b(w + f), t + \delta_f \times w)\) exceed their allotted bandwidth, \( f \) is scheduled in the instant within this range with minimum bandwidth. However, our simulations suggest that for sane values of \( \delta_b \) and \( \delta_f \), this seldom happens.

²For Best fit, the scan method does not matter.
As shown in Figure 4(a), these strategies could be pictured as different paths from \((t, t)\) to \((t - \delta_t(w + f), t + \delta_f \times w)\). SPIRAL could be thought of as the straight line path between the two points mapped by Bresenham’s line algorithm. Extensive simulation over a wide range of parameters seems to indicate SPIRAL is a particularly robust way to implement \textit{FindNeighbour}. Figure 5(a) shows bandwidth distribution for different \textit{FindNeighbour} functions. Figure 5(b) shows typical distribution of bandwidths for a 30 frames-per-second 2-hour movie for various values of initial delay \(w\), with SPIRAL for \textit{FindNeighbour} function.

![Bandwidth Distribution](image)

(a) Bandwidth Distribution for different functions  
(b) Bandwidth distribution for various \(w\)

**Figure 5: Bandwidth Distribution**

As can be seen, the algorithm \texttt{BASIC} has one minor problem: When scheduling, we deal with frames as indivisible units. Therefore, if the theoretical server bandwidth is (say) 4.5, the actual bandwidth varies equally between 4 and 5, resulting in peak bandwidths that overshoot the average by about 10%. However, this is easily remedied: If multiple movies are broadcast simultaneously (a likely scenario), they can be co-scheduled by modifying Algorithm \texttt{BASIC} to be aware of the actual and predicted global bandwidth when making scheduling decisions. Figure 6 shows that for as few as 4 streams, the peak server bandwidth usage matches optimal usage to within 5 percent. For 16 streams, it is around 2%. To enhance readability, the graph has been smoothed, which does not affect peaks.

Figure 7 compares bandwidth-delay performance of FuzzyCast with existing protocols and with the theoretical best performance.

Based on these results, we argue that FuzzyCast is a feasible broadcast scheme that offers optimal performance for on-demand streaming.

---

9 expressed in frames transmitted per instant
2.2 Layered Multicast

One problem with the basic scheme outlined in Section 2.1 is that every client continues to receive redundant transmissions, wasting client and network bandwidth. While this is unavoidable in a pure broadcast-based system\(^4\), it is wasteful in a multicast situation where there is network support for subscribing to and unsubscribing from a multicast session. It is therefore desirable that each client explicitly deregister its interest in unwanted frame with the multicast infrastructure. The ideal solution of transmitting each frame in its own multicast group creates unacceptably high network overhead in the form of subscription/unsubscription messages and state information in the network routers.

The solution is to use Layered Multicast (LM) [JMV96]. Most commonly, LM is used to deliver multiple versions

\(^4\text{e.g., a satellite based distribution network}\)
the same transmission, differing only in quality, to heterogeneous receivers in a resource-efficient manner. Here, it is used to resource-efficiently deliver different time slots: Each client subscribes to all the groups on startup, shedding layers one by one as it is no longer interested in receiving data it already has received or played out.

An interesting problem in this connection is that of optimally splitting $n$ frames into $\alpha$ groups. Making a group bigger increases cost in two ways:

1. At any given time, more clients are subscribed to it. Even for broadcast mechanisms, this consumes more network resources, albeit sub-linearly.

2. Those clients are forced to listen to redundant transmissions longer.

On the other hand, since the number of groups, $\alpha$, is finite, dropping too early and too often would mean running out of groups sooner. As we shall see, there is an optimal solution.

### 2.2.1 Optimal allocation of Multicast Layers

Our first goal is to find the splitting that minimize the number of frames that each client receives. Consider putting group boundaries such that group $k$ will last $x_k$ instants and will contain frequencies $\frac{1}{x_{k-1}+1} \cdot \frac{1}{x_k} (x_0 = w, x_\alpha = n + w)$. The total number of frames that a client receives on an average is then given by:

$$
F = x_1 \left( \frac{1}{x_0+1} + \frac{1}{x_0+2} + \cdots + \frac{1}{x_1} \right) \\
+ x_2 \left( \frac{1}{x_1+1} + \frac{1}{x_1+2} + \cdots + \frac{1}{x_2} \right) + \cdots \\
+ x_\alpha \left( \frac{1}{x_{\alpha-1}+1} + \frac{1}{x_{\alpha-1}+2} + \cdots + \frac{1}{x_\alpha} \right)
$$

(1)

In other words,

$$
F \approx \sum_{k=1}^{\alpha} x_k \log \frac{x_k}{x_{k-1}} 
$$

(2)

Differentiating partially w.r.t. $x_k$ and equating to 0 for minimum $F$, we get

$$
x_{k+1} = x_k \left(1 + \log \frac{x_k}{x_{k-1}} \right)
$$

(3)

Descending recursively, the first boundary $x_1$ is determined by,

$$
x_\alpha = x_1 \left(1 + \log \frac{x_1}{x_0} \right) \left(1 + \log \left(1 + \log \frac{x_1}{x_0} \right) \right) \cdots (\alpha \text{ terms})
$$

(4)

where $x_\alpha = n + w$ and $x_0 = w$. This equation can be numerically solved (we use Newton-Raphson iteration) to get the value of $x_1$. Once $x_1$ is found, higher boundaries can be calculated using (3). This set of boundaries is the one that minimizes the number of frames that each client receives. For example for a two-hour, 30 frames-per-second movie, $\alpha = 3$ and $w = 30$sec, the optimal group boundaries are at 11.4 minutes and 49.1 minutes, leading to an average client bandwidth usage of 54 fps as opposed to 185 fps without layering. Figure 8 shows the reduction in
bandwidth for various $\alpha$. In the ideal case, when each frame is transmitted in its own group, average client bandwidth is exactly 1, so it is apparent that using even a small number of groups results in significantly fewer frames received by each client.

![Figure 8: Average Client Bandwidth Vs. $\alpha$](image)

### 2.2.2 Minimizing Network cost

A connected problem is that of splitting $n$ frames into $\alpha$ groups such that the overall network bandwidth is minimized. That is, we would like to minimize the total number of frames sent out in the network at any time. If the number of links in a delivery tree of $m$ clients is $L(m)$ and the average client arrival rate is $\lambda$ then the number of clients subscribed to group $k$ at any given time is $\approx \lambda x_k$. Therefore, the total network bandwidth is:

$$N \approx \sum_{k=1}^{\alpha} L(\lambda x_k) \log \frac{x_k}{x_{k-1}}$$

Previous work [CS98, PTS99] suggests that for Internet multicast, $L(m)$ is fairly accurately approximated by a power law of the form, $L(m) \approx \hat{u} m^\rho$ where $\rho \approx 0.8$ and $\hat{u}$ is the average unicast path length. This represents its network bandwidth advantage over multiple unicast, which has $L(m) = \hat{u} m$. The function to be minimized, then, is:

$$N \approx K \times \sum_{k=1}^{\alpha} x_k^\rho \log \frac{x_k}{x_{k-1}}$$

where $K = \hat{u} \lambda^\rho$ is a constant for a given transmission.\(^5\) Proceeding as in Section 2.2.1, the analogy of (3) is:

$$x_{k+1} = x_k (1 + \rho \log \frac{x_k}{x_{k-1}})^{\frac{1}{\rho}}$$

\(^5\)For now, we assume constant $\lambda$. Section 2.3 describes a scheme with variable $\lambda$. 
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For the same parameters as in Section 2.2.1, optimizing network bandwidth results in group boundaries at 9.24 minutes and 44 minutes for a network bandwidth $\approx 37\%$ of that without layering. Figure 9 shows the network bandwidth for various $\alpha$, normalized to the bandwidth without layering.

![Network Cost Vs. $\alpha$](image)

### 2.3 An Adaptive Hybrid Scheme

Periodic Broadcasting is attractive for serving popular media because server bandwidth is independent of client arrival rates. However, in reality, media cannot be classified as merely popular or unpopular: popularity occurs in a continuous spectrum. In broadcast schemes where different frames have different impact on the bandwidth, algorithms that classify media as either popular or unpopular end up making suboptimal use of bandwidth. Furthermore, user preferences change over time so that the set of “hot” videos is in a state of constant change. So, an adaptive, hybrid mechanism has the best chance of scaling well in an on-demand streaming system with widely varying client demands: adaptive, to handle changes in popularities gracefully; hybrid, to treat movies with widely different popularities uniformly.

In our hybrid scheme, instead of broadcasting frames $1, \ldots, n$ with frequencies $\frac{1}{w+1}, \ldots, \frac{1}{w+n}$, we unicast the first $\ell$ (say) frames to each client. Each client starts off listening to both the unicast prefix and the broadcast, starting playout after an initial delay of $w$ instants. The unicast feed of $\ell$ frames is stretched over time $w + \ell$, leading to a unicast bandwidth of $\frac{\ell}{w+\ell}$ per client. This is illustrated in Figure 10. Our goal is to use broadcast for only those frames in which it would result in bandwidth savings.

#### 2.3.1 Optimizing for Server Bandwidth

First, consider the choice of $\ell$ that minimizes server bandwidth. If client arrival rate is $\lambda$, uncasting frame $f$ would take up a constant server bandwidth $\lambda$ frames per instant, whereas broadcast would consume bandwidth $\frac{1}{f+w}$.
Therefore, broadcast is more effective for frames $f$ for which $\lambda \geq \frac{1}{w}^\frac{1}{w}$ or all frames $f \geq \frac{1}{\lambda} - w$. Thus the optimal value of $\ell$ that minimizes server bandwidth is $\frac{1}{\lambda} - w$. This is illustrated in Figure 11. Some notable points are:

1. A unicast prefix is required only when $\lambda$ falls below $\frac{1}{w}$, i.e., client inter-arrival time exceeds initial delay.

2. Decreasing $\lambda$ increases $\ell$, so that for $\lambda = \frac{1}{w}$, $\ell = 0$ (pure broadcast) and for $\lambda = \frac{1}{n+w}$, i.e., just one client for the entire movie, $\ell = n$ (pure unicast).

3. Each unicast lasts for $w + \ell$ instants and the number of concurrent unicasts at any time is roughly $\lambda(w + \ell)$.

   Thus, in the optimal case, at any given time, the expected number of clients receiving unicast is exactly 1.

Server Bandwidth usage $S_{\text{hybrid}}$ for the hybrid scheme is:

$$S_{\text{hybrid}} \approx \lambda \ell + \log \frac{w + n}{w + \ell}$$

$$\approx 1 - \lambda w + \log \lambda + \log(w + n) \quad \text{(in the optimal case)}$$

$$= 1 - \lambda w + \log(\lambda w) + S_{\text{normal}} \quad \text{(8)}$$

where $S_{\text{normal}}$ is the optimal bandwidth for the pure broadcast case.

The peak client bandwidth, $C_{\text{hybrid}}$ is:

$$C_{\text{hybrid}} = \frac{\ell}{w + \ell} + \log \frac{w + n}{w + \ell}$$

$$= 1 - \lambda w + \log(\lambda w) + C_{\text{normal}} \quad \text{(9)}$$
Thus, in the hybrid scheme, client bandwidth is reduced by the same amount as the server bandwidth.

Figure 12 compares predicted $S_{\text{hybrid}}$ and $S_{\text{normal}}$ for different $\lambda$.

2.3.2 Network Bandwidth

When Layered Multicast is used for broadcast, adjacent frames belonging to different groups can have widely different impacts on the network bandwidth. In this case, the bandwidth impact in Figure 11 is no longer monotonically decreasing. Instead, we get a frame-impact graph as in Figure 13(b) instead of a single unicast prefix as in Figure 10, we get multiple unicast streams, at most one for each layer, as in Figure 13(a).
2.4 Adaptive Scheme

The hybrid scheme in Section 2.3 works well for both popular and unpopular videos. But the optimal value of $\ell$ depends on $\lambda$. With variable client arrival rate, the system starts to drift away from optimality. The solution to this is to vary $\ell$ dynamically according to the client arrival rate at that time, i.e. increase it on decreasing $\lambda$ and decreasing it with increasing $\lambda$. However, this introduces the complication of dealing with existing clients. Increasing $\ell$ cancels planned multicast schedules that these clients depend on. Decreasing $\ell$ is less harmful, since it merely schedules frames to be broadcast that existing clients do not really need by virtue of their longer-running unicast connection. Figures 14(a) 14(b) illustrate this. Assume clients arrive at times $C_i$ arrive at time $t_i$, starts playout at time $s_i$ and finishes at $e_i$, for $i = 1 \cdots 3$. Increasing the unicast prefix from $\ell_1$ to $\ell_2$ at time $t_3$ means that $C_2$ now has to follow the path $t_2 - A - F - e_2$ instead of $t_2 - A - B - e_2$. This means that the unicast bandwidth for all such clients should be increased to meet the broadcast at the new $\ell$. However, this is not an option for clients like $C_1$, who are already done with their unicast part. This would mean that $\ell$ cannot be increased arbitrarily fast, but can only be increased without cancelling any frames that are scheduled within the playout of the latest client. This can be done aggressively, i.e. at every instant $t$, if the latest client arrived $k$ frames earlier, broadcast of frame $k - w$ can be canceled. Alternately, this can be done lazily on arrival of each client. In comparison, decreasing $\ell$ poses few problems. It schedules frame broadcasts that are already promised to clients by unicast, but since the server, with perfect knowledge of both the unicast and broadcast schedule, skips over unicasting frame $f$ for client $C$ if $f$ is scheduled for broadcast before playout for client $C$. For example, the unicast path for client $C_1$, would follow a trajectory between $t_1 - A - B - C - e_1$ and $t_1 - A - C - e_1$, depending on how many of these frames it gets through broadcast.
Figure 14: Adapting network bandwidth

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Network Support</th>
<th>Bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>no</td>
<td>$S_{\text{normal}}$</td>
</tr>
<tr>
<td>Layered Multicast</td>
<td>no</td>
<td>$S_{\text{normal}}$ $\approx \sqrt{S_{\text{normal}}}$</td>
</tr>
<tr>
<td>Hybrid</td>
<td>yes</td>
<td>$S_{\text{hybrid}}$</td>
</tr>
<tr>
<td>Layered Hybrid</td>
<td>yes</td>
<td>$S_{\text{hybrid}}$ $\approx \sqrt{S_{\text{hybrid}}}$</td>
</tr>
</tbody>
</table>

$S_{\text{normal}} = \log \frac{\lambda w}{w}$

$S_{\text{hybrid}} = S_{\text{normal}} - \lambda w + \log(\lambda w) + 1$

Table 1: Scheme selection guide and simplified performance comparison

2.5 Implementation

Obviously, the more support from the network, the more efficiently network resources can be utilized. As summarized in Table 1, having a return channel from the receivers or a resource-efficient multicast capability will greatly help to reduce the bandwidth usage. The four simple and practical schemes that have been introduced in this paper, closely model the respective theoretical optima, for where they are known. We are confident that for the combinations of network support where bounds are not known yet, our schemes are close to optimal.

Our prototype implementation, comprising $\approx 500$ lines of JAVA code\(^6\), streams multiple movies over our campus network. Preliminary tests indicate that performance matches our predicted results.

Despite the sometimes rather complex formulae, the implementation consists of simple components only: the \textsc{basic} and \textsc{findneighbour} algorithms, a precomputed table of layer boundaries. Even for the adaptive schemes, keeping track of the join times of just the two most recent receivers is sufficient.

\(^6\)for both server and client
3 client disk bandwidth management

The scheme proposed in Section 2 involves segmentation and asynchronous broadcast of media data, which requires clients to efficiently buffer out-of-order segments and reorder them for serial playout. The conversion of out-of-order arrival to in-order playout suggests the use of external memory priority queues, but their content-agnostic nature prevents them from performing well under on-demand streaming loads. In the following we will propose and evaluate a series of simple heuristic schemes which achieve significant improvements in storage performance over existing schemes.

Buffer management could also be treated as a cache replacement problem, with the additional property that there are at most two accesses to each block, one random (during arrival) and the other serial (during playout). The optimal cache replacement strategy of writing out the frame with most distant playout to disk, while minimizing the number of disk accesses, ends up using one seek for every frame read or written, incurring a high overall disk I/O cost.

3.1 Disk space

3.1.1 Expected disk space for Algorithm Naive

For a receiver that joins sometime in the middle, the frames arrive out of order and have to be cached on disk, to be played out in their time. The probability that frame \( f_i \) arrives in time \( j \) (relative to the join time) is:

\[
p_i(t = j) = \begin{cases} \frac{1}{i} & 1 \leq j \leq i, \\ 0 & \text{otherwise}. \end{cases}
\]  

(10)

The probability that frame \( f_i \) is on disk during time \( j \) \((j < i)\) is then:

\[
p_i(t \leq j) = \sum_{k=1}^{j} p_i(t = k) = \begin{cases} \frac{j}{i} & j < i, \\ 0 & \text{otherwise}. \end{cases}
\]  

(11)

So, the number of frames on disk at any given time \( j \) is simple:

\[
d(j) = \sum_{i=1}^{n} p_i(t \leq j) = 0 + \sum_{i=j+1}^{n} p_i(t \leq j) = \sum_{i=j+1}^{n} \frac{j}{i}
\]

\[= j \left( \sum_{i=1}^{n} \frac{1}{i} - \sum_{i=1}^{j} \frac{1}{i} \right)
\]

\[\approx j \log \frac{n}{j} \quad \text{(for large } j \text{ and } n)\]

(12)

It can easily be seen that the peak disk space use is \( d_{\text{max}} = \frac{n}{e} \), at time \( \frac{n}{e} \) (\( e \) being the Euler's constant).
### 3.1.2 Disk space measurements for Algorithm BASIC

Figure 15 plots the disk space demand for several variants of algorithm BASIC. We find that the variation is not significant enough to choose one algorithm over another.

![Figure 15: Disk space demand](image)

### 3.1.3 Reducing disk space

Since video frames arrive largely out of order for a typical receiver, disk space requirements are large and peak at around 40% of the total length of the movie. This disk space requirement can be reduced at the cost of some bandwidth. Corresponding to a server using algorithm BASIC as the scheduler, the client grabs and holds on to the first instance of any frame that comes along. If the client knows that another instance will come along before that frame is to be played out, it can afford to ignore the first. By transmitting later frames at a higher rate than absolutely necessary, we can trade a small increase in bandwidth for significant reduction in disk space demand. One way to do it is to ask the client to ignore frames $v$ asking to be stored for more than $\lambda$ instants. To make good on this promise, all frames $v$ need to be transmitted every $\lambda$ instants. A client, knowing $v$ and $\lambda$, can safely ignore a frame $f (> v)$ that it encounters at a time $f - \lambda$. Arguing along the same lines as in Section 3.1.1, we get these disk space demand patterns:

$$d(j) = \begin{cases} 
  j \log(\frac{\lambda}{2}) & j < v - \lambda, \\
  j \log(\frac{\lambda}{2}) + \frac{(j - v + \lambda)^2}{2\lambda} & v - \lambda < j < v, \\
  \frac{\lambda}{2} & v < j < n - \lambda, \\
  \frac{\lambda}{2} - \frac{(j - n + \lambda)^2}{2\lambda} & n - \lambda < j < n.
\end{cases} \quad (13)$$

The increased bandwidth is given by:
\[ b = \log(v) + \frac{n - \nu}{\lambda} \]  

(14)

Figure 16 gives the theoretical disk space demand over time, for 200k frames.

![Reduced disk space demand](image)

Figure 16: Reduced disk space demand

3.2 Efficient Buffer Management Schemes

From Section 3.1 we know that the peak buffer size is \(\frac{n+w}{\epsilon}\) of the entire movie, at a fraction \(\frac{n+w}{\epsilon}\) of the entire playout time into movie. For a two hour MPEG-2 movie with a transfer rate of 4Mb/s and a 30 second initial delay, this would translate to a peak buffer requirement of around 700 MB. Thus the typical client is forced to distribute its buffer between a small fast cache in primary memory and a large, slow hard disk that holds the bulk of the buffered frames. As frames arrive over the network, existing frames are displaced from the cache and written to disk till playout time. This naturally leads us to the question of doing this efficiently from a disk I/O performance perspective. Why is this important? Some motivations are:

- For set-top boxes, more efficient buffer management obviates need for higher performance hardware, leading to lower costs.
- Clients could be commodity PC's running multiple concurrent tasks: both memory and storage are shared resources that should be used optimally.
- Some proxies or transcoding devices located e.g. at cable head-ends receive, buffer and reorder frames (among other things) before streaming them serially to constrained end-systems like diskless set-top boxes. Better buffer management contributes to greater scalability.
3.2.1 Disk Metrics

We use a relatively simple metric for estimating disk performance: Consider a disk with these parameters:

**Random Seek Time, $S_r$:** This is the average seek time for unrelated read/writes.

**Sequential Seek Time, $S_s$:** This is the seek time for adjacent blocks of the same read/write.

**Block Size, $B$:** Disk space is always allocated in blocks.

**Transfer Rate, $T$:** This is the rate at which data can be read/written.

If we assume that the disk allocator writes data in one write over multiple adjacent blocks, the time taken for a read/write of $b$ bytes is given by:

$$ t(b) \approx S_r + \frac{S_s b}{B} + \frac{b}{T} $$

Effectively, the time to transfer a block of $n$ frames in one read/write between memory and disk is of the form:

$$ t(n) \approx C_1 + C_2 \times n \quad (15) $$

where $C_1$ and $C_2$ are constant for a given disk. This model might seem simplistic in these times of intelligent caching disk controllers, but considering the massive amounts of data involved, our analysis shows that (15) provides a close approximation. For typical disk and transmission parameters, $C_1 \approx 10ms$ and $C_2 \approx 2ms$. We have arrived at these parameters by experimenting with simulations of the *Seagate Barracuda* disk, as obtained from DiskSim [Gan95]. Further, we are working on refining these measures, possibly through more complex disk models.

During the course of playout of the movie, a number of frames are written to disk and read back again. Our goal is to minimize total I/O time spent over these frames, as estimated by (15). In the following sections, we present our algorithms.

3.2.2 Most Distant Playout (MDP) Replacement

MDP is similar to the optimal cache replacement algorithm: the principle is to replace frames that would be required farthest in the future. With sequentially accessed media data, the highest numbered frame in cache is the ideal candidate for replacement.

In MDP, instead of replacing just the last frame in the cache, a number $\kappa$ of frames in cache are written out to disk as a single chunk. Premptively writing out a bunch of likely-to-be replaced frames amortizes seek time over $\kappa$ frames, instead of using up a seek for each frame. When the earliest frame in the sequence is to be played out, the entire chunk is read back into cache again.

MDP is suboptimal in the number of total accesses to disk, some frames cycle more than once between memory and disk. But since access time for reasonable frame sizes is much lower than seek times, MDP, by effectively trading in more reads/writes for fewer seeks, is able to achieve a reduction in overall disk I/O time.
3.2.3 Most Compact Sequence (MCS) Replacement

Another strategy is to take advantage of linear access of frames and write out the $\kappa$ long run of frames that has the most compact playout schedule of the frames currently in memory, in an attempt to reduce the rate of blocks cycling between disk and memory. For a run of $\kappa$ frames with playout times $P_1, P_2, \cdots, P_{\kappa}$, we define its sparseness (as opposed to compactness) by

$$S = \sum_{i=1}^{\kappa} (P_i - P_1)$$

We choose the rightmost such sequence with minimal $S$. In the best case, this is a stretch of $\kappa$ continuous frames. Sparseness can be thought of as a cumulative measure of wasted buffer occupancy: the earliest frame in a sparse run wastefully drags along much later frames from disk to memory. Replacing compact runs lowers the risk of later frames in the run getting replaced again before playout.

An advantage of this definition is that it selects Run-1 over Run-2 in Figure 18, although both have the same 'density'. A run with more frames near the head is a better candidate for replacement because fewer frames (if at all) get cycled back to disk, while fetching other frames necessary for playout.
3.3 Optimal Block sizes

The rationale for writing out blocks of $\alpha$ frames instead of single frames is to trade increases in cheaper disk transfers for fewer costly seeks. The optimal value of $\alpha$ depends on the relative cost of seeks vs. read/writes as well as the cache size.

Increasing $\alpha$ reduces seeks and buys lower disk I/O time up to a point. Thereafter, increased access times predominate and our technique is no longer optimal. Figures 3.3 and 3.3 plot $\alpha$ as a fraction of $C$, the cache size against I/O time as a fraction of $n + w$, the playout time for MDP and Figure 3.3 for MCS. It can be seen that $\alpha \approx 2\ldots3\%$ of cache size gives best performance for both MDP and MCS. All I/O times are given relative to the actual playout time. We find that a seek would take roughly the same time as transferring 5 frames. As all of the blocks written to disk are of the same size, disk allocation management becomes trivial. We have also experimented with a variable $\alpha$, but we feel that the performance gains accrued might not be worth the increased complexity in disk management.

![Figure 19: MDP: $\frac{C}{C}$ vs. I/O time](image)

3.4 Performance Comparison

Figure 21 summarizes the performance of MDP and MCS replacement schemes in comparison with the radix heap based algorithm and the optimal cache replacement algorithm. In our implementation of radix heap algorithm presented in [BK98], we have improved its efficiency somewhat by modifying it to take advantage of all the memory available and write out buckets to disk only when this memory is used up.

It can be seen that in the feasible operating regions of Cache size = 0.2 % to 2 % ($\approx$ 6 to 60 MB for typical MPEG-2 movies), our schemes outperform existing schemes by more than a factor of two in disk I/O. Radix tries as described by the authors [BCFM99] would have performed an additional three times worse. Experimental results using array heaps [BCFM99], another promising data structure, performed no better.
3.4.1 Computational Complexity

We note that both MDP and MCS are quite easy to implement compared to heap based schemes, since they use relatively simple structures like lists or arrays. A simple array based implementation of MDP with a cache of size $C$ frames takes $O(C)$ time to insert a frame and $O(1)$ time to delete $\kappa$ frames from cache. Implementing the cache as a binary tree would result in $O(\log(C))$ time for inserting and deleting a frame. A simple array based implementation of MCS takes $O(C)$ time to insert a frame and $O(C)$ time to replace a run of $\kappa$ frames. Since memory constraints will typically limit $C$ to not more than a few hundred, this is not prohibitively expensive.
4 Conclusions

4.1 Summary

We have proposed a practical method to achieve near-optimal performance in on-demand media streaming. Our technique matches the performance of the best existing protocol while sharing none of its complexity and performs significantly better than the best existing scheme of comparable complexity.

Most current analysis has tended to focus on the server bandwidth. We have chosen a novel approach in using the Chuang-Sirbu law to minimize network cost. We are convinced that our technique will find broad application.

We also discuss an adaptive approach that uses an optimal mix of unicast and multicast, again using the multicast scaling law to find a solution that minimizes total network costs.

In our scheme, the client only needs about 37% (\frac{1}{3}) storage of the whole content, even in the worst case. However, it is still a heavy load on the client in terms of buffer space. For designing cheaper end-systems or more scalable proxies, efficient buffer management assumes importance. We have proposed and evaluated two simple schemes drawing upon these principles:

**Batched I/O:** Cache replacement in blocks of multiple frames amortizes seek times over these frames. Empirically, we found replacing 2-3% of the cache optimal.

**Using Access Patterns:** Using knowledge of linear access in continuous media to replace compact sequences reduces cycling between memory and disk.

Together, these techniques achieve significant performance gains compared to algorithms described in literature.

4.2 Future Work

So far, we have addressed optimal server and network usages, and optimal average bandwidths at clients. Depending on the parameters chosen, we expect the ratio between average and peak bandwidth at the client to be in the range of 2...5. For clients with narrow network connections, this small factor might be enough to considerably reduce the maximum quality available to the viewer. We are thus looking at efficiently smoothing the peak bandwidth in the network, e.g., at DSL or cable head-ends. We are also working on making our scheme work with variable bit-rate media, employing some kind of smoothing mechanism like Piecewise constant rate smoothing. We believe this is a straightforward extension of our work.

Meanwhile, we are working on improving our heuristics and providing theoretical upper bounds for client disk bandwidth management. We are looking forward to finding out more about optimal cache replacement strategies when the server transmission schedule is known to the clients. Some of the algorithms might also be able to take more advantage of a variable $\kappa$. 
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