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Abstract

Many distributed real-time systems face the challenge of dynamically maximizing system utility in response to fluctuations in system workload. We present the MultiParametric Rate Adaptation (MPRA) algorithm for discrete rate adaptation in distributed real-time systems with end-to-end tasks. The key novelty and advantage of MPRA is that it can efficiently produce optimal solutions in response to workload changes such as dynamic task arrivals. Through offline preprocessing MPRA transforms a NP-hard utility optimization problem to a set of simple linear functions in different regions expressed in terms of CPU utilization changes caused by workload variations. At run time MPRA produces optimal solutions by evaluating the linear function for the current region. Analysis and simulation results show that MPRA maximizes system utility in the presence of varying workloads, while reducing the online computation complexity to polynomial time.

1 Introduction

An increasing number of distributed real-time systems operate in dynamic environments where system workload may change at run time. For instance, the Supervisory Control and Data Acquisition (SCADA) system of a power grid may experience dramatic load increase during cascading power failures and cyber attacks. System overload may cause unacceptable delays in important monitoring applications, often at critical times when it is most needed. Such systems must therefore quickly adapt to workload changes. However online adaptation introduces several important challenges. First, online adaptation should maximize system utility subject to multiple resource constraints. For example, many distributed real-time systems must enforce certain CPU utilization bounds on multiple processors in order to prevent system crash due to CPU saturation [18] and meet end-to-end deadlines [19]. Second, many common adaptation strategies only support discrete options. For example, an admission controller must make binary decision (admission/rejection) on a task. While task rate adaptation can allow a system to adapt at a finer granularity [4][6][17][19][8][23], many real-time applications (e.g., avionics [1] and multi-bit video) can only run at a discrete set of predefined rates. Unfortunately, utility optimization problems with discrete options are typically NP-hard [11], especially in the presence of multiple resource constraints. Furthermore, despite the difficulty of such problems, a real-time system must adapt to workload changes quickly, which requires optimization algorithms to be highly efficient at run time.

Existing approaches to utility optimization in real-time systems can be divided into two categories: optimal solutions and efficient heuristics. Approaches based on integer programming or dynamic programming have been proposed to optimize utility [11][10]. While these approaches produce optimal solutions, they are computationally expensive and cannot be used online. On the other hand, a number of efficient heuristics have been proposed for online adaptation [22][11][1][13]. However, these algorithms cannot produce optimal solutions that do not maximize utility.

To overcome the limitations of existing approaches, we present the MultiParametric Rate Adaptation (MPRA) algorithm for discrete rate adaptation. The key novelty and advantage of our approach is that it can efficiently produce optimal solutions online in face of workload changes. The MPRA algorithm is based on multiparametric mixed-integer linear programming (mp-MILP) [2]. Through offline preprocessing MPRA transforms a NP-hard utility optimization problem to a set of simple linear functions in different regions expressed in terms of changes to CPU utilization due to workload changes. At run time MPRA produces optimal solutions by evaluating the linear function for the current region. Specifically, the primary contributions of this paper are three-fold:

- We present MPRA, a novel algorithm for discrete rate adaptation in distributed real-time systems
with end-to-end tasks;

- We provide analysis that proves that our algorithm reduces the online computation complexity of optimal rate adaptation to polynomial time, while maximizing system utility in face of workload changes;

- We present simulation results that demonstrate that our algorithm maximize system utility in the presence of dynamic task arrivals, with online execution times two orders of magnitude lower than a standard optimization solver.

The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 formalizes the optimization problem addressed in this paper. Section 4 presents the design and complexity analysis of our algorithm. Section 5 provides simulation results to demonstrate the optimality and efficiency of the MPRA algorithm. Finally, Section 6 concludes this paper.

2 Related Work

Several projects investigated the problem of maximizing system utility in real-time systems. Rajkumar et al. proposed the QoS-based Resource Allocation Model (Q-RAM) [21] for utility optimization in real-time systems. Lee et al. proposed several optimal approaches to the Q-RAM model based on integer programming or dynamic programming [11][10]. These approaches are computationally expensive and unsuitable for online adaptation in distributed real-time systems. To improve the efficiency of the solutions, the authors proposed several efficient heuristic algorithms that can only produce sub-optimal solutions [22][11][10]. While the heuristic proposed in [10] can generate solutions with a bounded distance from optimal solutions for the single resource case [12], there does not exist an analytical bound for the heuristic algorithms for the multiple resource case, which are common in distributed real-time systems. Abdelzaher et al. also developed a QoS-negotiation model called RTPOOL and a heuristic algorithm to improve system utility [1]. Recently, Lee et al. introduced a method called service class configuration to address the online adaptation problem with dynamic arrival and departure of tasks [13]. This method avoids running optimization procedures at run time by designing a set of service classes offline, which will be used adaptively depending on the system state. While service classes can effectively improve the efficiency of online adaptation, it cannot produce optimal solutions. In contrast, MPRA can produce optimal solutions with efficient online execution.

Several task rate adaptation techniques have been proposed to enforce real-time performance in real-time systems. For example, several feedback control scheduling algorithms [6][4][17][23] were designed to control the performance of a single processor by adjusting task rates, while several other control-theoretic approaches were designed for scheduling in distributed real-time systems [19][26]. All the above solutions assume that task rates can be adjusted in a continuous range. While this assumption holds for certain classes of systems, there are many systems, such as avionics and total-ship computing environments that only support a finite a priori set of discrete task rates. In contrast, our work focuses on distributed real-time systems with discrete task rates. HySUCon [8] is a heuristic algorithm for scheduling real-time systems that support discrete task rates. However, it is only applied to single processor systems and cannot produce optimal solutions. There are several important differences between our work and earlier work on rate adaptation. First, our work deals with distributed real-time systems with discrete task rates, while earlier work (except HySUCon) cannot handle discrete rates in distributed real-time systems. Second, none of the aforementioned projects is designed to maximize system utility in distributed real-time systems. In addition, we assume the CPU utilization changes are known to the system when workload variations occur. For example, the system knows the requested utilization of a new task at its arrival time. As a result, the system does not need feedback control. We note that our approach may be combined with event-driven feedback control to deal with uncertainties in system workload. The extension is part of our future work.

3 Problem Formulation

We now formulate the discrete rate adaptation problem in distributed real-time systems.

3.1 End-to-End Task Model

The system is comprised of \( m \) periodic tasks \( \{ T_i \mid 1 \leq i \leq m \} \) executing on \( n \) processors \( \{ P_j \mid 1 \leq j \leq n \} \). Task \( T_i \) is composed of a graph of subtasks \( \{ T_{ij} \mid 1 \leq j \leq m_i \} \) that may be located on different processors. We denote the set of subtasks of \( T_i \) that are allocated on \( P_j \) as \( S_{ij} \). Due to the dependencies among subtasks each subtask \( T_{ij} \) of a periodic task \( T_i \) is also periodic and shares the same rate as \( T_i \). Each subtask \( T_{ij} \) has an execution time \( c_{ij} \).

We assume each task only supports a set of discrete task rates for online adaptation. A task running at a higher rate contributes a higher utility to the system at the cost of higher utilization. We denote the set of discrete rate choices of task \( T_i \) as \( R_i = \{ r_i^{(0)}, ..., r_i^{(k_i)} \} \) in increasing order. The set of utility options for task \( T_i \) is denoted by \( Q_i = \{ q_i^{(0)}, ..., q_i^{(k_i)} \} \) where \( q_i^{(j)} \) is defined to be the utility value contributed by \( T_i \) when...
it is configured with \( r_i^{(j)} \). We assume each task can be evicted, i.e., \( r_i^{(0)} = 0, 1 \leq i \leq m \). Note that admission control is a special case of discrete rate adaptation, in which each task only have two rate choices: zero when the task is evicted and a fixed non-zero rate when task is admitted.

### 3.2 Discrete Rate Adaptation Problem

Before formulating the discrete rate adaptation problem, we first introduce several notations:

- **R**: \( R = [r_1, \ldots, r_m] \) is the task rate vector where \( r_i \) is the current invocation rate of task \( T_i \). Therefore we have \( r_i \in R_i, 1 \leq i \leq m \).
- **D**: \( D = [d_1, \ldots, d_m] \) is the workload change vector where \( d_i \) is the change to the utilization of the \( i^{th} \) processor caused by workload variations. \( D \) may be caused by a variety of sources such as arrivals and departures of critical tasks that must be executed at fixed rate.
- **U**: \( U = [u_1, \ldots, u_m] \) is the CPU utilization vector where \( u_i \) represents the utilization of the \( i^{th} \) processor in the system. The relationship between \( u_i \) and \( d_i \) is given by \( u_i = d_i + \sum_{1 \leq j \leq m} \sum_{T_j \in S_i} c_{ji} r_j \).
- **B**: \( B = [b_1, \ldots, b_m] \) is the utilization bound vector where \( b_i \) is the utilization bound of the \( i^{th} \) processor specified by user. The utilization bounds are used to enforce the resource constraints in distributed real-time systems via setting \( U \leq B \).
- **Q_i**: \( Q_i \) is the system utility, which is defined to be the sum of the task utilities, i.e., \( Q_i = \sum_{j=1}^{m} q_i \) where \( q_i \) is the current task utility of \( T_i \) and \( q_i \in Q_i \). This can be easily extended to other linear functions.

The discrete rate adaptation problem can be formulated as a constrained optimization problem. The goal is to maximize the system utility via rate adaptation in response to workload changes, i.e.

\[
\max_{R} \sum_{i=1}^{m} q_i \quad (1)
\]

subject to two sets of constraints

\[
U \leq B \quad (2)
\]

The utilization constraint (2) ensures that no processor exceeds its utilization bound. The constraints (3) indicate that each task can only be configured with predefined rates.

The discrete rate adaptation problem can be easily reduced to the 0-1 Knapsack Problem, which is know to be NP-hard. This indicates that the discrete rate adaptation problem is also NP-hard. It is therefore impractical to apply standard optimization approaches to discrete rate adaptation in distributed real-time systems.

### 4 MultiParametric Rate Adaptation (MPRA) Algorithm

In this section, we present the design and analysis of MPRA for discrete rate adaptation in distributed real-time systems. We first give a brief overview of the general theories of multiparametric programming. Next, we transform the discrete rate adaptation problem to a mp-MILP problem, which allows us to design MPRA that instantiates the multiparametric programming approach to efficiently produce optimal rates in response to workload variations in distributed real-time systems. Finally, we present the complexity analysis of our algorithm.

#### 4.1 Overview of Multiparametric Programming

Multiparametric programming is an approach for solving mathematical programming problems with constraints that depend on varying parameters. The multiparametric programming approach includes an offline and an online component. The offline component partitions the space of varying parameters into critical regions. For each critical region, the objective and optimization variables are expressed as linear functions of the parameters. For a given value of the varying parameter, the online component computes the solution by evaluating the explicit function for the critical region which includes the parameter value.

The multiparametric approach has been extended for multiparametric mixed-integer linear programming problems (mp-MILP) [2]. The algorithm presented in [2] uses a Branch and Bound strategy to solve multi-parametric 0-1 mixed-integer linear programming problems of the following form:

\[
\min_{x} z(\theta) = cx \quad (4)
\]

subject to

\[
Ax \leq b + F\theta \quad (5)
\]

\[
G\theta \leq g \quad (6)
\]

\[
\theta \in \mathbb{R}^k \quad (7)
\]
where the elements of the optimization vector $x$ can be either continuous or binary variables, and the vector $\theta$ is a vector of parameters varying in $\Xi = \{\theta \mid g(\theta) \leq y; \theta \in \mathbb{R}^r\}$. The optimal solution to this problem is a piecewise affine (PWA) function with a polyhedral partition of the following form

$$x(\theta) = P_i \theta + q_i,$$

where $\Theta = \{\theta \mid H_i \theta \leq k_i; i = 1, ..., N_r\}$ are a partition of the space of varying parameters. $N_r$ is the number of critical regions generated by the mp-MILP algorithm. For each $\theta$, an unique region $i$ which includes $\theta$ can be located and the optimization vector $x$ can be computed by evaluating $x = P_i \theta + q_i$.

We observe that mp-MILP approaches are suitable for distributed real-time systems that must handle workload changes by switching among discrete task rates. The key advantage of the multiparametric programming is that, while the offline component may have a high time complexity, the online step can generate optimal solutions efficiently. As a result, the optimal solution can be computed quickly in response to workload changes. This characteristic makes it very suitable for the discrete rate adaptation problem.

### 4.2 Problem Transformation

In this subsection, we show how to transform the discrete rate adaptation problem presented in Section 3.2 to an mp-MILP problem. We start with the end-to-end admission control problem, which is a special case of discrete rate adaptation.

#### 4.2.1 End-to-end Admission Control

In this special case, each task $T_i$ only has two rate choices: $r_i^{(0)}$ ($r_i^{(0)} = 0$, i.e., $T_i$ is evicted) and $r_i^{(1)}$ ($r_i^{(1)} > 0$, i.e., $T_i$ is admitted). We introduce an admission vector $X$ with $m$ elements to represent rate choices for all tasks such that

$$x_i = \begin{cases} 1 & \text{if } T_i \text{ is admitted} \\ 0 & \text{if } T_i \text{ is evicted} \end{cases}$$

We introduce an $n \times m$ matrix $F$, where $f_{ij} = \sum_{T_l \in S_j} r_{lj}^{(1)} c_{jl}$, and $f_{ij} = 0$ if no subtask of $T_j$ is allocated on processor $P_i$. The relationship between $U, D$ and $X$ can be described by the following equation:

$$U = D + FX$$

We assume that the task utility contributed by $T_i$ is zero when it is evicted, i.e., $q_i^{(0)} = 0$. So the task utility of $T_i$ can be obtained by $q_i^{(1)} x_i$ where $q_i^{(1)}$ is the task utility contributed by $T_i$ when it is admitted. The system utility will be $Q_s = \sum_{1 \leq i \leq m} q_i^{(1)} x_i$. By denoting $D_N = B - D$ and $G = HW$, we transform this admission control problem to the following mp-MILP problem with $D_N$ as the varying parameter:

$$\min_X \sum_{1 \leq i \leq m} -q_i^{(1)} x_i$$

subject to

$$FX \leq D_N$$

$$x_i \in \{0, 1\}, 1 \leq i \leq m$$

#### 4.2.2 Discrete Rate Adaption

We first introduce a rate adaptation vector $X$ with $\sum_{1 \leq i \leq m} k_i$ elements to represent the rate configuration of the system such that

$$x_i = \begin{cases} 1 & \text{if } T_i \text{ is configured with } r_i^{(j)} \\ 0 & \text{otherwise} \end{cases}$$

where $1 \leq i \leq m$, $1 \leq j \leq k_i$, and $l = \sum_{1 \leq t < i} k_t + j$. The task rate vector $R$ can be obtained by $R = WX$, where $W$ is a $m \times (\sum_{1 \leq t < m} k_t)$ matrix such that

$$w_{il} = \begin{cases} r_i^{(j)} & \text{if } i \leq l \leq \sum_{1 \leq t < l} k_t \\ 0 & \text{otherwise} \end{cases}$$

where $1 \leq i \leq m$, $1 \leq l \leq \sum_{1 \leq t < m} k_t$, and $j = l - \sum_{1 \leq t < l} k_t$.

We then introduce a $n \times m$ matrix $H$, where $h_{ij} = \sum_{T_l \in S_j} c_{jl}$ and $h_{ij} = 0$ if no subtask of $T_j$ is allocated on processor $P_i$. The model that characterizes the relationship between $U$ and $X$ is given by

$$U = D + HWX$$

To describe the relationship between $Q_s$ and $X$, we introduce a vector $\bar{Q}$ such that $\bar{q}_i = q_i^{(1)}$ where $1 \leq i \leq m$, $1 \leq j \leq k_i$, and $l = \sum_{1 \leq t < i} k_t + j$. Thus, the system utility can be computed using the following equation $Q_s = \bar{Q}X$. By denoting $D_N = B - D$ and $G = HW$, we re-formulate the discrete rate adaptation problem as following:

$$\min_X -\bar{Q}X$$

subject to

$$GX \leq D_N$$

$$x_i \in \{0, 1\}, 1 \leq i \leq \sum_{1 \leq j \leq m} k_j$$

$$\sum_{1 \leq i \leq m} k_i \leq \sum_{1 \leq i \leq m} x_i \leq 1, 1 \leq i \leq m$$

Considering $D_N$ as the varying parameter vector and $X$ as the optimization vector, we have transformed the discrete rate adaptation problem to an mp-MILP formulation.
4.3 Design of MPRA

After transforming the discrete rate adaptation problem to an mp-MILP problem, we present the MPRA algorithm to solve it. Based on mp-MILP approaches, our algorithm can produce optimal rate adaptation solutions online in response to workload changes. As shown in Figure 1, MPRA has both offline part and online part. The offline part consists of an mp-MILP Solver and a Search Tree Generator. The online part is composed of a Trigger, a Search Routine, an Evaluator, and multiple Actuators.

The offline part only executes once before the system starts running. It first invokes the mp-MILP Solver to divide the n-dimensional space of $D_N$ into multiple regions and generate the explicit linear function which expresses $X$ as a linear function of $D_N$ for each region. It then calls the Search Tree Generator to build a binary tree for the representation of those regions. This binary tree will be used by the online part of MPRA.

The online part is invoked when workload changes occur at run time. It works as follows: (1) the Trigger sends the current value of $D$ to the Search Routine; (2) the Search Routine goes through the binary tree and finds the region which the current value of $D_N$ belongs to; (3) the Evaluator computes the new value of $X$ and sends it to Actuators; finally, (4) Actuators change task rates according to the new value of $X$.

In the following, we present the functionality of each component in detail.

4.3.1 Offline Components

The offline part of MPRA includes following two components:

- **mp-MILP Solver**: It generates the explicit optimal solution, which is a PWA function with a polyhedral partition of the space of $D_N$, for a given mp-MILP problem. Our implementation of MPRA uses an mp-MILP solver provided by the MultiParametric Toolbox (MPT) [9], which implements the mp-MILP algorithm presented in [2].

- **Search Tree Generator**: It generates a binary tree data structure for the representation of the explicit solution generated by the mp-MILP Solver. Based on the binary tree, the time of the online rate adaptation operation becomes logarithmic in the number of regions. MPRA uses the binary search tree generator provided by the MPT toolbox [9], which implements the algorithm presented in [25].

4.3.2 Online Components

The online part of MPRA comprises the following components:

- **Trigger**: Rate adaptation is only triggered by workload variations, such as new task arrivals and task departures. When workload changes occur, the Trigger starts an adaptation operation and sends the current value of $D$ to the Search Routine. For example, when a critical task arrives at run time, the Trigger passes the CPU utilization of the new task to the Search Routine to start rate adaptation.

- **Search Routine**: After receiving $D$ from the Trigger, the Search Routine traverses the binary tree to locate the region that the current value of $D_N$ belongs to, and then passes the region number to the Evaluator.

- **Evaluator**: The Evaluator computes the new value of $X$ by evaluating the explicit linear function of the region located by the Search Routine. It then sends the new value of $X$ to Actuators.

- **Actuator**: the Actuators change the task rates based on the new value of $X$. If the new task rate of $T_i$ is zero, $T_i$ will be evicted.

4.4 Complexity Analysis

In this section we analyze the complexity of the online computation of MPRA when applied to the
discrete rate adaptation problem. Our analysis focuses on the online search routine and the evaluation of the explicit solution, which dominate the online rate adaptation algorithm.

The complexity of the online search routine depends on $N_r$, the number of critical regions generated by the mp-MILP Solver. We first analyze the mp-MILP algorithm to calculate $N_r$. The mp-MILP Solver implements the Branch and Bound algorithm presented in [2]. It recursively fixes the elements in $X$ and builds an enumeration tree. There will be $2^m-1$ leaf nodes in the tree, where $\bar{m} = \sum_{1 \leq i \leq m} k_i$. Let $k = \max\{k_1, ..., k_m\}$. Then $\bar{m} \leq km$. For each leaf node, $\bar{m} - 1$ elements in $X$ have been fixed and the problem is relaxed to a multiparametric linear programming problem (mpLP) by considering the $\bar{m}^{th}$ element as a continuous variable in [0,1]. Based on the results in [3], the upper bound to the number of critical regions for one leaf node can be obtained by $n_r \leq n + 1$, where $n$ is the number of processors.

The solution of the mpLP problem for each leaf node is feasible but it may not be optimal to the original problem, because the critical regions for different leaf nodes can be overlapping with each other. The optimal solution of the original problem can be obtained by removing the overlap among these regions. One such region can be divided into at most $2^m$ non-overlapping regions because it can be associated with at most $2^m$ solutions. After eliminating the intersection among different regions, we will get $N_r$ non-overlapping regions. $N_r$ is bounded by

$$N_r \leq 2^{m-1} \times 2^m \times n_r = (n + 1)2^{m-1}$$

All $N_r$ non-overlapping regions together represent a partition of the entire space of $D_N$. The explicit solution of each non-overlapping region is optimal to the original problem. Then we can obtain a PWA function with this partition, which represents the optimal solution for the original problem.

The binary tree generated by the Search Tree Generator is helpful for reducing the complexity of online region search. The Generator constructs a tree such that for a given $D_N$ we only evaluate one linear inequality at each level. For one linear inequality evaluation we do $n$ multiplications, $n$ additions and 1 comparison. Traversing the tree from the root to the bottom, we will end up with a leaf node that gives us the optimal solution. Then we need $2\bar{m}n$ arithmetic operations for the explicit solution evaluation. According to the result in [25], the depth of the binary tree, $d$, is given by

$$d = \frac{\ln N_r}{\ln 1/\alpha} \leq \left\lfloor \frac{(2\bar{m} - 1) \ln 2 + \ln (n + 1)}{\ln 1/\alpha} \right\rfloor$$

where $0.5 \leq \alpha < 1$. The constant $\alpha$ is related to how imbalance the binary tree is. A conservative estimate of $\alpha$ is $2/3$ based on the result in [25]. So the worst-case number of arithmetic operations required for online search and evaluation is $(2n + 1)d + 2\bar{m}n$, i.e., MPRA has time complexity $O(mn)$.

Therefore the online complexity of MPRA is polynomial in the number of tasks and the number of processors for the discrete rate adaptation problem.

5 Evaluation

In this section, we present simulation results for both end-to-end admission control and discrete rate adaptation. Our simulation environment is composed of an event-driven simulator implemented in C++ and the online part of MPRA. The offline preprocessing of MPRA is done in MATLAB.

In our simulation, the subtasks on each processor are scheduled by the Rate Monotonic scheduling (RMS) algorithm [16]. We assume that each task's end-to-end deadline $d_i = m_i/r_i(k)$, where $m_i$ is the number of subtasks of task $T_i$. We then evenly divide the deadline into subdeadlines for its subtasks. The resultant subdeadline of each subtask $T_{ij}$ equals to its period, $1/r_i(k)$. Hence we choose the schedulable utilization bound of RMS [16] as the utilization bound on each processor: $b_i = n_i(2^{1/m_i} - 1), 1 \leq i \leq n$, where $n_i$ is the number of subtasks on $P_i$. In our experiments, online adaptation operations are triggered by new task arrivals.

5.1 Baselines

In order to evaluate the optimality and efficiency of MPRA, we compare it with two existing algorithms: bintprog and amrmdl1. bintprog is a binary integer linear programming solver provided by the commercial Optimization Toolbox from MATLAB 7. bintprog is a representative optimization solver that can produce optimal solutions, which is used to verify the optimality of MPRA. On the other hand, amrmdl1, which stands for Approximate Multi-Resource Multi-Dimensional Algorithm, is a representative efficient heuristic algorithm that can only produce sub-optimal solutions [11]. These two algorithms can be easily applied for discrete rate adaptation in distributed real-time systems.

5.2 End-to-end Admission Control

We use a workload that comprises 8 end-to-end tasks (with a total of 21 subtasks) executing on 4 processors. In the following, we present three sets of simulations to evaluate the performance of the three algorithms in the presence of new task arrivals. Such new tasks are viewed as mission critical tasks that must be executed at the cost of other tasks. We emulate them using a highest-priority periodic task to compete with the tasks in our workload for CPU resource on each processor. In experiment I, four new tasks arrive simultaneously. In experiment II, four
new tasks are activated sequentially. In experiment III, we compare the three algorithms under different sizes of new tasks.

**Experiment I: Simultaneous Task Arrivals**

We now evaluate the three approaches in response to simultaneous task arrivals. In this experiment, each new arrival task invokes a function with an execution time of 60 time units, every 200 time units. Four new tasks are activated after 250000 time units on four processors simultaneously. Consequently, online admission control is triggered to guarantee the execution of new tasks while maintaining resource constraints and maximizing system utility. Figure 2 shows that all three approaches respond to this event by evicting tasks. With the help of online admission control, all CPU utilizations remain less than their utilization bounds in face of new task arrivals. We note that MPRA and `bintprog` produce the same optimal solutions and hence achieve the same system utility in all the experiments presented in this paper. This confirms that the solutions generated by MPRA are optimal. Thus, we always show the performance results of these two approaches together. Another important observation is that MPRA achieves 15% improvement in system utility when compared to `amrmd1` after admission control as shown in Figure 2(c).

**Experiment II: Separated Task Arrivals**

In this experiment, four new tasks are activated sequentially on four processors after 250000, 500000, 750000, and 1000000 time units, which sequentially trigger the online admission control four times. Figure 3 shows that all three approaches handle these four task arrivals immediately. After four new tasks arrive, the system utilities achieved by MPRA and `amrmd1` are 1.53 and 1.34, respectively, which shows MPRA achieves higher system utility than `amrmd1` does.

**Experiment III: Varying Utilization of New Arrival Tasks**

To further compare the performance of the three algorithms, we run a set of experiments by varying the CPU utilization of the new arrival task from 0.2 to 0.45. We plot the system
utilities achieved by MPRA and amrmd1 against different utilizations of new tasks in Figure 4. Every data point is based on the system utility achieved after the online admission control operations. MPRA consistently achieves higher system utility than amrmd1 does under different degrees of utilizations of new tasks.

5.3 Discrete Rate Adaptation

We use a workload that includes 6 end-to-end tasks (with a total of 17 subtasks) executing on 4 processors. All tasks can be dynamically evicted. Each task has two non-zero rate options. We use the same sets of experiments presented in the previous section to investigate the performance of the three algorithms when applied to the discrete rate adaptation problem.

Experiment I: Simultaneous Task Arrivals In this experiment, we use a new arrival task on each processor that invokes a function with a fixed execution time of 45 time units, every 100 time units. Four identical new tasks arrive after 250000 time units simultaneously. When new tasks arrive, rate adaptation is triggered to maintain the required real-time performance and maximize system utility. The results in Figure 5 demonstrate that MPRA and bintprog perform 25% better than amrmd1 does with respect to system utility after rate adaptation.

Experiment II: Separated Task Arrivals In this experiment, four new tasks arrive sequentially on four processors after 250000, 500000, 750000, and 1000000 time units. The CPU utilization of each new task is 0.3. As shown in Figure 6, while all algorithms maintain acceptable utilizations on all processors in face of new task arrivals at run time, MPRA generates optimal solutions and produces higher system utilities in response to each new task arrival than amrmd1 does.

Experiment III: Varying Utilization of New Arrival Tasks Figure 4 plots the system utilities achieved by MPRA and amrmd1 against the CPU utilization of the new task, which varies from 0.2 to 0.45. While amrmd1 achieves the same utility as MPRA when the utilization of the new task is 0.4, MPRA performs better than amrmd1 with respect to system utility in all the other cases.

5.4 Run-Time Overhead

In this section we show the online execution times of the three solutions to compare their run-time efficiency. We used a 2.52GHz Pentium 4 PC with 1 GB RAM for performance evaluation. To achieve fine grained measurements, we adopt a nanosecond scale time measuring function called gethrtime provided by the ACE environment [5]. This function uses an OS-specific high-resolution timer that returns the number of clock cycles since the CPU was powered up or reset. The gethrtime function has a low overhead and is based on a 64 bit clock cycle counter on Pentium.
<table>
<thead>
<tr>
<th>Experiment</th>
<th>MPRA (ms)</th>
<th>bintprog(ms)</th>
<th>amrmd1(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admission Control I</td>
<td>0.41</td>
<td>148.98</td>
<td>0.041</td>
</tr>
<tr>
<td>Admission Control II</td>
<td>0.13</td>
<td>73.90</td>
<td>0.041</td>
</tr>
<tr>
<td>Rate Adaptation I</td>
<td>1.13</td>
<td>183.83</td>
<td>0.055</td>
</tr>
<tr>
<td>Rate Adaptation II</td>
<td>0.69</td>
<td>149.07</td>
<td>0.056</td>
</tr>
</tbody>
</table>

Table 1. Overhead

![CPU Utilization](a) CPU Utilization(MPRA and bintprog)

![CPU Utilization](b) CPU Utilization(amrmd1)

![Utility](c) Utility

Figure 6. Rate adaptation: system performance under separate task arrivals

6 Conclusions

We have developed the MPRA algorithm for optimal and efficient discrete rate adaptation in distributed real-time systems. In this paper, we first formulate the discrete rate adaptation problem as an mp-MILP problem. We then present the design and complexity analysis of MPRA which proves that MPRA can reduce its online complexity to polynomial time through offline preprocessing. Simulation results demonstrate that MPRA maximizes the system utility in face of workload variations, with online execution times more than two orders of magnitude lower than a standard optimization solver. MPRA also achieves up to 25% improvement in system utility when compared to the amrmd1 algorithm with acceptable online overhead. Although we focus on the discrete rate adaptation problem in this paper, our methodology may be extended to other online reconfiguration problems with discrete options.
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