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The research described in this dissertation is motivated by the desire to effectively utilize magnetic tunnel junctions (MTJs) in digital systems. We explore two aspects of this: (1) a read circuit useful for global clocking and magnetologic, and (2) hardware virtualization that utilizes the deeply-pipelined nature of magnetologic.

In the first aspect, a read circuit is used to sense the state of an MTJ (low or high resistance) and produce a logic output that represents this state. With global clocking, an external magnetic field combined with on-chip MTJs is used as an alternative mechanism for distributing the clock signal across the chip. With magnetologic, logic is evaluated with MTJs that must be sensed by a read circuit and used to drive downstream logic. For these two uses, we develop a resistance-to-voltage (R2V) read circuit to sense MTJ resistance and produce a logic voltage output. We design and fabricate a prototype test chip in the 3 metal 2 poly 0.5 µm process for testing the R2V read circuit and experimentally validating its correctness. Using a clocked low/high resistor pair, we show that the read circuit can correctly detect the input resistance and produce the desired square wave output. The read circuit speed is measured to operate correctly up to 48 MHz. The input node is relatively insensitive to node capacitance and can handle up to 10s of pF of capacitance without changing the bandwidth of the circuit.
In the second aspect, hardware virtualization is a technique by which deeply-pipelined circuits that have feedback can be utilized. MTJs have the potential to act as state in a magnetologic circuit which may result in a deep pipeline. Streams of computation are then context switched into the hardware logic, allowing them to share hardware resources and more fully utilize the pipeline stages of the logic. While applicable to magnetologic using MTJs, virtualization is also applicable to traditional logic technologies like CMOS. Our investigation targets MTJs, FPGAs, and ASICs. We develop M/D/1 and M/G/1 queueing models of the performance of virtualized hardware with secondary memory using a fixed, hierarchical, round-robin schedule that predict average throughput, latency, and queue occupancy in the system. We develop three C-slow applications and calibrate them to a clock and resource model for FPGA and ASIC technologies. Last, using the M/G/1 model, we predict throughput, latency, and resource usage for MTJ, FPGA, and ASIC technologies. We show three design scenarios illustrating ways in which to use the model.
Thin-film magnetic devices based on the magnetic tunnel junction (MTJ) are actively being researched for applications in memory [1], field-programmable gate arrays (FPGAs) [2], and logic computation [3], and have been developed as early as the 1980s [4]. These devices can store information non-volatilely in a magnetic field that retains its value across power cycles. Fabrication of these devices is compatible with the complementary metal-oxide semiconductor (CMOS) process allowing them to be integrated on a CMOS chip. Integration improves area efficiency, lowers wire resistance and capacitance, and reduces power. Further, these devices can scale down with the CMOS process and have been shown to be fabricated in a 45 nm process node with a size of 40 nm along the short axis and an aspect ratio, long vs. short, of \( \sim 2.5 \) to 3 [5]. The write endurance, or the number of times a stored value can change without failure in the device, is practically infinite. They also have potentially short read and write times, allowing stored data to be accessed quickly [6].

A basic illustration of the MTJ device is shown in Figure 1.1 with a write-strap that programs the MTJ using an induced magnetic field. The MTJ device is constructed using two ferromagnetic layers separated by a thin insulator such as MgO that is the tunnel barrier. The top ferromagnetic layer, called the free layer, can have a magnetic orientation in one of
Figure 1.1: A magnetic tunnel junction (MTJ) device that encodes state information in the magnetic orientation of the free layer. The state is programmed with a current (+I) and accessed as a resistance ($R_{mtj}$) between the two electrodes.

two directions as indicated in the figure. The bottom ferromagnetic layer, called the fixed layer, has its magnetic orientation in one direction that is pinned during the manufacturing process. The resistance, $R_{mtj}$, as seen across the electrodes of the device, is dependent on the magnetic orientation of the free layer relative to the fixed layer. When the orientations of both layers are parallel (in the same direction), the resistance seen through the MTJ is low ($R_L$). In contrast, when the orientations of both layers are anti-parallel (in opposite directions), the resistance seen through the MTJ is high ($R_H$). Thus, the state is accessed as a resistance. The orientation of the free layer can be set by applying a magnetic field of sufficient strength through the free layer. The magnetic field can be generated externally or induced by sourcing a current through the write-strap [4].
1.1 Uses of MTJs

The first use of MTJs is memory. Memory technology has developed rapidly to serve different needs: static random-access memory (SRAM) for high-speed data storage, dynamic random-access memory (DRAM) for low-cost data storage, and Flash memory for high-density, non-volatile data storage. All three technologies have their advantages and disadvantages. Researchers are working to develop a universal memory technology that combines the best aspects of all three. That is, a memory that is non-volatile, has a high-write endurance, low read/write energy, and high read/write speed [7]. Magnetoresistive random-access memory (MRAM) using MTJs is one such promising universal memory technology [8, 9, 10]. MRAM is actively being researched and improved; Everspin Technologies, a spin-off company from Freescale Semiconductor formed in 2008, is actively commercializing MRAM memory and is today selling 64 Mb MRAM chips [11]. MRAM circuits typically use current conveyors for readout of the MRAM cells. While there is still research to be accomplished in the area of MRAM memory design, that is not the focus of this dissertation.

The second use of MTJs is configuration memory in FPGAs. FPGAs currently use SRAM cells to store the programmed configuration data used to configure the lookup tables in the reconfigurable logic. However, these memory cells are volatile and lose their data values across power cycles, requiring them be reprogrammed at power-up. If they are replaced with MRAM cells, then the configuration memory will be able to retain its data values across power cycles due to the non-volatile nature of MRAM. This consequently means that the configuration memory will only need to be programmed once [2]. The MRAM cells are based on the same structure as the SRAM cells. They use an SRAM-based sense amplifier, which is an unbalanced magnetic flip-flop in voltage-mode, to sense a stored data value from a
A global external magnetic field combined with on-chip MTJs is an alternative mechanism for distributing the clock across a chip as illustrated in Figure 1.2. We proposed this in [14]. This is similar to optical clock distribution in free-space as proposed in the literature [15]. A resistance-to-voltage read circuit is necessary for sensing MTJ resistance state. The MTJs, when distributed across the chip, sense a global magnetic field, and, using a read circuit, produce local clock signals that drive nearby synchronous logic circuits. In this way, a global clock distribution tree is not needed, however, local clock distribution is still necessary. This should result in reduced on-chip power dissipation and area. If the global clock is relatively insensitive to process variations in the MTJ devices and corresponding read circuits such that the jitter between local clocks is small, then clock skew will decrease, resulting in increased circuit speed. The external magnetic field generated off-chip, however, will consume power. It is an open question as to whether or not there is a net power benefit in the system. This
Figure 1.2: Magnetic clocking across a chip using an external magnetic field. A chip is partitioned into regions that contain a Magnetic Clock Generator (MG) and a Digital Logic (DL) region. The MG contains an MTJ and a read circuit that senses the external field and generates a local clock. The local clock drives nearby digital logic. Because the local clocks are synchronous, interconnections can be made from any DL region to any other DL region (only regular connections are illustrated).

The dissertation will investigate the design of the resistance-to-voltage read circuit and present experimental results from a prototype test chip. The read circuit can be used to produce local clock signals generated from an external oscillating magnetic field. This dissertation will also describe the design of the prototype chip to be used for testing global clocking. However, due to the inaccessibility of obtaining MTJs, this dissertation will not present experimental results demonstrating a functional globally clocked chip.

The fourth use of MTJs is logic. Logic circuits designed using MTJs depend on the type of MTJ device used. These types include field-induced, toggle, thermally-assisted, and spin-torque transfer [4]. Several approaches have been proposed in the literature for constructing fundamental magnetologic circuits (e.g. gates) including device threshold logic [16], serially-connected devices for complex logic [3, 12, 17, 18], cascading device logic [19], and resistive-based lookup tables with MTJ storage elements [20]. This dissertation will not investigate how to build fundamental magnetologic circuits.
Figure 1.3: Pipelined magnetologic circuit with feedback. Four MTJ logic gates are shown, each acting as a pipeline stage with state. It takes 4 clock cycles to compute a single result with the feedback path.

There are commonalities in the way fundamental magnetologic circuits are built. First, each MTJ device acts as a latch to whatever data is written to it. This gives it the potential to act as state in the pipeline stage of a logic circuit as shown in Figure 1.3. We want to exploit the latching property of fundamental magnetologic circuits for constructing deeply-pipelined logic. Second, data is accessed as a resistance between the terminals of the MTJs. A read circuit, therefore, is commonly needed to sense this resistance.

To exploit the deeply-pipelined nature of magnetologic circuits when feedback is present, context switching can be used to fully utilize the pipeline stages of the deeply-pipelined logic, allowing them to compute multiple data streams. This allows the hardware (a.k.a. the logic) to be virtualized, meaning that each data stream shares the hardware resource. The circuits are sequential logic circuits with pipelined combinational logic. The pipelined combinational logic adds latency and decreases single stream throughput since it takes multiple clock cycles (corresponding to the number of pipeline stages) to compute a single result and feed it back to the input. If the number of pipeline stages is $C$, then this circuit is said to be $C$-slowed [21] since a single computation runs $C$ times slower. $C$-slow is a technique described by Leiserson by which every register is replaced by $C$ registers and then retimed to balance the registers throughout the combinational logic. Application of the $C$-slow technique is shown in Figure 1.4. Exploiting this characteristic allows processing multiple different contexts or data streams in a fine-grain way using the same hardware logic. The number of fine-grain
Virtualization of the hardware is akin to simultaneous multithreading (SMT) in a processor where fast context switches allow executing multiple threads simultaneously on the hardware, also sharing the hardware resource [22]. Graphics processing units (GPUs) regularly use this technique, frequently supporting large numbers of threads per core. Asymptotic models that employ this technique have been introduced by Ma et al. [23, 24]. This dissertation will investigate hardware virtualization using context switching as a way to exploit the deeply-pipelined nature of magnetologic circuits.

1.2 Virtualized hardware

Virtualized hardware using context switching is more widely applicable than its use in magnetologic. It can also be used in existing FPGA and ASIC technologies. Context switching is a technique by which hardware resources are reused to support processing multiple computations. It can be fine- or coarse-grain. Context switching using deeply-pipelined or C-slowed
logic circuits is fine-grain. Context switching using a secondary memory and explicitly swapping contexts in and out at an infrequent rate is coarse-grain.

There are three main benefits of context switching hardware: (1) the ability to reuse hardware resources for doing computation on multiple data streams, (2) an increase in the clock frequency when the combinational logic is evenly pipelined, and (3) an increase in the total throughput of all computations when total hardware resources are limited. For the first benefit, reusing hardware for computation is beneficial when available resources for a design are limited such as on an FPGA or when the cost to build hardware is high such as on an ASIC. For the second benefit, the clock frequency increases because the combinational logic is broken up more finely, allowing signals to propagate faster between pipeline stages. For the third benefit, total throughput increases because more computation can be done on a fixed amount of resources than could otherwise be done and as the clock frequency increases the throughput also increases.

This dissertation will investigate the design of virtualized hardware, model its performance, and optimize a schedule for context switching. The model will predict circuit performance and resource usage, and provide guidance in selecting design parameters.

### 1.3 List of contributions

In this dissertation, the following contributions are made:

- Noise analysis of a basic current-mode read circuit [25] and design guidance of performance tradeoffs
- Transistor sizing equations of several different current conveyor structures
• Design, layout, and simulation of a resistance-to-voltage (R2V) read circuit [26]

• Design, layout, and fabrication of a prototype test chip for testing the R2V read circuit and aspects of global clocking

• Design, layout, and fabrication of a printed circuit board (PCB) for testing the prototype chip

• Construction of the PCB and test setup for testing the prototype chip

• Experimental results and characterizations of the R2V read circuit in the prototype chip

• Automated tool scripts and infrastructure for synthesizing virtualized hardware logic circuits and exploring the design space

• Development of a clock period model based on a randomized model of logic delay

• Development of M/D/1 [27, 28] and M/G/1 queueing models for predicting performance in virtualized hardware logic circuits

• Design of 3 C-slow applications for virtualization
  
  – Synthetic cosine application implemented via a Taylor series expansion with added feedback
  
  – Advanced Encryption Standard (AES) cipher in cipher-block chaining (CBC) mode for encryption [27]
  
  – Secure Hash Algorithm (SHA-2) with 256 and 512 bit digests (SHA-256 and SHA-512)

• Calibration of the 3 C-slow applications to the clock period model and a resource model
• Demonstration of ways to use the performance model (queueing model + clock period model + resource model) to predict performance in virtualized hardware logic circuits [27]

1.4 Outline of the dissertation

The outline of the dissertation is as follows. Chapter 2 provides relevant background information about MTJ devices, MTJ read circuits, current conveyor operation, magnetologic circuits, C-slow transformation, hardware virtualization, queueing notation, and vacation models. Chapter 3 describes MTJ read circuit theory including a noise analysis of a current-mode read circuit, transistor sizing equations for several different current conveyor structures, and the design and simulation of a resistance-to-voltage (R2V) read circuit. Chapter 4 describes MTJ read circuit experimentation including the design of a prototype system and experimental results of the R2V read circuit in the prototype system. Chapter 5 investigates hardware virtualization which includes the design, modeling, and optimization of virtualized hardware logic circuits, and presents results with three example applications. Last, Chapter 6 presents conclusions and future work.
Chapter 2

Background and Related Work

2.1 MTJ devices

The magnetic tunnel junction (MTJ) device, illustrated in Figure 2.1, is a small thin-film magnetic device that is constructed using two ferromagnetic layers such as CoFeB (top layer) and CoFe (bottom layer) separated by a thin insulator such as MgO that is the tunnel barrier [4]. The figure is similar to the one illustrated in Figure 1.1, but without the write strap. The ferromagnetic layers can take on one of two magnetic orientations. Usually one of the layers is pinned during fabrication so that its magnetic orientation is fixed while the other layer is free to rotate. These layers are called the fixed layer and free layer, respectively. Pinning is done by placing an antiferromagnetic layer below the fixed layer (not shown) constructed using a material such as IrMn that prevents the fixed layer from switching at ambient temperature [4]. The free layer effectively stores one bit of state information determined by its magnetic orientation. Since it requires no power to sustain a particular magnetic orientation, the state information is non-volatile.

Reading the MTJ device state can be accomplished by sensing a resistance output. The output is sensed via the two electrodes of the device whose resistance is determined by the
Figure 2.1: Magnetic tunnel junction (MTJ) device. Basic construction consists of two ferromagnetic layers (free and fixed layer) and an insulator. The fixed layer magnetic orientation is pinned whereas the free layer magnetic orientation is free to switch. For field-induced magnetic switching (FIMS), an additional write strap may be added above or below the MTJ. Current passing through the write strap induces a magnetic field to switch the free layer. For current-induced magnetic switching (CIMS), current instead passes through the MTJ device itself to switch the free layer. The state of the device is accessed as a resistance seen looking between the two electrodes.

relative magnetic orientations of the free and fixed layers. A device is characterized by its resistance-area (RA) product, which can range from $10 \, \Omega \cdot \mu m^2$ [29] to $7.6 \, k\Omega \cdot \mu m^2$ [1]. When the magnetic orientations are parallel, that is, oriented in the same direction, the resistance is low ($R_L$). Likewise, when they are anti-parallel, that is, oriented in opposite directions, the resistance is high ($R_H$). Sensing this low/high resistance provides a means for reading the device state. A tunneling magnetoresistance ratio (TMR) is defined as $TMR = \frac{R_H - R_L}{R_L}$ that characterizes the separation between resistance states. The TMR is dependent on the bias voltage, $V_{bias}$, across the electrodes of the device. Large bias voltages result in small TMR and a high rate of device failure [4].

Writing to the MTJ device can be done via one of two basic write mechanisms: field-induced magnetic switching (FIMS), and current-induced magnetic switching (CIMS). With FIMS, a write strap is added over the MTJ device and bidirectional current is applied through the write strap. This induces a magnetic field that permeates through the free layer and sets its magnetic orientation. The fixed layer, however, does not switch because the pinning layer below it prevents it from doing so. The applied current has to exceed the switching threshold of the free layer. Alternatively, this field might be induced by an externally generated global...
field. With CIMS, a bidirectional current is applied directly through the electrodes of the MTJ device which becomes spin-polarized and sets the magnetic orientation of the free layer. A critical current has to be exceeded for switching to occur [4]. The field strength needed to switch an MTJ is at least 4 times the Earth’s geomagnetic field [14].

**Field-induced magnetic switching (FIMS) devices:** There are three different types of MTJ devices that use the FIMS write mechanism: conventional, toggle, and thermally-assisted [4]. Conventional devices frequently have two write straps (easy and hard axis) that cross each other at a 90° angle. The hard axis lowers the threshold for magnetic switching, and the easy axis magnetically switches the free layer. Toggle devices are similar to conventional devices, but are constructed to prevent a device from being only half-selected (where a field is applied along one axis but not the other). This is done by performing a 4-phase rotation to toggle the device. Thermally-assisted devices, on the other hand, are constructed to lower the write energy required by preheating the device with a heat current prior to inducing a field to switch the free layer.

**Current-induced magnetic switching (CIMS) devices:** Spin-torque transfer (STT) devices utilize the CIMS write mechanism [4, 10]. They have a few benefits that do not exist in FIMS devices. One, STT devices do not suffer from cross-talk between fields, and therefore, they can be placed closer together for greater density. Two, STT devices scale well with power. As the process dimensions decrease, the power required to write to the device decreases as well. Many STT devices have two terminals which are used for both reading and writing. For reading, a large MTJ resistance is desirable for determining its state. For writing, a small MTJ resistance is desirable so that the voltage drop across the device due to the write current is small. A three-terminal STT device was constructed by Braganca et al. [30] that achieves this by providing a low-resistance write terminal and a
Figure 2.2: Read circuit block diagram for an MTJ. The read circuit senses an MTJ resistance and compares this to a reference to produce an output.

2.2 MTJ read circuits

An MTJ device is accessed as a resistance as seen through its tunnel junction. This resistance represents the logic state of the device, whether low or high. In order to read the state, a read circuit is necessary to convert the resistance into a corresponding logic voltage output. A read circuit can be designed in many ways. It can be voltage- or current-clamped, use a voltage- or current-mode comparator, use a single MTJ with a reference or a pair of differential MTJs, and be sampled or continuous in time. Several read circuits have been designed in the literature to accomplish this task. We describe several below. A block diagram for a basic read circuit is shown in Figure 2.2.

Current conveyor with voltage comparator [31]: This read circuit uses a differential current conveyor with a voltage comparator for sensing data in an MRAM cell. There are two inputs to the differential current conveyor: an MTJ device with a low/high resistance, and a reference with a midpoint resistance. The current conveyor clamps both inputs to a
fixed voltage and produces currents according to Ohm’s law \((I = \frac{V}{R})\). These currents are then converted to voltages and compared by a voltage comparator.

**Current conveyor with current comparator [32]:** This read circuit is similar to the one in [31]. It uses a differential current conveyor with a current comparator for sensing data in an MRAM cell and is designed to be low power. There are two inputs to the differential current conveyor: an MTJ device with a low/high resistance and a reference with a midpoint resistance. The current conveyor clamps both inputs to a fixed voltage and produces currents according to Ohm’s law. These currents are then compared by a current comparator to produce the final voltage output. This is the type of MTJ read circuit that is investigated in this dissertation.

**Voltage-mode sense amplifier [12]:** This read circuit is used to compare networks of MTJ devices in a structure called the basic field-programmable logic device (FPLD). It works by first applying a constant sense current, \(I_{sens}\), to both the positive and negative terminals of the sense amplifier in the FPLD. This then produces corresponding terminal voltages across the MTJ networks according to Ohm’s law. Comparing these terminal voltages, the sense amplifier then produces a final voltage output. The FPLD structure is used to construct complex Boolean logic expressions.

**Differential unbalanced flip-flop circuit [12]:** This read circuit is a reconfigurable static latch cell that consists of a differential pair of inverters connected with feedback to form a flip-flop. This is based on the static random-access memory (SRAM) cell circuit [33]. A complementary pair of MTJs are connected in series with the inverters to ground. This causes the flip-flop to be unbalanced due to the difference in MTJ resistance of the
complementary pair. A sense transistor, connected between the inverter outputs, shorts them together when closed and senses the MTJs when opened. When the sense transistor is opened, the inverters swing low and high based on the relative MTJ resistances. This samples the MTJ state discretely in time.

2.3 Current conveyor operation

The current conveyor, shown in a black box representation in Figure 2.3a, is a 3-terminal circuit introduced by Smith and Sedra [34] that provides current amplification with unity gain. A voltage $V$ applied at $Y$ appears at $X$, causing current $I$ to flow out at $X$. In a dual manner, the same current $I$ also flows out at $Y$. The current at $X$ is also conveyed out at $Z$ with high impedance. This circuit thus allows current to be conveyed from one source ($X$) to another ($Z$) while holding the voltage potential constant (at $X$).

An implementation of the basic current conveyor circuit using complementary metal-oxide semiconductor (CMOS) transistors [35, 36] is shown in Figure 2.3b which is used in our design of the MTJ read circuit for sensing MTJ resistance and producing an output current. The current conveyor is a feedback circuit consisting of two current mirror circuits between the left and middle branches connected together in a feedback loop and a high impedance output current out from the right branch. Transistors $M_{1,3,5}$ form the PMOS current mirror circuits and transistors $M_{2,4}$ form the NMOS current mirror circuit. The supplied $V_{ref}$ voltage then clamps the $V_{in}$ voltage to $V_{ref}$ potential over the input resistance $R_{in}$. This in turn produces a current $I_{in}$ through the left branch according to Ohm’s Law that is inversely-proportional to the input resistance by the equation $I_{in} = V_{ref}/R_{in}$. The currents are mirrored between each branch (left, middle, and right) with a 1:1 gain which is achieved by matching the width
and length of the transistors in the current mirrors [37], thus making \( \frac{W}{L}_1 = \frac{W}{L}_3 = \frac{W}{L}_5 \), \( \frac{W}{L}_2 = \frac{W}{L}_4 \), and \( I_{\text{in}} = I_{sd,1} = I_{sd,3} = I_{sd,5} = I_{ds,2} = I_{ds,4} \).

### 2.4 Magnetologic circuits

There are several different ways to construct fundamental magnetologic circuits (e.g. basic gates), some of which may require CMOS support circuitry. These include device threshold logic, serially-connected devices for complex logic, cascading device logic, and lookup tables. Each approach is discussed separately; however, they are not all mutually exclusive. Some can be combined and used together.

**Device threshold logic [12, 16]:** This is a way to build simple magnetologic gates using threshold logic. Inputs combine as either currents or fields to switch the free layer of the device when the device threshold is exceeded. Since the free layer is only conditionally switched, threshold logic is implemented using a preset and evaluate phase. In the preset
phase, the MTJ device is preset to a value that selects the logic function to be evaluated (such as AND or OR). Then, in the evaluate phase, the logic is evaluated using threshold logic. The state of the free layer then represents the logic output which is accessed as a resistance. Device threshold logic needs read/write circuits to connect between gates.

**Serially-connected devices for complex logic [12, 18, 38]:** This is a way to build complex magnetologic gates using CMOS support circuitry. It is constructed using two strings of MTJ devices whose output resistances are serially connected to the V+ and V- nodes of a voltage sense amplifier. Logic inputs to this complex gate drive the MTJ devices’ write lines to set their state. Based on their state, logic is evaluated when the strings of devices are sensed. A Boolean expression representing the logic function can be derived from the equation of the voltage sense amplifier. Simple logic functions can be implemented in multiple ways from this complex Boolean expression. Further, serially-connected devices can be combined with device threshold logic to construct even more complex logic gates [18].

**Cascaded device logic [19]:** This is a way to build simple magnetologic gates without CMOS support circuitry. It relies on device threshold logic with 3-terminal spin-torque transfer (STT) devices. With cascaded device logic, the read current of one device acts as the write current to the next device. Since device threshold logic conditionally switches the free-layer, cascaded device logic requires preset and evaluate phases to operate. Simple logic gates such as AND, OR, NAND, and NOR can be implemented.

**Lookup tables [20]:** This is a way to build reconfigurable magnetologic gates using CMOS support circuitry to implement arbitrary logic functions from a truth table. The truth table is specified by the values stored in MTJ devices and looked up via a multiplexor tree. The
multiplexer tree selects one of the devices based on a given input and accesses the device’s resistance which is then sensed by a sense amplifier. The sense amplifier then produces the final output value. These lookup tables can be used in reconfigurable logic arrays such as field-programmable gate arrays (FPGAs) and in resistive computing [39].

2.5 $C$-slow transformation

$C$-slow is a transformation described by Leiserson [21] whereby every register in a digital logic circuit is replaced by $C$ registers as illustrated in Figure 1.4. This allows sequential logic circuits, which have feedback paths, to be pipelined and retimed. Retiming is a technique for improving the clock frequency of a circuit by moving pipeline registers forward and backwards through the combinational logic to shorten the critical path of the circuit. Retiming a $C$-slowed circuit can theoretically give up to $C$ times improvement in the clock frequency.

$C$-slow circuits, by their very nature, are multi-processing. They have $C$ pipeline registers in the feedback path allowing them to process multiple data streams interleaved into a single stream. It takes $C$ clock cycles to compute an output for a single data stream and to feed it back to the input to be processed with the next data value. Multiple data streams can be processed at different stages in the pipeline, allowing the pipeline to be more fully utilized. For a single stream, the throughput, measured as data values per clock cycle, will be $C$ times slower (in terms of clock cycles) than before the $C$-slow transformation. For all streams combined, the total throughput will be the same.

The design of $C$-slow circuits has several constraints relative to traditional synchronous circuit designs [40]. They cannot use asynchronous sets or resets. They cannot use a global synchronous reset as it creates too many constraints in the retiming process. And, they
cannot use the enable input of a flip-flop. Rather, reset and enable can be expressed as logic, allowing contexts to still be reset and enabled.

Several applications have been implemented using the C-slow technique. In 2003, Weaver et al. applied C-slow to three applications: AES encryption, Smith/Waterman sequence matching, and LEON 1 synthesized microprocessor core [40]. They designed an automatic C-slow retiming tool that would replace every register in a synthesized design with C registers and retime the circuit. AES encryption achieved a speedup of 2.4 for a 5-slow by hand implementation. Smith/Waterman achieved a speedup of 2.2 for a 4-slow by hand implementation. And, the LEON 1 SPARC microprocessor core achieved a speedup of 2.0 for a 2-slow automatically C-slowed design implementation. In 2007, Su et al. applied C-slow to an LDPC decoder for a throughput-area efficient design [41]. In 2012, Akram et al. applied C-slow to a processor to execute multiple threads in parallel using a single datapath of an instruction set processing element. For a 3-slow microprogrammed finite-state machine, a speedup of 2.59 times in clock frequency was achieved [42].

2.6 Hardware virtualization

Plessl and Platzner in 2004 [43] wrote a survey paper on hardware virtualization on FPGAs where they described three different approaches: temporal partitioning, virtualized execution, and virtual machine. Chuang in 2008 [44] described another type of temporal partitioning whereby hardware logic can be reused by temporally shared state. A diagram illustrating the hardware virtualization approaches is shown in Figure 2.4.
Temporal partitioning of net lists [43]: This is described by Plessl and Platzner as a technique for virtualizing a hardware design described by a net list that would otherwise be too large to physically fit onto an FPGA. This is done by partitioning the net list and swapping it like virtual memory. Only one part of the computation is allowed to run at a time. Each part must, therefore, run sequentially to perform the complete computation with logic reconfiguration done between parts. This allows the design to better utilize resources on the FPGA and gives the illusion of having more resources than are physically available.

Temporal partitioning of state [44]: This is a way to share hardware by temporally swapping its state so as to compute multiple streams of computations on the same hardware (i.e., a single net list). The logic is fixed, and the state is swapped (context switched), allowing it to operate on independent streams. The context switch can be either fine- or coarse-grain. Fine-grain context switching is done by applying the $C$-slow transformation on the hardware logic, allowing different contexts to be processed in each pipeline stage of the $C$-slowed hardware. Coarse-grain context switching is done by swapping the state infrequently to and from a memory. Temporal partitioning of state is the type of virtualization that this dissertation investigates in Chapter 5.
Virtualized execution [43]: This is where a programming model is used to specify applications. Any application developed in this programming model can run on any hardware that supports this model of execution. One example programming model is the instruction set of a processor. Code written for this instruction set can execute on any processor that supports the instruction set. Another example is PipeRench [45], which has a pipelined streaming programming model where the application is decomposed into stripes and executes in a pipeline. An unlimited number of virtual stripes are supported by context switching the stripes in a pipelined manner on the hardware. Therefore, any hardware computation that is written for PipeRench can be temporally context switched in this virtual execution and can be arbitrarily large.

Virtual machine [43]: This is different from the rest in that it does not perform any kind of context switching of the hardware. A virtual machine defines a generic abstract architecture that hardware can be designed on. Designs targeted to a generic FPGA architecture are remapped to the actual architecture of a specific FPGA device.

2.7 Queueing notation

Queueing theory is an analytical study of waiting in queues. It models queue occupancy of different types of queues to predict queue lengths and waiting times. Kendall introduced a notation to classify queueing models [46]. This notation is of the form A/S/c where A is the arrival process, S is the service time distribution, and c is the number of servers.

Arrival process (A): The arrival process describes the arrival of jobs into the system. If jobs arrive at times $t_1, t_2, \ldots, t_j$, then interarrival times can be defined as $\tau_j = t_j - t_{j-1}$. 
The interarrival times can be described as a random variable with a given distribution. It is generally assumed that the interarrival times, $\tau_j$, are independent and identically distributed (IID). The most common arrival process is Poisson with interarrival times that are IID and exponentially distributed [47].

**Service time distribution (S):** The time spent receiving service is called the service time. This is commonly modeled as a random variable that is IID with a given distribution.

**Number of servers (c):** The system may have one or more servers. This parameter sets the number of servers that are providing service in the queueing system.

The distributions for the interarrival and service times are denoted by a one letter symbol. A few of them listed are as follows:

- **M:** Exponential
- **D:** Deterministic
- **G:** General

The exponential distribution is denoted with an M because it is memoryless, also called Markovian. Using Kendall’s notation, we can describe a queue that has a Markovian, or memoryless, arrival process; Deterministic service process; and 1 server as M/D/1.

### 2.8 Vacation model

The vacation model is an approach to analyzing systems where the server is not continuously available (e.g., the server is serving some other job). Bertsekas and Gallager [48] describe M/G/1 queues (Markovian, or memoryless, arrival process; General service process; 1 server) where the server can go on “vacation” for some random interval of time. This is illustrated in
Figure 2.5: M/G/1 queueing model with vacations. During busy periods, the server is servicing jobs. During vacation periods, the server is “away” and jobs may be waiting in the queue.

Figure 2.5. Here, $X_j$ represents the service time of the $j$th job and $V_k$ represents the vacation time of the $k$th vacation. The model is as follows. When a job is waiting in the queue, the server will begin servicing the job and enter a busy period represented by $X_j$. When the queue is empty, the server will go on vacation and enter a vacation period represented by $V_k$. If a new arrival enters an idle system, rather than going immediately into service, it waits for the end of a vacation period, and then enters service. If there is no new arrival into the system, then the server, after returning from a vacation, will immediately go into another vacation period.
Chapter 3

MTJ Read Circuit Theory

Magnetic tunnel junction (MTJ) devices can be used in clocking and/or logic circuits, operating as sensors (to sense a magnetic field), memory (to store state), or logic gates (to evaluate logic expressions). For each of these uses, a read circuit is necessary to sense the resistance state of the MTJ device and convert it to a voltage. Our goal is to design a resistance-to-voltage read circuit for sensing the resistance state of the MTJ device and to produce a logic voltage output. We want this circuit to operate correctly and to perform fast in the presence of large input capacitance (which may come from off-chip wire bonding). We will be using this circuit in a prototype chip, which will be discussed further in Chapter 4. In this chapter, MTJ read circuit theory is defined as including both analytical and simulation results.

There are several basic designs for a resistance-to-voltage (R2V) read circuit. The read circuit can operate in the voltage- or current-mode, and it can have single or differential inputs. A voltage-mode read circuit operates by applying a constant current through the MTJ resistance and comparing the voltage output using a comparator to produce a logic voltage output. A current-mode read circuit, in contrast, operates by applying a constant voltage over the MTJ resistance and comparing the current output using a comparator to
produce a logic voltage output. A single input read circuit reads a single MTJ resistance and compares its value to a given threshold. A differential input read circuit, however, reads two complementary MTJ resistances (that have opposite resistance states) and compares them to each other to determine the logic voltage output.

In this chapter, we will design the resistance-to-voltage read circuit to operate in current-mode and use a single resistance input. Current-mode avoids actively charging and discharging the MTJ node and therefore can operate fast in the presence of large input capacitance (this will be shown in the analysis in Section 3.1). Reading a single input and thresholding it gives us more flexibility during experimentation of a prototype chip. The development of the read circuit will be presented in three parts. First, in Section 3.1, we will develop and analyze a current-mode read circuit (that reads an input resistance and produces an output current). Second, in Section 3.2, we will analyze several different current conveyor structures for sizing the transistors and improving the read circuit performance through the use of cascode structures. Last, in Section 3.3, we will present a completed design for the read circuit that uses a P-cascode current conveyor and includes an additional current comparator (to compare the output current to a threshold current) and output buffer to produce the desired logic voltage output. The read circuit performance is then characterized in simulation.

3.1 Analysis of a current-mode read circuit

To operate in current-mode, a current conveyor circuit is used. A current conveyor [35] is a current-mode circuit which can be used for reading the state of an MTJ device. It operates by clamping the voltage, $V_{\text{bias}}$, across the MTJ allowing the current $I = \frac{V_{\text{bias}}}{R_{\text{mtj}}}$ to flow through the MTJ. This current is then mirrored to the output, optionally with amplification, in order to use downstream.
Noise in the read circuit can affect the ability to correctly distinguish the logical state (0 or 1) of the MTJ device. It is therefore necessary to analyze circuit noise and to establish noise margins at the output for reliable operation.

A simple set of noise equations aimed at a broad family of circuits (both class A and AB current conveyors) were presented in [49] and then used to make qualitative conclusions. We present a noise analysis of a class A current conveyor circuit that is used for sensing the MTJ resistance. The resultant equations allow us to predict the output noise for the current conveyor and use them as design equations for tuning circuit parameters to meet noise performance requirements. First, the methodology employed in the noise analysis is given. Second, the noise analysis of the current-mode read circuit is described. Third, the analytical expressions derived in the noise analysis are validated via simulation. Fourth, design guidance into how to tune characteristics of the circuit for performance is described, and last, a general discussion of the noise model is given.

3.1.1 Methodology

The methodology used to perform the noise analysis of the current conveyor under consideration, shown in Figure 3.1, involves several steps. The first step is to extend the circuit with current sources added in parallel with every transistor and resistor that models the noise current of these circuit components. The second step is then to construct a small-signal model of the circuit from which a frequency-independent DC transfer function, $H_{dc,i}$, is derived for each current source $i$ to the output, making approximations as allowed to get a simplified form. The noise spectrum, $S_i(f)$, of each source is referred to the output, $S_{out,i}(f)$, by the equation

$$S_{out,i}(f) = |H_i(s)|^2 \cdot S_i(f)$$

(3.1)
Figure 3.1: Noise model of the current-mode read circuit for sensing MTJ resistance. Current sources, $I_{1-5}$ and $I_{mtj}$, are added in parallel with transistors $M_{1-5}$ and resistor $R_{mtj}$ to model the noise contribution of each component, respectively. Circuit nodes 1–3, which are referred to in the analysis, are labeled with a circled number.

where $s = j2\pi f$. At DC, $S_{out,i}(0) = |H_{dc,i}|^2 S_i(0)$.

The third step is to determine the pole frequency, $f_{p,m}$, at each node $m$ which limits the bandwidth of the circuit and bounds the circuit noise. The pole frequency requires determining the resistance and capacitance seen at each node:

$$f_{p,m} = \frac{1}{2\pi R_mC_m}. \quad (3.2)$$

The resistance seen at a node is determined by applying a test current, $I_{test}$, into the node and calculating

$$R_m = \frac{V_m}{I_{test}} \quad (3.3)$$

where $V_m$ is the voltage at the node. The capacitance seen at a node is determined by adding up all capacitance contributions at the node to ground. Capacitances that are coupled to other nodes are transformed to Miller capacitances that are a function of the capacitance and the small-signal voltage gain between the two nodes [37].
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The frequency-dependent transfer function $H_i(s)$ is a 3-pole system that can be modeled as

$$H_i(s) = \frac{H_{dc,i}}{(1 + \frac{s}{2\pi f_{p1}})(1 + \frac{s}{2\pi f_{p2}})(1 + \frac{s}{2\pi f_{p3}})}.$$  \hfill (3.4)

The fourth step is to calculate the total integrated noise power, $I^2_{\text{out, }i,n}$, of each source referred to the output:

$$I^2_{\text{out, }i,n} = \int_{f=0}^{f=\infty} |H_i(j2\pi f)|^2 S_i(f) \, df.$$  \hfill (3.5)

There are two predominant noise spectra: thermal and $1/f$ noise. We only consider thermal noise for simplicity in validating our results. Thermal noise has a flat noise spectrum independent of frequency and $1/f$ noise has a spectrum with an inverse relationship to frequency. For a resistor, the thermal noise spectrum is $S_{i,t} = \frac{4kT}{R} \left[ \frac{\Lambda^2}{\text{Hz}} \right]$ [37], where $k$ is Boltzmann’s constant, $T$ is the temperature, and $R$ is the resistance. For a transistor, the thermal noise spectrum is $S_{i,t} = 4kT\gamma g_m \left[ \frac{\Lambda^2}{\text{Hz}} \right]$ [37], where $\gamma$ is a coefficient that is typically equal to $2/3$ for long-channel transistors, and $g_m$ is the transconductance of the transistor.

The fifth step is to add all noise power contributions at the output to get the total noise power, $I^2_{\text{out, tot, }n}$:

$$I^2_{\text{out, tot, }n} = \sum_i I^2_{\text{out, }i,n}.$$  \hfill (3.6)

The square root of the noise power gives the standard deviation of the noise current present at the output.
3.1.2 Noise analysis

The current-mode read circuit used for sensing the resistance of an MTJ device, as shown in Figure 3.1, is constructed using a current conveyor. The current conveyor ($M_{1-4}$) clamps the voltage, $V_{\text{bias}}$, from the source of $M_4$ to the source of $M_2$ across the resistance, $R_{\text{mtj}}$. This voltage produces a current through $R_{\text{mtj}}$ which is mirrored to the output using a current-mirror formed by $M_{1,5}$ with unity gain. Each transistor is a current source operating in the saturation region.

The small-signal model of the current-mode read circuit was constructed with several simplifications. First, all NMOS transistors $M_{2,4}$ have small signal parameters $g_{m,n}$ and $g_{ds,n}$, and all PMOS transistors $M_{1,3,5}$ have small signal parameters $g_{m,p}$ and $g_{sd,p}$, since the NMOS and PMOS transistors have the same aspect ratios $(\frac{W}{L})_n$ and $(\frac{W}{L})_p$, respectively, and the same drain currents. Second, the bulk-modulation effect of transistors $M_{2,4}$ is neglected. Third, the resistance $R_{\text{mtj}}$ is represented as a conductance, $g_{\text{mtj}} = \frac{1}{R_{\text{mtj}}}$.

From the small-signal model, the DC transfer function of each noise source, modeled by current sources $I_{1-5}$ and $I_{\text{mtj}}$ in Figure 3.1, to the output are presented in Table 3.1. In the table, two sets of equations are derived. The high accuracy equations are approximated with the assumptions $\{g_{m,n} \lor g_{m,p}\} \gg \{g_{ds,n} \lor g_{sd,p}\}$. The simple equations are approximated with additional assumptions that $g_{\text{mtj}} \lesssim \{g_{m,n} \lor g_{m,p}\}$ (i.e., of the same order or smaller). The transfer function is derived by considering one noise source at a time and calculating the current gain $H_{dc,i} = \frac{I_{\text{out}}}{I_i}$ from that source to the output. The output noise spectrum is then referred to the output by (3.1) at DC.

Next, the pole frequencies, $f_{p,1-3}$, are determined by deriving $R$ and $C$ at each node. The derived resistance equations for the current-mode read circuit are presented in Table 3.2.
Table 3.1: DC transfer functions from noise source to output. The high accuracy equations are approximated with the assumptions $\{g_{m,n} \lor g_{m,p}\} \gg \{g_{ds,n} \lor g_{sd,p}\}$. The simple equations are approximated with additional assumptions $g_{mtj} \lesssim \{g_{m,n} \lor g_{m,p}\}$ (i.e., of the same order or smaller).

<table>
<thead>
<tr>
<th>Term</th>
<th>High Accuracy</th>
<th>Simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{dc,M1}$</td>
<td>$\frac{-1}{g_{m,n} + g_{mtj}} + \frac{g_{ds,n} + g_{sd,p}}{g_{m,n} + g_{mtj}} \left(\frac{1}{g_{m,n}} + \frac{1}{g_{m,p}}\right)$</td>
<td>$-\left(1 + \frac{g_{mtj}}{g_{m,n}}\right)$</td>
</tr>
<tr>
<td>$H_{dc,M2}$</td>
<td>$\frac{1}{g_{mtj} + \left(g_{ds,n} + g_{sd,p}\right) \left(\frac{1}{g_{m,n}} + \frac{1}{g_{m,p}}\right)}$</td>
<td>$\frac{g_{mtj}}{g_{m,n}}$</td>
</tr>
<tr>
<td>$H_{dc,M3}$</td>
<td>$H_{dc,M2}$</td>
<td>$H_{dc,M2}$</td>
</tr>
<tr>
<td>$H_{dc,M4}$</td>
<td>$-H_{dc,M2}$</td>
<td>$-H_{dc,M2}$</td>
</tr>
<tr>
<td>$H_{dc,M5}$</td>
<td>$1$ (exact)</td>
<td>$1$ (exact)</td>
</tr>
<tr>
<td>$H_{dc,Rmtj}$</td>
<td>$\frac{1}{1 + g_{mtj} - \frac{g_{ds,n} + g_{sd,p}}{g_{m,n}} \left(\frac{1}{g_{m,n}} + \frac{1}{g_{m,p}}\right)}$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

In this table, as before, two sets of equations are derived: high accuracy and simple. The same approximations, previously described, were applied to derive these equations.

The capacitance seen at each node is determined by considering the gate-to-source ($C_{gs}$), gate-to-drain ($C_{gd}$), source-to-bulk ($C_{sb}$), and drain-to-bulk ($C_{db}$) capacitances of each transistor connected to the node and the capacitance associated with the MTJ ($C_{mtj}$). The gate-to-bulk ($C_{gb}$) capacitance is neglected because all transistors are operating in saturation. Capacitances that are connected to a small-signal ground are simply added together. Those capacitances that are coupled to other nodes are replaced with corresponding Miller capacitances that are a function of the capacitance and the small-signal voltage gain ($\frac{v_{out}}{v_{in}}$) between the two nodes [37]. For a prototype chip, wire bond capacitance associated with the MTJ device is accounted for in $C_{mtj}$ which is typically about 3 pF [37]. The derived capacitance equations are presented in Table 3.3.
Table 3.2: Resistance at each node. The high accuracy equations are approximated with the assumptions \( \{g_{m,n} \lor g_{m,p}\} \gg \{g_{ds,n} \lor g_{sd,p}\} \). The simple equations are approximated with additional assumptions \( g_{mtj} \lesssim \{g_{m,n} \lor g_{m,p}\} \) (i.e., of the same order or smaller).

<table>
<thead>
<tr>
<th>Resistance</th>
<th>High Accuracy</th>
<th>Simple</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_1 )</td>
<td>( \frac{1}{g_{m,n}} + g_{mtj} \left( 1 + \frac{g_{ds}}{g_{m,n}} \right) )</td>
<td>( g_{m,n} + g_{mtj} )</td>
</tr>
<tr>
<td>( R_2 )</td>
<td>( \frac{1}{g_{m,n}} + \left( 1 + \frac{g_{ds}}{g_{m,n}} \right) \left( 1 + g_{mtj} \right) )</td>
<td>( g_{m,n} + g_{mtj} )</td>
</tr>
<tr>
<td>( R_3 )</td>
<td>( R_{mtj} )</td>
<td>( \frac{g_{ds}}{g_{m,n}} )</td>
</tr>
</tbody>
</table>

Table 3.3: Capacitance at each node.

<table>
<thead>
<tr>
<th>Capacitance</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>( C_{gs1} + C_{db1} ) + ( C_{ds2} + C_{gs2} \left( 1 - \frac{v_{g2}}{v_{d2}} \right) ) + ( C_{gs3} + C_{gs4} \left( 1 - \frac{v_{g1}}{v_{g3}} \right) ) + ( C_{gs5} + C_{gd5} )</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>( C_{gs2} \left( 1 - \frac{v_{g2}}{v_{g3}} \right) + C_{gs2} \left( 1 - \frac{v_{g2}}{v_{d2}} \right) ) + ( C_{ds4} + C_{gs4} ) + ( C_{ds3} + C_{gs3} \left( 1 - \frac{v_{g2}}{v_{d3}} \right) )</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>( C_{mtj} + C_{db2} + C_{gs2} \left( 1 - \frac{v_{g2}}{v_{d2}} \right) )</td>
</tr>
</tbody>
</table>
The pole frequency at each node is then calculated using (3.2). Using the frequency-
dependent transfer function in (3.4), the total integrated noise referred at the output is
calculated by (3.5). For thermal noise, which has a flat noise spectrum independent of \( f \),
this is equal to

\[
\overline{P_{\text{out},i,nt}^2} = |H_{dc,i}|^2 \cdot S_{i,t} \cdot B_n
\]  

(3.7)

where the noise bandwidth [37], \( B_n \), is

\[
B_n = \frac{f_{p1}f_{p2}f_{p3}(f_{p1} + f_{p2} + f_{p3})}{(f_{p1} + f_{p2})(f_{p1} + f_{p3})(f_{p2} + f_{p3})} \frac{\pi}{2}.
\]  

(3.8)

### 3.1.3 Validation

We simulated the current-mode read circuit of Figure 3.1 using a 3 metal 2 poly (3M2P) 0.5 \( \mu \text{m} \) process model to verify the equations derived in Section 3.1.2. The circuit is modeled in the Cadence Design Environment and simulated using Spectre. Small-signal parameters, \( g_m \) and \( g_{ds} \), and capacitances \( C_{gs}, C_{gd}, C_{sb}, \) and \( C_{db} \) are extracted from the DC operating points of the circuit. Small-signal voltage gains \( \frac{v_{d2}}{v_{g2}}, \frac{v_{d3}}{v_{g3}}, \) and \( \frac{v_{d2}}{v_{g2}} \) are determined in an AC simulation by applying an AC test current in the circuit and measuring the AC voltage gain and phase between two nodes at DC (very low frequency). The sign of the gain is determined from the phase at DC, which is either 0° (positive gain) or 180° (negative gain). These parameters are then used in the analytical expressions for the output noise. The noise of devices \( M_{1-5} \) and \( R_{mtj} \) are modeled with thermal noise only. In the equation of the thermal noise spectrum, \( S_t \), of a transistor, \( \gamma = 1.0 \) is chosen in agreement with simulation. The bias voltage, \( V_{bias} \), across the MTJ is chosen to be 0.1 V in order to maintain a large tunneling magnetoresistance ratio (TMR). \( R_{mtj} = 1 \text{ k}\Omega \) unless specified otherwise.
Figure 3.2: DC transfer function validation with analytical and simulation results. Six plots are presented, one for each transfer equation, $H_{1-5}$ and $H_{mtj}$, corresponding to the current gain from each current source to the output at DC. The X-axis shows the MTJ resistance, $R_{mtj}$, swept from 500 $\Omega$ to 100 k$\Omega$. The Y-axis shows the current gain for simulation (blue with a ○) and analytical (green with an ×) results.

**DC Transfer Function Validation**

The DC transfer functions in Table 3.1 are validated in Figure 3.2 with analytical and simulation results. Simulation results are attained by measuring the current gain of current source, $I_i$, to the output in an AC analysis. The results are plotted versus the MTJ resistance, $R_{mtj}$, varied from 500 $\Omega$ to 100 k$\Omega$. The six plots show the DC transfer function $H_{dc,i}$ for each source. The analytical results were derived using first-order approximations which show the same trend as simulation and remain within 3 dB throughout the range of MTJ resistances.
DC Spot Noise Validation

The thermal noise spectrum of each noise source is validated in Figure 3.3 with analytical and simulation results. Analytical results are attained by calculating the thermal noise spectrum of each noise source and referring it to the output using (3.1) at DC. Simulation results are attained by measuring the spot noise of each circuit component, modeled with thermal noise, at 1 kHz. The analytical results are shown to be within 3 dB of the simulation results for each noise source.

Node Resistance Validation

The resistance equations in Table 3.2 are validated in Table 3.4 with analytical and simulation results. Simulation results are attained by applying an AC test current into the node in the small-signal model and calculating the resistance by (3.3). The analytical results are in agreement with the simulation results for each node.
Table 3.4: Validation of node resistances.

<table>
<thead>
<tr>
<th>Result</th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>39.4 kΩ</td>
<td>44.6 kΩ</td>
<td>231 Ω</td>
</tr>
<tr>
<td>Analytical</td>
<td>45.9 kΩ</td>
<td>51.9 kΩ</td>
<td>311 Ω</td>
</tr>
</tbody>
</table>

Table 3.5: Analytical calculation of pole frequencies.

<table>
<thead>
<tr>
<th>Node $m$</th>
<th>$R_m$</th>
<th>$C_m$</th>
<th>$f_{p,m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45.9 kΩ</td>
<td>136 fF</td>
<td>25.5 MHz</td>
</tr>
<tr>
<td>2</td>
<td>51.8 kΩ</td>
<td>48 fF</td>
<td>63.9 MHz</td>
</tr>
<tr>
<td>3</td>
<td>311 Ω</td>
<td>3.28 pF</td>
<td>156 MHz</td>
</tr>
</tbody>
</table>

Dominant Pole Validation

The dominant pole is the lowest frequency pole in the circuit. This can be determined by measuring the 3dB bandwidth at the output. In simulation, we evaluated the dominant pole of the current-mode read circuit to be 23.6 MHz. To compare this to analytical results, we then calculated the resistance and capacitance seen at each node (assuming $C_{mtj} = 3$ pF for wire bond capacitance) and using these, determined the corresponding pole frequencies, $f_{p,m}$, using (3.2). The results are shown in Table 3.5. We can observe from the table that the analytical dominant pole is 25.5 MHz, which agrees well with 23.6 MHz from simulation. Further, using (3.8), we can determine the noise bandwidth from the calculated pole frequencies to be 27.5 MHz.

Wire bonding capacitance associated with the MTJ ($C_{mtj}$) will add to the capacitance on node 3 which we will assume dominants the node capacitance. A simple analysis using (3.2)
gives the minimum capacitance necessary to form a dominant pole on this node:

\[ C_{mtj} > \frac{1}{2\pi R_{3,\text{sim}} BW_{3\text{dB,\text{sim}}}} \]  
\[ \geq 29 \text{ pF} \]  

where \( R_{3,\text{sim}} = 231 \Omega \) is the resistance in simulation at node 3 and \( BW_{3\text{dB,\text{sim}}} = 23.6 \text{ MHz} \) is the 3 dB bandwidth in simulation at the output corresponding to the dominant pole.

**Total Integrated Output Noise Validation**

The total integrated output noise is validated in Figure 3.4 with analytical and simulation results. Analytical results are attained by calculating the thermal noise spectrum of each noise source, referring it to the output, integrating the spectrum using (3.7), and then computing the square root to get the noise current. Simulation results are attained by measuring the total integrated noise of each noise source, modeled with thermal noise, from 1 Hz to 1 GHz to get the noise power and then again computing the square root to get the noise current. The noise contribution of \( M_5 \) is not bounded because the current source \( I_5 \) is connected directly in series with the output in the noise model. A downstream circuit will, however, bound this noise term. The total noise of all noise sources is computed using (3.6) and is presented in the last column of the plot as a noise current. The analytical results differ from the simulation results for two reasons. One, a higher DC current gain, except \( I_{mtj} \), is predicted as compared to simulation giving an increase in the total integrated output noise. Two, a higher dominant pole frequency is predicted as compared to simulation also contributing to an increase in the total integrated output noise. The results are within 2.5 dB of simulation for each noise source.
Figure 3.4: Total integrated output noise validation with analytical and simulation results. The noise spectrum of each source referred to the output is integrated from 1 Hz to 1 GHz.

### 3.1.4 Design guidance

The equations derived in the analytical model characterize the circuit and provide insight into how input parameters affect the circuit performance. However, even with approximations, they are still fairly complex. We can greatly simplify our intuition within the noise analysis by determining trends and relationships between input parameters and output circuit characteristics. This is shown summarized in Table 3.6.

In the table, input parameters are shown along the columns and output circuit characteristics are shown along the rows. Of the input parameters, $L$, $W$, and $V_{bias}$ are circuit parameters that the designer can adjust to tune circuit performance. $R_{mtj}$ is an external parameter determined by the MTJ resistance that the designer may not have direct control over its value. For the output circuit characteristics, a designer may be interested in tuning circuit bandwidth determined by the dominant pole at $f_{p1}$, tuning the range of input capacitances of the MTJ node determined by $C_{mtj,dp,min}$, and tuning total integrated output noise determined by $\sqrt{I^2_{out,tot,n}}$. 
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Table 3.6: Design guidance for tuning circuit performance. Output circuit characteristics are given along the rows and input parameters along the columns. $R_{mtj}$ is an external parameter that the designer may not have direct control over. In the table, “S” means strong and “w” weak. “↑” means they trend together in the same direction. “↓” means they trend inversely to each other. A blank means the parameter may not have a significant impact.

<table>
<thead>
<tr>
<th>Output Circuit Characteristic</th>
<th>Input Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L$</td>
</tr>
<tr>
<td>$f_{p1}$</td>
<td>S↓</td>
</tr>
<tr>
<td>$R_3$</td>
<td>S↓</td>
</tr>
<tr>
<td>$C_{mtj,dp,min}$</td>
<td>S↑</td>
</tr>
<tr>
<td>$\sqrt{T^2_{out,tot,n}}$</td>
<td>S↓</td>
</tr>
</tbody>
</table>

In the cross-section between the input parameters and output characteristics, the following notation is used. “S” means strong and “w” weak which indicates that the output characteristic is either strongly or weakly dependent on the input parameter. “↑” means that the output characteristic trends in the same direction as the input parameter. “↓” means that they trend inversely to each other. A blank means the parameter may not have a significant impact.

Input capacitance is relatively insensitive to the bandwidth of the circuit since node 1 forms the dominant pole. The term $C_{mtj,dp,min}$ is the minimum capacitance needed to form a dominant pole on node 3 containing the MTJ as determined in (3.9) and illustrates the range of input capacitances that can be present without affecting the circuit bandwidth. This term is a function of the $R_3$ node resistance and $f_{p1}$ dominant pole (which primarily determines the circuit bandwidth). As shown in the table, $C_{mtj,dp,min}$ can be increased by increasing $L$ or $W$ or decreasing $V_{bias}$. However, increasing $L$ or decreasing $V_{bias}$ will also drop the bandwidth. Therefore, tuning $W$ only will keep the bandwidth relatively constant (it only weakly decreases bandwidth) while increasing the input capacitance range.
The bandwidth, as determined primarily by the dominant pole $f_{p1}$, can be increased by decreasing $L$, $W$, or $R_{mtj}$, or increasing $V_{bias}$. It is strongly dependent on $L$ and $V_{bias}$ while only weakly dependent on $W$ and $R_{mtj}$. $V_{bias}$ strongly affects the bandwidth because it adjusts the $I_{ds}$ and $I_{sd}$ currents of the transistors. $R_{mtj}$ weakly affects the bandwidth due to some partial cancellation of the $R_{mtj}$ term.

The total integrated output noise, $\sqrt{\overline{P_{out,tot,n}^2}}$, can be decreased by increasing $L$, $W$, or $R_{mtj}$, or decreasing $V_{bias}$. It is strongly dependent on $L$ and $R_{mtj}$ while only weakly dependent on $W$ and $V_{bias}$.

The design guidance developed in the table was derived from the analytical equations and empirically validated from the analytical model using a $2^k$ factorial experimental design [47]. The experimental design is a statistical technique that analyzes a system containing $k$ factors with 2 levels per factor and determines variations in the output metrics due to each factor and their interactions. Validation of the design guidance is given further in Appendix A.

3.1.5 Discussion

We have provided a noise analysis of a current-mode read circuit for a magnetic tunnel junction device. The noise analysis presented here is only valid for nodes with low-pass transfer functions. The analytical expressions for noise at the output are validated against simulation results for the CMOS process we will be using for prototype fabrication.

While the numerical noise values presented in the simulation validation are limited to thermal noise for simplicity, the methodology generalizes for an arbitrary noise spectrum, $S_i(f)$. There are well known expressions for $S_i(f)$ to model $1/f$ noise, and as a general noise model becomes available for an MTJ device, it can be substituted for $S_i(f)$ as well.
One of the uses of this type of noise analysis is to bound the operating points of the system in terms of a noise margin. With an MTJ resistance of $R_H = 1 \text{k}\Omega$, the read circuit will output a low current, $I_L = \frac{V_{\text{bias}}}{R_H} = 100 \mu\text{A}$, and with an MTJ resistance of $R_L = 500 \Omega$, the read circuit will output a high current, $I_H = 200 \mu\text{A}$. For this case, $I_H - I_L \gg 10\sigma$, which indicates that thermal noise in this circuit is not significantly limiting the noise margin.

Note that noise margins must also take into account part-to-part variations and externally induced noise in addition to the internal noise analyzed here. The noise current present at the output bounds how close these two quantities can be, while still maintaining a safe distance between them, e.g., we might choose to bound $I_H - I_L > 6\sigma$.

One of the advantages of current-mode operation is the relative insensitivity to load capacitance that might be present connecting the MTJ device to the CMOS circuit. While production fabrication is integrated, our prototype will use wire bonding. Due to the low impedance at node 3 in Figure 3.1 (relative to node 1), parasitic capacitance of 1 to 5 pF will not significantly impact the noise performance or bandwidth of the circuit. This is consistent with node 1 rather than node 3 being the dominant pole in the circuit.

The analysis of the current-mode read circuit was simplified by using a non-cascoded current conveyor. The operation of the current conveyor circuit, however, can be improved by adding cascode structures. In the next section, a number of current conveyor structures will be discussed and analyzed, first starting with the non-cascoded structure and then building upon it with cascoded structures.
3.2 Current conveyor structures

The current-mode read circuit, previously discussed, uses a current conveyor to pin the voltage across an MTJ and read its resistance as a current. There are several variations of the current conveyor circuit that trade-off between area, speed, and linearity.

The current conveyor, for example shown in Figure 3.5, consists of two current mirror circuits that mirror the current between the left and right branches in a feedback loop [36]. The transistors in the current mirror act as current sources by operating in the saturation-mode. Their output can be modeled as an ideal current source in parallel with an output resistance. The higher the output resistance, the more closely the current source acts like an ideal source which improves linearity of the circuit. The output resistance of a current source can be improved in two ways. One, by increasing length $L$ of the transistor (which reduces the effects due to channel length modulation), and two, by adding a cascode stage to the current mirror circuit (which multiplies the output resistance) [37].

In this section, we consider basic, P-cascode, and NP-cascode current conveyors and develop design equations for sizing the transistors appropriately so that they operate in saturation-mode given a target $R_{mtj}$ resistance and $V_{bias}$ voltage. We further generalize the design equations for any number of N or P cascode stages added to the basic current conveyor circuit.

3.2.1 Basic

The basic current conveyor structure, shown in Figure 3.5, is formed by transistors $M_{1-4}$. Transistors $M_{1-2}$ form the PMOS current mirror circuit and transistors $M_{3-4}$ form the NMOS current mirror circuit. These are connected together in a feedback topology that clamps the
voltage $V_{mtj}$ to $V_{bias}$ potential, and, applying Ohm’s Law, produces an $I_{mtj}$ current down through the left branch that is inversely-proportional to the input resistance by the equation $I_{mtj} = V_{bias}/R_{mtj}$. The currents are mirrored between branches with a 1:1 gain which is achieved by matching the widths and lengths of the transistors in the current mirrors [37], thus making \((\frac{W}{L})_1 = (\frac{W}{L})_2, \ (\frac{W}{L})_3 = (\frac{W}{L})_4\), and $I_{mtj} = I_{sd,1} = I_{sd,2} = I_{ds,3} = I_{ds,4}$.

We can now show that $V_{mtj} = V_{bias}$ by setting $I_{ds,3} = I_{ds,4}$:

$$\frac{1}{2}K_N \left(\frac{W}{L}\right)_3 (V_{gs,3} - V_{TN})^2 = \frac{1}{2}K_N \left(\frac{W}{L}\right)_4 (V_{gs,4} - V_{TN})^2$$

$$(V_{gs,3} - V_{TN})^2 = (V_{gs,4} - V_{TN})^2$$

$$V_{gs,3} = V_{gs,4}. \quad (3.10)$$

Then, equating $V_{g,3} = V_{g,4}$ (which are on the same node), we get

$$V_{mtj} + V_{gs,3} = V_{bias} + V_{gs,4}$$

$$V_{mtj} = V_{bias}. \quad (3.11)$$
Condition for saturation

In order for the transistors to operate in saturation-mode, they need to satisfy the condition for saturation [37]. For an NMOS transistor, the condition is

\[ V_{ds} > V_{ds,\text{sat}} \quad \text{where} \quad V_{ds,\text{sat}} = V_{gs} - V_{TN}. \]  
(3.12)

And for a PMOS transistor, the condition is

\[ V_{sd} > V_{sd,\text{sat}} \quad \text{where} \quad V_{sd,\text{sat}} = V_{sg} - |V_{TP}|. \]  
(3.13)

Proof of saturation for diode-connected transistors

Diode-connected transistors have connected gate and drain terminals that force them to always be in saturation-mode. Transistors $M_{1,4}$ are diode-connected PMOS and NMOS transistors, respectively, and are therefore always in saturation. To prove this, set $V_d = V_g$ and then apply the condition for saturation to show that it is always true. For a diode-connected NMOS transistor,

\[
\begin{align*}
V_{ds} &> V_{ds,\text{sat}} \\
V_{gs} &> V_{gs} - V_{TN} \\
V_{TN} &> 0.
\end{align*}
\]  
(3.14)

Since the threshold voltage $V_{TN}$ for the NMOS is always greater than 0 (which is true in the 3M2P 0.5 $\mu$m process we are targeting), this condition is always true. Thus, the transistor
is always in saturation. Similarly, for a diode-connected PMOS transistor,

\[ V_{sd} > V_{sd, sat} \]
\[ V_{sg} > V_{sg} + V_{TP} \]
\[ V_{TP} < 0. \] (3.15)

Again, since the threshold voltage \( V_{TP} \) for the PMOS is always less than 0, this condition is always true. Thus, this transistor also is always in saturation. Note, it is typical to represent \( V_{TP} \) as a positive number by taking the absolute value as \(|V_{TP}|\). This allows equations for the NMOS and PMOS transistors to remain symmetrical and is the notation used in this chapter.

**Apply saturation condition for transistor \( M_3 \)**

Next, we are going to apply the saturation condition for transistor \( M_3 \) and solve for the minimum shape factor that enables it operate in saturation-mode. To simplify the notation in this analysis, the shape factors \( \left( \frac{W}{L} \right)_i \) will be replaced using the variable \( s_i \). Also, we can define \( V_{on} \) as the “on” voltage of a transistor, which is the extra voltage above a threshold that a transistor is turned on [50]. It is equivalent to the saturation voltage and is defined as \( V_{on} = V_{ds, sat} = V_{gs} - V_{TN} \) for an NMOS and \( V_{on} = V_{sd, sat} = V_{sg} - |V_{TP}| \) for a PMOS. For an NMOS transistor in saturation, the \( V_{on} \) voltage can be determined from the \( I_{ds} \) equation as

\[ I_{ds} = \frac{1}{2} K_N \cdot s \cdot (V_{gs} - V_{TN})^2 \]
\[ I_{ds} = \frac{1}{2} K_N \cdot s \cdot V_{on}^2 \]
\[ V_{on} = \sqrt{2I_{ds}} \] \( K_N \cdot s \). (3.16)
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Likewise, for a PMOS, the $V_{on}$ voltage can be determined from the $I_{sd}$ equation as

\[
I_{sd} = \frac{1}{2} K_P \cdot s \cdot (V_{sg} - |V_{TP}|)^2
\]

\[
I_{sd} = \frac{1}{2} K_P \cdot s \cdot V_{on}^2
\]

\[
V_{on} = \sqrt{\frac{2I_{sd}}{K_P \cdot s}}.
\] (3.17)

To apply the saturation condition, we need to determine the voltages $V_{on,3}$, $V_{d,3}$, and $V_{s,3}$. First, $V_{on,3}$ can be determined by setting $I_{ds,3}$ to $I_{mtj}$ and substituting it into back into (3.16):

\[
I_{ds,3} = I_{mtj} = \frac{V_{bias}}{R_{mtj}}.
\] (3.18)

Thus,

\[
V_{on,3} = \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot K_N \cdot s}}.
\] (3.19)

Next, we can determine $V_{d,3}$ by equating $I_{sd,1} = I_{ds,3}$ and solving for $V_{sg,1}$:

\[
\frac{1}{2} K_P \cdot s_1 \cdot (V_{sg,1} - |V_{TP}|)^2 = \frac{1}{2} K_N \cdot s_3 \cdot V_{on,3}^2
\]

\[
V_{sg,1} = \sqrt{\frac{K_N \cdot s_3}{K_P \cdot s_1} V_{on,3} + |V_{TP}|}.
\]

Then, we can calculate $V_{d,3}$ as

\[
V_{d,3} = V_{DD} - V_{sg,1}
\]

\[
V_{d,3} = V_{DD} - \sqrt{\frac{K_N \cdot s_3}{K_P \cdot s_1} V_{on,3} - |V_{TP}|}.
\] (3.20)
The source voltage, $V_{s,3}$, is simply $V_{bias}$. Applying the saturation conditions for $M_3$, we get

$$V_{ds,3} > V_{ds, sat,3}$$
$$V_{d,3} - V_{bias} > V_{on,3}$$
$$V_{DD} - \sqrt{\frac{K_N \cdot s_3}{K_P \cdot s_1}} V_{on,3} - |V_{TP}| - V_{bias} > V_{on,3}.$$

Rearranging terms,

$$V_{DD} - |V_{TP}| - V_{bias} > V_{on,3} \cdot \left(1 + \sqrt{\frac{K_N \cdot s_3}{K_P \cdot s_1}}\right).$$

Substituting $V_{on,3}$ using (3.19),

$$V_{DD} - |V_{TP}| - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot K_N \cdot s_3}} \cdot \left(1 + \sqrt{\frac{K_N \cdot s_3}{K_P \cdot s_1}}\right)$$
$$V_{DD} - |V_{TP}| - V_{bias} > \frac{2V_{bias}}{R_{mtj}} \cdot \left(\sqrt{\frac{1}{K_N \cdot s_3}} + \sqrt{\frac{1}{K_P \cdot s_1}}\right)$$
$$\frac{1}{\sqrt{K_N \cdot s_3}} + \frac{1}{\sqrt{K_P \cdot s_1}} < \frac{V_{DD} - |V_{TP}| - V_{bias}}{\sqrt{\frac{2V_{bias}}{R_{mtj}}}}.$$

To simplify this, let $x = K_N \cdot s_3 = K_P \cdot s_1$:

$$\frac{2}{\sqrt{x}} < (V_{DD} - |V_{TP}| - V_{bias}) \cdot \sqrt{\frac{R_{mtj}}{2V_{bias}}}$$
$$x > \frac{8V_{bias}}{R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{bias})^2}.$$  \hspace{1cm} (3.21)
Finally, we can substitute the value of $x$ back in and calculate $s_3$ as

$$K_N \cdot s_3 > \frac{8V_{bias}}{R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{bias})^2}$$

$$s_3 > \frac{8V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{bias})^2}$$  \hfill (3.22)

with

$$s_1 = \frac{K_N}{K_P} s_3.$$  \hfill (3.23)

**Apply saturation condition for transistor $M_2$**

Next, we are going to solve for the minimum shape factor needed to operate transistor $M_2$ in saturation-mode. To apply the saturation condition, we need to determine the voltages $V_{on,2}$, $V_{d,2}$, and $V_{s,2}$. $V_{on,2}$ can be determined by setting $I_{sd,2}$ to $I_{mtj}$ and substituting it into back into (3.17):

$$V_{on,2} = V_{sd,2} = \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot K_P \cdot s_2}}.$$  \hfill (3.24)

To find $V_{d,2}$, we first solve the $I_{ds,4}$ current equation for $V_{gs,4}$ as

$$I_{ds,4} = \frac{1}{2} K_N \cdot s_4 \cdot (V_{gs,4} - V_{TN})^2$$

$$V_{gs,4} = \sqrt{\frac{2I_{ds,4}}{K_N \cdot s_4}} + V_{TN}$$
and then calculate $V_{d,2}$ as

$$V_{d,2} = V_{g,4}$$

$$= V_{gs,4} + V_{s,4}$$

$$V_{d,2} = \sqrt{\frac{2I_{ds,4}}{K_N \cdot s_4}} + V_{TN} + V_{bias}. \quad (3.25)$$

The source voltage, $V_{s,2}$, is $V_{DD}$. Now, we apply the saturation condition for transistor $M_2$:

$$V_{sd,2} > V_{sd,sat,2}$$

$$V_{DD} - V_{d,2} > \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot K_P \cdot s_2}}. \quad (3.26)$$

Then, substituting (3.25) into (3.26) with $I_{ds,4} = \frac{V_{bias}}{R_{mtj}}$ gives

$$V_{DD} - \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot K_N \cdot s_4}} - V_{TN} - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot K_P \cdot s_2}}$$

$$\frac{\sqrt{2V_{bias}}}{R_{mtj}} \left( \frac{1}{\sqrt{K_N \cdot s_4}} + \frac{1}{\sqrt{K_P \cdot s_2}} \right) < V_{DD} - V_{TN} - V_{bias}$$

$$\frac{1}{\sqrt{K_N \cdot s_4}} + \frac{1}{\sqrt{K_P \cdot s_2}} < \sqrt{\frac{R_{mtj}}{2V_{bias}}} \cdot (V_{DD} - V_{TN} - V_{bias}).$$

To simplify this, let $y = K_N \cdot s_4 = K_P \cdot s_2$:

$$\frac{2}{\sqrt{y}} < (V_{DD} - V_{TN} - V_{bias}) \cdot \sqrt{\frac{R_{mtj}}{2V_{bias}}}$$

$$y > \frac{8V_{bias}}{R_{mtj} \cdot (V_{DD} - V_{TN} - V_{bias})^2}. \quad (3.27)$$
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Finally, we can substitute the value of $y$ back in and calculate $s_4$ as

$$K_N \cdot s_4 > \frac{8V_{bias}}{R_{mtj} \cdot (V_{DD} - V_{TN} - V_{bias})^2}$$

$$s_4 > \frac{8V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - V_{TN} - V_{bias})^2}$$

(3.28)

with

$$s_2 = \frac{K_N}{K_P} s_4.$$  

(3.29)

**Summary of Design Equations**

A summary of all design equations for the basic current conveyor is as follows:

$$s_1 = s_2 = \frac{K_N}{K_P} s_3 = \frac{K_N}{K_P} s_4.$$  

(3.30)

$$s_3 > \frac{8V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{bias})^2},$$

(3.31)

$$s_4 > \frac{8V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - V_{TN} - V_{bias})^2},$$

(3.32)

which can be combined as

$$s_{3,4} > \frac{8V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - \max (|V_{TP}|, V_{TN}) - V_{bias})^2}.$$  

(3.33)

**Simulation Result**

To evaluate the performance of the basic current conveyor circuit, the circuit was designed and simulated in the 3M2P 0.5 \mu m process in the Cadence Design Environment using the
Figure 3.6: Simulation of the basic current conveyor. (Left) shows the $V_{mtj}$ and $V_{bias}$ voltages and (right) shows the $I_{sd,1}$ and $I_{sd,2}$ branch currents. For this circuit, $V_{bias} = 0.1 \text{ V}$, $R_{mtj} = 1 \text{ k}\Omega$, $L = 2 \mu\text{m}$, $s_N = 1.5$, and $s_P = 4.65$.

Spectre simulator. The design equations (developed above) were used to size the transistors, targeting $V_{bias} = 0.1 \text{ V}$ and $R_{mtj} = 500 \Omega$, and using transistor lengths of $2 \mu\text{m}$ for all transistors. The shape factors chosen were $s_N = 1.5$ (for the NMOS transistors) and $s_P = 4.65$ (for the PMOS transistors). The circuit was then simulated using $V_{bias} = 0.1 \text{ V}$ and $R_{mtj} = 1 \text{ k}\Omega$, producing the simulation result shown in Figure 3.6. Here, the $V_{mtj}$ and $V_{bias}$ voltages are compared in the left plot and the $I_{sd,1}$ and $I_{sd,2}$ currents are compared in the right plot to see how well they match. The resistance was swept from $50 \Omega$ to $100 \text{ M}\Omega$. This shows that at low $R_{mtj}$ resistance, the $V_{bias}$ voltage cannot be maintained across $R_{mtj}$ until about $500 \Omega$. And, at high resistance, the $V_{mtj}$ node follows $V_{bias}$, but has an offset of about $18 \text{ mV}$.

### 3.2.2 P-cascode

The P-cascode current conveyor, shown in Figure 3.7, is formed by transistors $M_{1-6}$. Transistors $M_{1-4}$ form a cascoded PMOS current mirror circuit and transistors $M_{5-6}$ form a basic current mirror circuit. The P-cascode current conveyor operates similarly to the basic current conveyor circuit. Voltage $V_{mtj}$ is clamped to $V_{bias}$ potential and produces current
$I_{mtj}$ down through the left branch by equation $I_{mtj} = \frac{V_{bias}}{R_{mtj}}$. The currents are mirrored between branches with a 1:1 gain with the widths and lengths of the transistors matched, however, with the addition of the P-cascode structure, thus making $s_1 = s_2, s_3 = s_4$, $s_5 = s_6$, and $I_{mtj} = I_{sd,1} = I_{sd,2} = I_{sd,3} = I_{sd,4} = I_{ds,5} = I_{ds,6}$.

To solve for the conditions that will keep all transistors in saturation, we first observe that transistors $M_{1,3,6}$ are diode-connected and, according to (3.14, 3.15), are always in saturation.

We can show that $V_{mtj} = V_{bias}$ by setting $I_{ds,5} = I_{ds,6}$ and assuming that $M_{2,4,5}$ are in saturation:

$$\frac{1}{2}K_N \cdot s_5 \cdot (V_{gs,5} - V_{TN})^2 = \frac{1}{2}K_N \cdot s_6 \cdot (V_{gs,6} - V_{TN})^2$$

$$V_{gs,5} = V_{gs,6}.$$  \hfill (3.34)
Then,

\[ V_{mtj} + V_{gs,5} = V_{bias} + V_{gs,6} \]

\[ V_{mtj} = V_{bias}. \]  \hspace{1cm} (3.35)

**Apply saturation condition for transistor \( M_5 \)**

To apply the saturation condition, we need to determine voltages \( V_{on,5}, V_{d,5}, \) and \( V_{s,5}. \) \( V_{on,5} \) can be determined by setting \( I_{ds,5} \) to \( I_{mtj} \) and substituting it back into (3.16):

\[ V_{on,5} = V_{ds,sat,5} = \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot K_N \cdot s_5}}. \]  \hspace{1cm} (3.36)

Next, we find the source to drain voltage of transistors \( M_{1,3} \):

\[ V_{sd,1} = V_{on,1} + |V_{TP}|, \]

\[ V_{sd,3} = V_{on,3} + |V_{TP}|. \]

Then, we find the drain voltage of transistor \( M_5 \):

\[ V_{d,5} = V_{DD} - V_{sd,1} - V_{sd,3} \]

\[ = V_{DD} - V_{on,1} - V_{on,3} - 2|V_{TP}|. \]  \hspace{1cm} (3.37)
The source voltage, \( V_{s,5} \) is \( V_{bias} \). Now, we can apply the condition for saturation as

\[
V_{ds,5} > V_{ds,\text{sat},5} \\
V_{d,5} - V_{bias} > V_{on,5} \\
V_{DD} - V_{on,1} - V_{on,3} - 2|V_{TP}| - V_{bias} > V_{on,5} \\
V_{DD} - 2|V_{TP}| - V_{bias} > V_{on,1} + V_{on,3} + V_{on,5}. \tag{3.38}
\]

Note, this expression can be generalized as the following:

\[
V_{DD} - \sum_{i=1}^{p} |V_{TP,i}| - V_{bias} > \sum_{i=1}^{p} V_{on,i} + V_{on,nmos} \tag{3.39}
\]

where \( p = \# \) of PMOSs on the left branch and \( V_{on,nmos} \) is the “on” voltage for the NMOS transistor (which replaces \( V_{on,5} \)). Next, we can substitute in the value for each \( V_{on,i} \) voltage and factor:

\[
V_{DD} - 2|V_{TP}| - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \cdot \left( \frac{1}{\sqrt{K_P \cdot s_1}} + \frac{1}{\sqrt{K_P \cdot s_3}} + \frac{1}{\sqrt{K_N \cdot s_5}} \right).
\]

Let \( x_5 = K_P \cdot s_1 = K_P \cdot s_3 = K_N \cdot s_5 \), then

\[
x_5 > \frac{18V_{bias}}{R_{mtj} \cdot (V_{DD} - 2|V_{TP}| - V_{bias})^2}. \tag{3.40}
\]

Substituting \( x_5 = K_N \cdot s_5 \) back in, we get

\[
s_5 > \frac{18V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - 2|V_{TP}| - V_{bias})^2}. \tag{3.41}
\]
with
\[ s_1 = s_3 = \frac{K_N}{K_P} s_5. \]  

(3.42)

**Apply saturation condition for transistor \( M_2 \)**

To apply the saturation condition for transistor \( M_2 \), we must determine the voltage \( V_{d,2} \) and \( V_{s,2} \). Since \( s_1 = s_2 \) and \( I_{sd,1} = I_{sd,2} \), then \( V_{on,1} = V_{on,2} \) and \( V_{sg,1} = V_{sg,2} \). Also, since \( s_3 = s_4 \) and \( I_{sd,3} = I_{sd,4} \), then \( V_{on,3} = V_{on,4} \) and \( V_{sg,3} = V_{sg,4} \). The drain voltage of transistor \( M_2 \) can be determined as

\[
V_{d,2} = V_{DD} - V_{sg,1} - V_{sg,3} + V_{sg,4}
\]
\[
= V_{DD} - V_{sg,1}
\]
\[
= V_{DD} - V_{on,1} - |V_{TP}|. \]  

(3.43)

The source voltage, \( V_{s,2} \), is \( V_{DD} \). Now, we can apply the condition for saturation

\[
V_{sd,2} > V_{on,2}
\]
\[
V_{DD} - (V_{DD} - V_{on,1} - |V_{TP}|) > V_{on,2}
\]
\[
|V_{TP}| > 0, \]  

(3.44)

showing that transistor \( M_2 \) is always in saturation.
**Apply saturation condition of transistor** $M_4$

For this transistor, we need to know $V_{d,4}$ and $V_{s,4}$ to apply the saturation condition. We can determine $V_{d,4}$ as follows:

$$V_{d,4} = V_{bias} + V_{gs,6}$$
$$= V_{bias} + V_{on,6} + V_{TN}. \quad (3.45)$$

The source voltage, $V_{s,4}$, is equal to $V_{d,2}$ which is given by (3.43). Now, we can apply the saturation condition as

$$V_{sd,4} > V_{sd,\text{sat},4}$$
$$V_{s,4} - V_{d,4} > V_{on,4}$$

$$(V_{DD} - V_{on,1} - |V_{TP}|) - (V_{bias} + V_{on,6} + V_{TN}) > V_{on,4}$$

$$V_{DD} - |V_{TP}| - V_{TN} - V_{bias} > V_{on,2} + V_{on,4} + V_{on,6}.$$ 

Substituting in for each $V_{on,i}$ voltage, we get

$$V_{DD} - |V_{TP}| - V_{TN} - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \left( \frac{1}{\sqrt{K_P \cdot s_2}} + \frac{1}{\sqrt{K_P \cdot s_4}} + \frac{1}{\sqrt{K_N \cdot s_6}} \right)$$

$$V_{DD} - |V_{TP}| - V_{TN} - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \left( \frac{3}{\sqrt{x_4}} \right)$$

where $x_4 = K_P \cdot s_2 = K_P \cdot s_4 = K_N \cdot s_6$. Then

$$x_4 > \frac{18V_{bias}}{R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{TN} - V_{bias})^2}. \quad (3.46)$$
Substituting in $x_4 = K_N \cdot s_6$, we get

$$s_6 > \frac{18V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{TN} - V_{bias})^2}$$  \hspace{1cm} (3.47)

with

$$s_2 = s_4 = \frac{K_N}{K_P} s_6.$$  

Summary of Design Equations

A summary of all design equations for the P-cascode current conveyor is as follows:

$$s_1 = s_2 = s_3 = s_4 = \frac{K_N}{K_P} s_5 = \frac{K_N}{K_P} s_6,$$  \hspace{1cm} (3.48)

$$s_5 > \frac{18V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - 2|V_{TP}| - V_{bias})^2},$$  \hspace{1cm} (3.49)

$$s_6 > \frac{18V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{TN} - V_{bias})^2},$$  \hspace{1cm} (3.50)

which can be combined as

$$s_{5,6} > \frac{18V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - \max (|V_{TP}|, V_{TN}) - V_{bias})^2}.$$  \hspace{1cm} (3.51)

Simulation Result

To evaluate the performance of the P-cascode current conveyor circuit, the circuit was designed and simulated in the 3M2P 0.5 µm process in the Cadence Design Environment using the Spectre simulator. The above design equations were used to size the transistors, targeting
Figure 3.8: Simulation of the P-cascode current conveyor. (Left) shows the $V_{mtj}$ and $V_{bias}$ voltages and (right) shows the $I_{sd,1}$ and $I_{sd,2}$ branch currents. For this circuit, $V_{bias} = 0.1 \text{ V}$, $R_{mtj} = 1 \text{ k}\Omega$, $L = 2 \mu\text{m}$, $s_N = 4.0$, and $s_P = 12.4$.

$V_{bias} = 0.1 \text{ V}$ and $R_{mtj} = 500 \text{ }\Omega$, and using transistor lengths of $2 \mu\text{m}$ for all transistors. The shape factors chosen were $s_N = 4.0$ (for the NMOS transistors) and $s_P = 12.4$ (for the PMOS transistors). The circuit was then simulated using $V_{bias} = 0.1 \text{ V}$ and $R_{mtj} = 1 \text{ k}\Omega$, producing the simulation result shown in Figure 3.8. The $V_{mtj}$ and $V_{bias}$ voltages are compared in the left plot and the $I_{sd,1}$ and $I_{sd,2}$ currents are compared in the right plot to see how well they match. The resistance was swept from $50 \text{ }\Omega$ to $100 \text{ M}\Omega$. At low $R_{mtj}$ resistance, the $V_{bias}$ voltage cannot be maintained across $R_{mtj}$ until about $500 \text{ }\Omega$. And, at high resistance, the $V_{mtj}$ node follows $V_{bias}$, this time with a smaller offset than the basic current conveyor of up to $10 \text{ mV}$.

3.2.3 NP-cascode

The NP-cascode current conveyor, shown in Figure 3.9, is formed by transistors $M_{1-8}$. Transistors $M_{1-4}$ form a cascoded PMOS current mirror circuit and transistors $M_{5-8}$ for a cascoded NMOS current mirror circuit. The NP-cascode current conveyor also operates similarly to the basic and P-cascode current conveyor circuits. Voltage $V_{mtj}$ is clamped to $V_{bias}$ potential and produces current $I_{mtj}$ down through the left branch with $I_{mtj} = V_{bias}/R_{mtj}$.
The currents are mirrored between branches with a 1:1 gain with the widths and lengths of the transistors matched. With the addition of the N-cascode structure, $s_1 = s_2$, $s_3 = s_4$, $s_5 = s_6$, $s_7 = s_8$, and $I_{mtj} = I_{sd,1} = I_{sd,2} = I_{sd,3} = I_{sd,4} = I_{ds,5} = I_{ds,6} = I_{ds,7} = I_{ds,8}$.

To solve for the conditions that will keep all transistors in saturation, we first observe that transistors $M_{1,3,6,8}$ are diode-connected, and according to (3.14, 3.15), are always in saturation. Without going through a full-proof (as in the previous section), if $I_{sd,1} = I_{sd,2}$ and $s_1 = s_2$, then $M_2$ is in saturation. Also, if $I_{ds,7} = I_{ds,8}$ and $s_7 = s_8$, then $M_7$ is in saturation.

Setting $I_{ds,7} = I_{ds,8}$, then $V_{mtj} = V_{bias}$, without going through a full proof again.
Apply saturation condition for transistor $M_5$

First, find the drain voltage of transistor $M_5$:

$$V_{d,5} = V_{DD} - V_{sg,1} - V_{sg,3}$$

$$= V_{DD} - (V_{on,1} + |V_{TP}|) - (V_{on,3} + |V_{TP}|). \quad (3.52)$$

Next, find the source voltage of transistor $M_5$. We can note that $V_{gs,5} = V_{gs,6}$ because transistors $M_{5,6}$ are identical with the same current. This gives

$$V_{s,5} = V_{bias} + V_{gs,8} + V_{gs,6} - V_{gs,5}$$

$$= V_{bias} + V_{gs,8}$$

$$= V_{bias} + (V_{on,8} + V_{TN}). \quad (3.53)$$

Then apply the condition for saturation:

$$V_{ds,5} > V_{ds,sat,5}$$

$$V_{d,5} - V_{s,5} > V_{on,5}$$

$$V_{DD} - 2 |V_{TP}| - V_{TN} - V_{bias} > V_{on,1} + V_{on,3} + V_{on,5} + V_{on,7}.$$ 

Note, $V_{on,8}$ was substituted with $V_{on,7}$ which it is equal to. Next, let $x = K_P \cdot s_1 = K_P \cdot s_3 = K_N \cdot s_5 = K_N \cdot s_7$. This gives

$$V_{DD} - 2 |V_{TP}| - V_{TN} - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \left( \frac{1}{\sqrt{K_P \cdot s_1}} + \frac{1}{\sqrt{K_P \cdot s_3}} + \frac{1}{\sqrt{K_N \cdot s_5}} + \frac{1}{\sqrt{K_N \cdot s_7}} \right)$$

$$V_{DD} - 2 |V_{TP}| - V_{TN} - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \left( \frac{4}{\sqrt{x}} \right).$$
Solving for $x$, we get

$$\sqrt{x} > \sqrt{\frac{2V_{bias}}{R_{mtj}} \left( \frac{4}{V_{DD} - 2|V_{TP}| - V_{TN} - V_{bias}} \right)}$$

$$x > \frac{32V_{bias}}{R_{mtj} \cdot (V_{DD} - 2|V_{TP}| - V_{TN} - V_{bias})^2}.$$  \hfill (3.54)

Substituting $x = K_N \cdot s_5$ back in, gives

$$s_5 > \frac{32V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - 2|V_{TP}| - V_{TN} - V_{bias})^2}$$

with

$$s_1 = s_3 = \frac{K_N}{K_P} s_5 = \frac{K_N}{K_P} s_7.$$ \hfill (3.56)

**Apply saturation condition of transistor $M_4$**

First, find the drain voltage of transistor $M_4$:

$$V_{d,4} = V_{bias} + V_{gs,8} + V_{gs,6}$$

$$= V_{bias} + (V_{on,8} + V_{TN}) + (V_{on,6} + V_{TN}).$$ \hfill (3.57)

Next, find the source voltage of transistor $M_4$. We can note that $V_{sg,3} = V_{sg,4}$ because transistors $M_{3,4}$ are identical with the same current. This gives

$$V_{s,4} = V_{DD} - V_{sg,1} - V_{sg,3} + V_{sg,4}$$

$$= V_{DD} - V_{sg,1}$$

$$= V_{DD} - (V_{on,1} + |V_{TP}|).$$ \hfill (3.58)
Then apply the condition for saturation:

\[ V_{sd,4} > V_{sd,sat,4} \]

\[ V_{s,4} - V_{d,4} > V_{on,4} \]

\[ V_{DD} - |V_{TP}| - 2V_{TN} - V_{bias} > V_{on,2} + V_{on,4} + V_{on,6} + V_{on,8}. \]

Note, \( V_{on,1} \) was substituted with \( V_{on,2} \) which it is equal to. Next, let \( x = K_P \cdot s_2 = K_P \cdot s_4 = K_N \cdot s_6 = K_N \cdot s_8 \). This gives

\[ V_{DD} - |V_{TP}| - 2V_{TN} - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \left( \frac{1}{\sqrt{K_P \cdot s_2}} + \frac{1}{\sqrt{K_P \cdot s_4}} + \frac{1}{\sqrt{K_N \cdot s_6}} + \frac{1}{\sqrt{K_N \cdot s_8}} \right) \]

\[ V_{DD} - |V_{TP}| - 2V_{TN} - V_{bias} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \left( \frac{4}{\sqrt{x}} \right). \]

Solving for \( x \), we get

\[ \sqrt{x} > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \left( \frac{4}{V_{DD} - |V_{TP}| - 2V_{TN} - V_{bias}} \right) \]

\[ x > \frac{32V_{bias}}{R_{mtj} \cdot (V_{DD} - |V_{TP}| - 2V_{TN} - V_{bias})^2}. \] (3.59)

Substituting \( x = K_P \cdot s_4 \) back in, gives

\[ s_4 > \frac{32V_{bias}}{K_P \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - 2V_{TN} - V_{bias})^2}. \] (3.60)

with

\[ s_2 = s_4 = \frac{K_N}{K_P} \cdot s_6 = \frac{K_N}{K_P} \cdot s_8. \] (3.61)
Summary of Design Equations

A summary of all design equations for the NP-cascode current conveyor is as follows:

\[ s_1 = s_2 = s_3 = s_4 = \frac{K_N}{K_P} s_5 = \frac{K_N}{K_P} s_6 = \frac{K_N}{K_P} s_7 = \frac{K_N}{K_P} s_8, \]  
\[ s_5 > \frac{32V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - 2|V_{TP}| - V_{TN} - V_{bias})^2}, \]  
\[ s_6 > \frac{32V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - 2V_{TN} - V_{bias})^2}, \]

which can be combined as

\[ s_{5,6} > \frac{32V_{bias}}{K_N \cdot R_{mtj} \cdot (V_{DD} - |V_{TP}| - V_{TN} - \max(|V_{TP}|, V_{TN}) - V_{bias})^2}. \]  

Simulation Result

To evaluate the performance of the NP-cascode current conveyor circuit, the circuit was designed and simulated in the 3M2P 0.5 µm process in the Cadence Design Environment using the Spectre simulator. The above design equations were used to size the transistors, targeting \( V_{bias} = 0.1 \) V and \( R_{mtj} = 500 \) Ω, and using transistor lengths 2 µm for all transistors. The shape factors chosen were \( s_N = 12.0 \) (for the NMOS transistors) and \( s_P = 37.2 \) (for the PMOS transistors). The circuit was then simulated using \( V_{bias} = 0.1 \) V and \( R_{mtj} = 1 \) kΩ, producing the simulation result shown in Figure 3.10. The \( V_{mtj} \) and \( V_{bias} \) voltages are compared in the left plot and the \( I_{sd,1} \) and \( I_{sd,2} \) currents are compared in the right plot to see how well they match. The resistance was swept from 50 Ω to 100 MΩ. At low \( R_{mtj} \)
resistance, the $V_{bias}$ voltage cannot be maintained across $R_{mtj}$ until about 250 $\Omega$ or so. And, at high resistance, the $V_{mtj}$ node follows $V_{bias}$ very closely, with virtually no offset.

### 3.2.4 Generalized

We can generalize these results to produce a set of design equations for sizing the transistors for any number of N or P cascode stages. First, the saturation condition of transistor $M_i$ on a branch containing transistor set $T$ is

$$V_{DD} - \sum_{j \in T} V_{T,j} - V_{bias} > \sum_{j \in T} V_{on,j},$$

or

$$V_1 > \sum_{j \in T} V_{on,j}$$
where $V_1 = V_{DD} - \sum_{j \in T} V_{T,j} - V_{bias}$. Expanding the $V_{on,j}$ terms, we get

$$j \neq i$$

$$V_1 > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \sum_{j \in T} \left( \frac{1}{\sqrt{K_j \cdot s_j}} \right).$$

(3.67)

From this, we can get a generalized result:

$$\sum_{j \in T} \left( \frac{1}{\sqrt{K_j \cdot s_j}} \right) < \sqrt{\frac{R_{mtj} \cdot (V_1)^2}{2V_{bias}}},$$

(3.68)

or

$$\sqrt{K_1 \cdot s_1} || \cdots || \sqrt{K_{|T|} \cdot s_{|T|}} > \sqrt{\frac{2V_{bias}}{R_{mtj} \cdot (V_1)^2}}.$$  

(3.69)

Continuing from (3.67), let $x = K_j \cdot s_j$ for each $j = 1, \ldots, |T|$. Then

$$V_1 > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \cdot \sum_{j \in T} \left( \frac{1}{\sqrt{x}} \right)$$

$$V_1 > \sqrt{\frac{2V_{bias}}{R_{mtj}}} \cdot \frac{|T|}{\sqrt{x}}$$

$$x > \frac{2|T|^2 V_{bias}}{R_{mtj} \cdot (V_1)^2}.$$  

(3.70)

Substituting $x = K_j \cdot s_j$ back in, we get

$$s_j > \frac{2|T|^2 V_{bias}}{K_j \cdot R_{mtj} \cdot (V_1)^2}.$$  

(3.71)
Assuming that $V_{TN}$ and $V_{TP}$ are constant for all NMOS and PMOS transistors, respectively, we can make a simplification of the design equations. Along one branch,

\[ n = \# \text{ of NMOSs} \]
\[ p = \# \text{ of PMOSs} \]

where $n + p = |T|$. Then,

\[ s_N > \frac{2(n + p)^2 V_{bias}}{K_N \cdot R_{mtj} \cdot (V_1)^2} \quad (3.72) \]

where

\[ V_1 = V_{DD} - (p - 1)|V_{TP}| - (n - 1)V_{TN} - \max(|V_{TP}|, V_{TN}) - V_{bias}, \quad (3.73) \]

\[ s_P = \frac{K_N}{K_P}s_N. \quad (3.74) \]

To use these equations, simply set $n$ and $p$ appropriately for the chosen cascode structure. For the basic current conveyor, $n = 1$ and $p = 1$. For the P-cascode current conveyor, $n = 1$ and $p = 2$. And, for the NP-cascode current conveyor, $n = 2$ and $p = 2$. Other combinations of cascode structures can be explored by further changing $n$ and $p$. Once these two parameters are chosen, then the $s_N$ and $s_P$ equations will provide the necessary shape factors of the transistors so that they will operate with the given $V_{bias}$ voltage and $R_{mtj}$ resistance.
3.3 Read circuit design

We now present the design of a resistance-to-voltage (R2V) read circuit based on the current-mode read circuit design from Section 3.1. It works by performing a continuous read to sense an input resistance and produce a rail-to-rail logic voltage output. Then, we present area, transient response, power, and jitter characterizations with simulation results of the read circuit in the 3M2P 0.5 µm process and compare these results to a second implementation in a 5 metal 1 poly (5M1P) 0.18 µm process.

The design of the resistance-to-voltage (R2V) read circuit is shown in Figure 3.11 in the 3M2P 0.5 µm process. It consists of three parts: current conveyor, current comparator, and rail-to-rail output buffer. The current conveyor pins a voltage across the input resistance and produces an output current inversely proportional to the input resistance. That current is compared to a threshold current, \( I_{th} \), by the current comparator, and then amplified rail-to-rail by the output buffer.

**Current conveyor:** The current conveyor circuit, formed by transistors \( M_{1-6} \), is the P-cascode type from Section 3.2.2. It consists of two back-to-back current mirrors; one formed by a PMOS-cascode structure and the second one by an NMOS one. It is designed to have equal currents flowing through both branches.

Recapping the P-cascode current conveyor derivation in Section 3.2.2, this circuit operates by clamping the voltage \( V_{mtj} \) to \( V_{bias} \) over the resistance \( R_{mtj} \) at the input. The current \( I_{mtj} \) that flows through \( M_{1-3} \) and \( R_{mtj} \) is \( I_{mtj} = \frac{V_{bias}}{R_{mtj}} \). \( I_{mtj} \) is then mirrored to the current comparator through the current mirror formed by \( M_{1,2} \) and \( M_{7,8} \). All transistors operate in the saturation region satisfying the conditions \( V_{ds} > V_{ds,sat} \) for NMOS and \( V_{sd} > V_{sd,sat} \) for PMOS. Transistors \( M_{1,2,6} \) are diode-connected and therefore always operate in saturation.
Transistors $M_{3,4,5}$ are determined by design equations and are biased such that they operate at the edge of the saturation region in order to get the smallest aspect ratio. Body and lambda effects are not considered:

$$\frac{W}{L_3} > \frac{18V_{bias}}{K_N R_{mtj}} \left( V_{DD} - |V_{TP}| - \max (|V_{TP}|, V_{TN}) - V_{bias} \right)^2, \quad (3.75)$$

$$\frac{W}{L_{4,5}} > \frac{18V_{bias}}{K_P R_{mtj}} \left( V_{DD} - |V_{TP}| - \max (|V_{TP}|, V_{TN}) - V_{bias} \right)^2. \quad (3.76)$$

Here, all aspect ratios for NMOS transistors are equal ($\frac{W}{L_3} = \frac{W}{L_6}$) and all aspect ratios for PMOS transistors are equal ($\frac{W}{L_1} = \frac{W}{L_2} = \frac{W}{L_4} = \frac{W}{L_5}$). $V_{DD}$ is the supply voltage, $V_{TN}$ is the NMOS threshold voltage, $V_{TP}$ is the PMOS threshold voltage, $K_N$ is the NMOS
transconductance parameter, $K_P$ is the PMOS transconductance parameter, $V_{bias}$ is the input bias voltage, and $R_{mtj}$ is the input MTJ resistance.

It is good to note that since the read circuit is designed to distinguish between two discrete resistance inputs, it has significant tolerance for error in the read current. Small transistors may be able to be used while still allowing the read circuit to correctly distinguish between two input states.

**Current comparator:** The current comparator, formed by transistors $M_{7-10}$, compares an output current to a threshold current, $I_{th}$, and converts it to a logic voltage output [51]. $M_{1,2}$ current is copied and sourced by transistors $M_{7,8}$. Likewise, $M_{15,16}$ current is copied and sunk by transistors $M_{9,10}$. The output voltage $V_{N1}$ at node $N1$ will swing depending on which current is greater. The voltage swing is determined analytically (using 1st order approximations) as

$$2 \sqrt{\frac{2I_{th}}{W_{9,10} \cdot K_N}} + V_{TN} < V_{N1} < V_{DD} - 2 \sqrt{\frac{2I_{mtj}}{W_{7,8} \cdot K_P}} - |V_{TP}|$$ (3.77)

where $I_{mtj}$ is the current through $R_{mtj}$, $I_{th}$ is the threshold current, and $\frac{W}{L_i}$ is the aspect ratio of the $i^{th}$ transistor.

**Rail-to-rail output buffer:** The last stage of the read circuit is the rail-to-rail output buffer formed by transistors $M_{11-14}$. This buffer performs voltage amplification of the current comparator output voltage $V_{N1}$ to get a rail-to-rail logic voltage output $MCLK$ used to drive downstream logic. The buffer is designed to drive a 600 fF capacitive load with 1 ns rise/fall times (10–90%).
Table 3.7: Comparison of relevant process parameters for the R2V read circuit.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>3M2P 0.5 μm</th>
<th>5M1P 0.18 μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{DD}$</td>
<td>5.0 V</td>
<td>1.8 V</td>
</tr>
<tr>
<td>$K_N/K_p$</td>
<td>$110/32 \frac{\mu A}{V}$</td>
<td>$342/74 \frac{\mu A}{V}$</td>
</tr>
<tr>
<td>$V_{TN}/V_{TP}$</td>
<td>0.77/−0.95 V</td>
<td>0.5/−0.49 V</td>
</tr>
</tbody>
</table>

We laid out and simulated the R2V read circuit in the 3M2P 0.5 μm process and the 5M1P 0.18 μm process to compare how circuit characteristics change at smaller process dimensions. Table 3.7 compares the relevant process parameters. The circuit is characterized in terms of area, transient response, power, and jitter in the Cadence Design Environment using Spectre simulator.

### 3.3.1 Area

The R2V read circuit is designed using the smallest transistors that will operate in the saturation region and still perform well. The layout of the circuit is shown in Figure 3.12. The dimensions of the circuit are 31.35 μm by 40.20 μm.

For the 5M1P 0.18 μm process implementation, the read circuit is redesigned with transistor aspect ratios set according to (3.75) and (3.76) to ensure the current conveyor transistors operate in the saturation region. The current conveyor and comparator transistors change as follows: $\frac{W}{L_p} = \frac{18 \mu m}{0.6 \mu m}$ to $\frac{18 \mu m}{0.18 \mu m}$ and $\frac{W}{L_n} = \frac{6 \mu m}{0.6 \mu m}$ to $\frac{4.005 \mu m}{0.18 \mu m}$. The transistors stay at about the same width but scale down in length. This is primarily due to both process circuits supplying the same $I_{mtj}$ current for a constant $R_{mtj}$. The rail-to-rail output buffer transistors are scaled $0.5 \mu m / 0.18 \mu m = 2.77$ times smaller which is the scaling factor between the two processes. The new layout has dimensions 8.28 μm by 27.27 μm. The area of the current conveyor and
Figure 3.12: Layout of the R2V read circuit in the 3M2P 0.5\,\mu m process. The sub-circuits highlighted in black boxes are (left) current conveyor, (middle) current comparator, and (right) rail-to-rail output buffer.

current mirror sub-circuits scale roughly linearly. The rail-to-rail output buffer may scale quadratically.

3.3.2 Transient response

The transient response of the circuit limits the maximum frequency at which the read circuit can be clocked by an external magnetic field and the performance of downstream circuits clocked by this read circuit. For the R2V read circuit implemented in the 3M2P 0.5\,\mu m process, the transient response is shown in Figure 3.13. The input resistance $R_{mtj}$ is clocked at 10\,MHz with values 500\,\Omega and 1\,k\,\Omega. An appropriately chosen area and resistance-area (RA) product of an MTJ device will yield these values. The bias voltage $V_{bias}$ is set to 0.1\,V which is pinned at $V_{mtj}$. The variation in $V_{mtj}$ is due to non-linearities in the current conveyor.
Figure 3.13: Transient response of the R2V read circuit at 10 MHz frequency. $R_{mtj}$ is the input resistance, $V_{mtj}$ is the voltage over $R_{mtj}$, $I_{mtj}$ is the current through $R_{mtj}$, $N1$ is the current comparator output, $N2$ is the first inverter output, and $MCLK$ is the read circuit output. Threshold current, $I_{th}$, is indicated by the dashed line on $I_{mtj}$.

$I_{mtj}$ is simulated to be 230 and 130 $\mu$A for each $R_{mtj}$, respectively. These states are distinguished by comparing $I_{mtj}$ to a threshold current $I_{th}$ indicated by the dashed line in the figure. Node $N1$ is not rail-to-rail since voltage drops are needed from drain-to-source of transistors $M_{7-10}$ to keep them turned on.

Rise/fall times can be used to identify which node limits the maximum clock frequency of the global external magnetic field. The rise/fall times, simulated from 10% to 90% between signal low and high, for $N1$, $N2$, and $MCLK$ are shown in Table 3.8 for implementations in both the 3M2P 0.5 $\mu$m and 5M1P 0.18 $\mu$m process technologies. Node $N1$ of the current comparator is shown to be the bottleneck node with a rise/fall time of 9.275/7.767 ns in the 3M2P 0.5 $\mu$m process. This is primarily due to the high impedance of the cascoded output.
Table 3.8: Rise/fall times (10–90%) and propagation delay of the R2V read circuit.

<table>
<thead>
<tr>
<th>Node</th>
<th>3M2P 0.5 µm</th>
<th>5M1P 0.18 µm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( t_{\text{rise}} )</td>
<td>( t_{\text{fall}} )</td>
</tr>
<tr>
<td>( N1 )</td>
<td>9.275 ns</td>
<td>7.767 ns</td>
</tr>
<tr>
<td>( N2 )</td>
<td>2.702 ns</td>
<td>2.694 ns</td>
</tr>
<tr>
<td>( MCLK )</td>
<td>0.977 ns</td>
<td>0.964 ns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>( t_{\text{p,rise2fall}} )</th>
<th>( t_{\text{p,fall2rise}} )</th>
<th>( t_{\text{p,rise2fall}} )</th>
<th>( t_{\text{p,fall2rise}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prop. Delay</td>
<td>7.215 ns</td>
<td>6.691 ns</td>
<td>4.625 ns</td>
<td>2.403 ns</td>
</tr>
</tbody>
</table>

Stage of the current comparator that gives large RC time constants. If speed is important, a faster current comparator such as in [52] can be used to improve performance.

The propagation delay of the R2V read circuit assesses the latency of reading the input resistance as sensed at the output. These are shown in Table 3.8. \( t_{\text{p,rise2fall}} \) is the propagation delay from a rising transition of \( R_{mtj} \) to a falling transition of \( MCLK \). Conversely, \( t_{\text{p,fall2rise}} \) is the propagation delay from a falling transition of \( R_{mtj} \) to a rising transition of \( MCLK \). The propagation delay is closely related to the rise/fall time bottleneck of the current comparator node \( N1 \). Therefore, reducing the rise/fall time of \( N1 \) should also decrease the propagation delay of the circuit.

The clock frequency is limited by the high impedance and moderate capacitance at node \( N1 \). This is observed in Figure 3.14 where the frequency is swept from 1 MHz to 100 MHz. The peak-to-peak voltage of node \( N1 \) decreases as the frequency increases beyond about 30 MHz since the node can no longer fully charge and discharge. The 3 dB point is simulated to be about 67 MHz, which is an estimate of the maximum frequency at which the circuit can operate.
Figure 3.14: Node $N1$ peak-to-peak voltage of the R2V read circuit from 1 MHz to 100 MHz frequency in the 3M2P 0.5 $\mu$m process. The 3 dB point is 67 MHz which indicates the maximum frequency of operation.

In the 5M1P 0.18 $\mu$m process, the rise/fall times and propagation delays are shorter with smaller transistor dimensions and node $N1$ having less capacitance. The 3 dB point is simulated to be about 105 MHz.

### 3.3.3 Power

The average power of the R2V read circuit is shown in Figure 3.15a as a function of frequency from 1 MHz to 100 MHz. As the frequency increases, the total average power consumed increases roughly linearly. At 100 MHz, the circuit is exceeding its maximum frequency as determined earlier and is unable to switch fast enough. Since the internal node $N1$ never fully charges or discharges, the subsequent output buffer begins to also not fully charge or discharge, thus there is overall less power consumed.

The power consumed by the read circuit limits the number of read circuits that can be built in a given power budget. The circuit continuously sinks current and consumes power. The power consumed is $3.21/1.98$ mW when $R_{mtj}$ is low/high ($500 \Omega/1 \text{k}\Omega$). During switching, the instantaneous power spikes up due to dynamic power consumption in the output buffer. The average power consumed by this circuit at 10 MHz is 3.15 mW. If we exclude the output
buffer, the average power is 2.59 mW. A breakdown of the average power of each sub-circuit at varying clock frequencies is shown in Figure 3.15b.

In this figure, the current conveyor and current comparator consume about the same power independent of varying clock frequencies whereas the output buffer exhibits dynamic power that is linearly proportional to the clock frequency. The current conveyor consumes more than twice the power of the current comparator. This is due to current flowing through two branches in the current conveyor versus one in the comparator. Also, the average current in the comparator is a little less than that in the current comparator since the current flowing through the comparator cannot be greater than $I_{th}$.

For the 5M1P 0.18 µm process, the current flowing through each branch of the current conveyor and current comparator remains the same, but the power supply is now operating at 1.8 V instead of 5 V. This results in less overall power consumed. At 10 MHz, the total average power is 0.65 mW. Again, if we exclude the output buffer, the average power is 0.63 mW.
3.3.4 Jitter

Noise from the transistors in the R2V read circuit contribute to jitter, an uncertainty in time, in the MCLK output. Jitter on MCLK contributes to phase delay between two or more outputs. A Monte Carlo simulation is used to simulate the time-domain noise in the read circuit. Each noise source is replaced by a random variable and simulated in time. In the 3M2P 0.5 \( \mu \)m process technology, this simulation was done for 100 runs with thermal noise sources from 100 kHz to 1 GHz frequency. The jitter is calculated by measuring the delta time between when MCLK output crosses \( \frac{V_{DD}}{2} \) compared to the average crossing time. A histogram of the time jitter is shown in Figure 3.16a for rising and falling edges with an overlaid Gaussian probability density function. The standard deviation, \( \sigma \), of the jitter for the rising and falling edges is \( 10.47 \pm 0.74 \) ps and \( 10.15 \pm 0.72 \) ps, respectively.

A normal quantile-quantile plot, shown in Figure 3.16b, is a better way to test if the data are from a Gaussian normal distribution. In this plot, jitter quantiles are compared to Gaussian normal quantiles. Since the data form a straight line, it is determined to be Gaussian normal distributed. For a Gaussian normal distribution, 99.7% of all random samples occur within \( \pm 3\sigma \). Therefore, the jitter can be as high as \( 6\sigma \approx 62.8 \) ps for the rising edge or \( 6\sigma \approx 60.9 \) ps for the falling edge.

3.3.5 Discussion of simulated circuits

We have designed an R2V read circuit to interface with MTJ devices. This circuit is characterized in terms of area, transient response, power, and jitter in the 3M2P 0.5 \( \mu \)m and 5M1P 0.18 \( \mu \)m process technologies. As the process scales down to smaller dimensions, the area decreases, rise/fall times decrease, propagation times decrease, maximum frequency increases,
power consumption decreases, and jitter decreases. A summary of these results is given in Table 3.9.

From this investigation, we learned that the R2V read circuit has several areas for improvement. One, node N1 in the current comparator has the highest rise/fall times, creating a performance bottleneck. A faster current comparator such as in [52] can be used to improve performance. And two, the power consumed and circuit area can be further reduced. Transistors $M_{1-3}$ must provide $I_{mtj}$ current flowing through it. But, transistors $M_{4-10}$ could operate on less current, thus allowing these transistors to be made smaller.
Table 3.9: Summary of results for the R2V read circuit.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>3M2P 0.5( \mu )m</th>
<th>5M1P 0.18( \mu )m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dim. of Layout</td>
<td>31.35 \times 40.20 ( \mu )m</td>
<td>8.28 \times 27.27 ( \mu )m</td>
</tr>
<tr>
<td>Area of Layout</td>
<td>1,260 ( \mu )m(^2)</td>
<td>226 ( \mu )m(^2)</td>
</tr>
<tr>
<td>( f_{N1,3\mu B} )</td>
<td>67 MHz</td>
<td>105 MHz</td>
</tr>
<tr>
<td>( t_{N1,r/f} ) ((10-90%))</td>
<td>9.275/7.767 ns</td>
<td>5.430/5.240 ns</td>
</tr>
<tr>
<td>( t_{N2,r/f} ) ((10-90%))</td>
<td>2.702/2.694 ns</td>
<td>0.805/0.809 ns</td>
</tr>
<tr>
<td>( t_{MCLK,r/f} ) ((10-90%))</td>
<td>0.977/0.964 ns</td>
<td>0.225/0.230 ns</td>
</tr>
<tr>
<td>( t_{p,r/2f,f2r} )</td>
<td>7.215/6.691 ns</td>
<td>4.625/2.403 ns</td>
</tr>
<tr>
<td>( P_{avg@10MHz} )</td>
<td>3.15 mW</td>
<td>0.65 mW</td>
</tr>
<tr>
<td>( \sigma_{MCLK,jitter,r/f} )</td>
<td>10.47 \pm 0.74 ps /</td>
<td>8.67 \pm 0.62 ps /</td>
</tr>
<tr>
<td></td>
<td>10.15 \pm 0.72 ps</td>
<td>12.70 \pm 0.90 ps</td>
</tr>
</tbody>
</table>

r = rise, f = fall
Chapter 4

MTJ Read Circuit Experimentation

in 0.5 µm Process

A test chip was designed and fabricated in the 3 metal 2 poly (3M2P) 0.5 µm process for testing the MTJ read circuit designed in Chapter 3 and to evaluate the feasibility of magnetic global clocking. The design was done using the Cadence Design Environment tools and simulated using the Spectre simulator. The chip was designed such that the magnetic tunnel junction (MTJ) devices can be replaced with resistors, thus allowing testing without MTJs. Due to us being unable to attain MTJs for testing, we are therefore limited to only experimentally testing the MTJ read circuit (which can use resistors) but not the magnetic global clocking (which needs actual MTJs for sensing the magnetic field).

In this chapter, we first describe the prototype chip containing test circuits for testing the read circuit and magnetic global clocking, and then describe the test setup and infrastructure which includes a custom printed circuit board (PCB), a field-programmable gate array (FPGA) board with custom firmware, and custom software to control the test setup. Last, we present performance results from experimentation of the MTJ read circuit.
4.1 Prototype chip

The prototype test chip, implemented in a complementary metal-oxide semiconductor (CMOS) process, is designed to test the MTJ read circuit and magnetic global clocking with circuitry dedicated to each. An overview of the chip is shown in Figure 4.1. This chip has dimensions 1.5 mm x 3.0 mm, which is the size of 2 tiny chips in the 3M2P 0.5 µm process. There are 58 total assigned pins with 8 pins on the bottom for MTJ wire bonded connections. Each pin can be defined as either analog (a) or digital (d), and as an input (in), output (out), or in/out (io). Therefore, e.g. a pin labeled as “(ain)” represents an analog input pin.

The test chip contains 4 quadrants and the common circuitry. Each quadrant contains a magnetic sense circuit (MSC), a shift register (SR), a 2x1 clock input select multiplexer for the shift register, and a 4x1 data input select multiplexer for the shift register. Collectively, a single quadrant forms a local “clock domain”. The common circuitry contains biasing circuits (Biasing), a configuration shift register (Config SR), a bank of phase detectors (PD), a 4x1 voltage analog multiplexer (for probing the MTJ load voltage), and a 5x1 current analog multiplexer (for probing the MTJ current from the read circuit).

The chip contains a number of pins for power, biasing, configuration, test input/outputs, MTJ connections, and reset. Power pins include MSCVDDx (individual MSC power inputs which can be measured in testing), AVDD (analog power), DVDD (digital power), GND (ground), and MTJGND (the ground for the MTJ devices). One biasing pin, IBUF_BIAS, is a biasing current that biases the MTJ load voltage buffer. Configuration pins include SIN (serial input), SOUT (serial output), and SCLK (serial clock). Test input pins include CLKIN (clock input), SRINx (serial register input), ITHx (threshold current), and VBIAS (common bias or reference voltage for all read circuits). Test output pins include SROUTx.
Figure 4.1: Prototype test chip schematic (overview). The test chip has dimensions 1.5 mm x 3.0 mm (2 tiny chips) with 58 total assigned pins and 8 pins on the bottom for MTJ wire bonded connections. The chip is divided into 4 quadrants, each containing a read circuit, and the common circuitry in the middle with a configuration register and additional test circuitry.
Figure 4.2: Chip bonding diagram. The CMOS test chip is fabricated in the size of 2 tiny chips (3.0 mm x 1.5 mm) and wire bonded to a die with fabricated MTJ devices.

(serial register output), MCLKx (magnetic clock output), PDxy (phase detector output), IOUT_MUX (multiplexed read circuit output current), and MTJOUT (multiplexed MTJ load voltage buffered output). MTJ connection pins are the bottom 8 MTJx+/− pins. And one reset pin, RST, performs a global, asynchronous reset of all digital circuits (which include the configuration register in the common circuitry and all shift registers in the quadrants).

The configuration register is located in the common circuitry and consists of a chain of D flip-flop registers that form a shift register. It is programmed and read via the SIN, SOUT, and SCLK pins. This register is used to configure multiplexers and switches on the chip that control test circuits for testing the read circuit and magnetic global clocking. The register is logically divided into sections for configuring the common circuitry and each quadrant. In the common circuitry, there are multiplexers for reading out the buffered MTJ load voltage and the MTJ read current from one of the quadrants. In each quadrant, there are switches that control the MSC, and multiplexers for selecting clock and data input sources for the shift registers.

The chip is designed to be wire bonded to MTJs that have been fabricated on another die. The setup for this is shown in Figure 4.2 where the CMOS chip is arranged longways on the left and the die containing the MTJs on the right. The MTJs are then wire bonded to the MTJ pins on the CMOS chip. This setup allows the CMOS chip and MTJs to be fabricated separately with connections made post-fabrication. Fabrication of MTJ devices directly on the CMOS die has been demonstrated by Durlam et al. [1].
4.1.1 Read circuit testing

The read circuit is contained in the magnetic sense circuit (MSC) of each quadrant. The MSC, shown in Figure 4.3, interfaces with an MTJ device or other resistive load and generates the output MCLK. The MTJ device is interfaced through the MTJx+/− pins located at the bottom of the chip. MTJ+ connects into the MSC whereas MTJ− connects to ground supplied by the MTJGND pin. The MSC consists of the read circuit, a bank of input sources, a bank of capacitors, and an output buffer. The read circuit, which is shown in Figure 3.11, has three inputs: the MTJ load (MTJ_LOAD), the VBIAS voltage, and the ITH threshold current. The MTJ load is connected to a network of switches that allow different resistive sources and load capacitances to be connected to the read circuit. This voltage can be monitored during testing via the MTJ_BUF output. The VBIAS voltage in the read circuit pins the voltage over the MTJ load. This in turn produces a current through the MTJ load which is compared to the ITH threshold current. The result of this comparison produces the digital logic voltage output at MCLK.

There are 11 switch options that are programmable in the MSC via the configuration register. Switches S0 – S2 control the input source selected. Switch S3 controls the connecting of the next section of switches. Switches S4 – S9 control the amount of extra load capacitance that can be added to the MTJ load. And, switch S10 controls the connecting of the output buffer for monitoring the MTJ load node voltage. Switches S1 and S2 connect a pair of integrated (i.e., internal) resistors and external resistors, respectively, that can be toggled within a pair via the CLKIN pin. This is done using decode logic, shown in Figure 4.4, which splits S1 and S2 into pairs of signals, producing S1L, S1H, S2L, and S2H. These in turn drive the switches in the MSC.
Figure 4.3: Magnetic sense circuit (MSC). This consists of a read circuit, a bank of input sources, a bank of capacitors, and an output buffer.

Figure 4.4: MSC decode logic. This logic decodes the S1 and S2 select signals further based on the logic value of the CLKIN signal to select which resistor in a pair is active.
Each switch has an associated “on” resistance that is added in series with the connection it makes. This resistance varies depending on the size of the transistor implementing the switch. Increasing \( \frac{W}{L} \) of the transistor reduces this “on” resistance. This is only necessary, however, for switches that must carry current or need to switch quickly. Since switches S0 – S9 have this requirement, large transistors are used to implement them (\( \frac{W}{L} = \frac{45 \mu m}{0.6 \mu m} \)) with an “on” resistance of \( \approx 41 \Omega \). Switch S10 carries no current and therefore is designed with minimum size.

In the MSC, there are three input sources that can be selected for the MTJ load: MTJ+ pin, integrated resistors, and external resistors. S0 selects the MTJ+ pin which is the wire bonded connection to the MTJ. S1 selects the integrated resistors which are integrated on the chip and have nominal values \( R_L = 500 \Omega \) and \( R_H = 1 \, k\Omega \). The bottom of the integrated resistors are connected to MTJGND. Last, S2 selects the external resistors which are settable off-chip via the EXRL (low resistance) and EXRH (high resistance) pins. These different modes of selecting the input provide the capability of testing the read circuit with and without MTJs.

The load capacitance bank provides the capability to add extra capacitance to the MTJ load by enabling switch S3 and programming the amount of capacitance by switches S4 – S9. The capacitance bank can be programmed from 0 to 31 with a unit capacitance of \( C = 1 \, pF \), thus allowing a range of 0 to 31 \( pF \) of extra capacitive load. This provides a way to test the relative insensitivity of the input node to capacitance as was determined as a result of the analysis in Section 3.1.

The MTJ load voltage can be monitored from the MTJ_BUF output by enabling switches S3 and S10. This in turn connects the buffer to the MTJ load voltage, which allows it to be read off-chip. The buffer is implemented as a P-source follower and incurs a gate-to-source offset in the voltage output. The amount of offset depends on the biasing of the P-source follower.
The P-source follower is biased by sourcing a current into the source of the transistor which is set via the current supplied into the IBUF_BIAS pin. Disabling S10, the buffer is driven with ground potential allowing the offset to be measured.

### 4.1.2 Global clock testing

In a magnetic global clocking system, read circuits distributed on a chip can be used to generate multiple clock signals that are synchronous to a global magnetic clock. Variations in the MTJ devices and transistors, circuit noise/jitter, and wire delays can all contribute to clock skew or phase delay between clock signals. To measure this phase delay and test global clocking, we have developed the test chip with multiple distributed read circuits and a phase detecting circuit. The test chip, shown earlier in Figure 4.1, is designed with four quadrants, each containing a read circuit (which is interfaced to an MTJ), a digital shift register, and two multiplexers (for selecting data and clock input sources to the shift register); and a phase detector circuit located in the center of the chip (for measuring phase delay between read circuits).

The read circuit senses an oscillating global magnetic field and produces a digital clock output called MCLK. The digital shift register shifts a bit pattern and is clocked by either CLKIN (from a pin) or MCLK (from the read circuit) through the clock multiplexer. The data input can be the SRINx pin of the quadrant or the output of the digital shift register of another quadrant selectable by the data multiplexer. This programmability in the data input allows interconnections to be made between quadrants, thus allowing global clocking to be tested with a long shift register formed by these interconnections.

The digital shift register in the quadrant, shown in Figure 4.5, consists of four D flip-flops which are clocked synchronously by CLK (the clock input set via the clock multiplexer) and
Figure 4.5: Digital shift register. This is constructed using a chain of four D flip-flops which are clocked synchronously by CLK and reset globally by RST.

reset globally by RST. The shift register can easily be tested in the lab for correctness by supplying a bit pattern at the input and observing the same bit pattern at the output. A string of shift registers formed by interconnections between each quadrant (for testing global clocking) can be tested for correctness in the same way.

Phase measurements are made between read circuits by the phase detector circuit located in the center of the chip. The main purpose of the phase detector is to measure large phase differences due to process variations in the MTJs or in the read circuits. The output of each read circuit is routed to the phase detector using equal length wire runs in order to have equal propagation delay of the distributed clock (i.e., the global magnetic field). The phase detector is designed using an array of symmetric XOR gates followed by buffers. The XOR gates are designed to be symmetric so that they will produce the same pulse output whether rising or falling edges occur, or whether one input arrives first or the other. The buffer is designed to drive a pin capacitance of $8 \text{pF}$ with $1 \text{ns}$ rise/fall time.

The range of the phase detector sets the smallest phase difference that can be detected. Since the speed of the buffer affects the pulse output, we consider the range of both the XOR gate and the buffer. A plot of the simulated phase detector response is shown in Figure 4.6. The input phase delay is set by adjusting the time between input resistance changes. The pulse width is measured by determining the difference in time of the rising and falling edges at the $V_{DD}/2$ voltage crossing point. In the plot, the response becomes non-linear at small pulse widths due to the pulse being too short to charge all the way to
Figure 4.6: Simulated phase detector response plot in the 3M2P 0.5 µm process. The top plot shows the XOR output which detects as low as 0.25 ns and is linear above 0.4 ns. The bottom plot shows the buffer output which detects as low as 1.25 ns and is linear above 2 ns.

$V_{DD}$. With this in mind, the smallest detectable pulse width is 0.25/1.25 ns for the XOR and buffer outputs, respectively and are linear above 0.4/2 ns. The resistance-to-voltage (R2V) read circuit jitter, measured in simulation at $\sigma \approx 10$ ps (see Section 3.3.4) is insignificant compared to the smallest detectable phase delay. Hence, we anticipate any measured phase delay to be principally due to variations in MTJ devices.

### 4.1.3 Fabrication

The prototype test chip was fabricated in the 3M2P 0.5 µm process to produce five chips for testing. The layout of the chip is shown in Figure 4.7. Three chips were packaged and wire bonded by the manufacturer while the remaining two chips were left unpackaged (dies only). The three packaged, wire bonded chips are for testing the chip without MTJs with the MTJx+- pads on the die wire bonded to package pins for testing purposes. The two unpackaged dies are for manually packaging and wire bonding the chip with MTJs connected directly to the MTJx+- pads on the die.
Figure 4.7: Prototype test chip layout.
Figure 4.8: System overview of test setup. This includes a personal computer (PC) with software to control the test setup, an FPGA board with custom firmware to communicate with the PC and generate test signals to the custom printed circuit board (PCB), and the custom PCB to interface to the fabricated test chip.

4.2 Test setup

We have developed testing infrastructure for testing the fabricated prototype chip. An overview of the system is shown in Figure 4.8 which includes a personal computer (PC), an FPGA board, and a custom printed circuit board (PCB). The PC controls the entire test setup. Software written on the PC initializes the FPGA, PCB, and test chip; and controls experimentation of the circuits on the test chip. The PC interfaces to the FPGA board via a universal serial bus (USB) link. The FPGA board has I/O connectors that connect to the custom PCB that hosts the test chip. All test signals to the PCB and test chip are generated by the FPGA. The PCB hosts the test chip and contains test circuitry for supplying the necessary bias voltage, bias current, threshold currents, etc. to the test chip. Test points are provided on the PCB to observe signals to and from the test chip.

Parameters that can be set

There are several parameters that can be set in the system, shown in Table 4.1. The valid values of each parameter are given in the table. VBIAS is the bias voltage that is common to all read circuits in the test chip. This voltage pins the voltage over the MTJ load or resistance source, which sets the current flowing through the resistance. ITH is the threshold current
Table 4.1: Parameters that can be set.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>VBIAS</td>
<td>0 to 2 V</td>
<td>Common bias voltage</td>
</tr>
<tr>
<td>ITH&lt;0:3&gt;</td>
<td>0 to 575 µA</td>
<td>Quadrant threshold current</td>
</tr>
<tr>
<td>IBUF_BIAS</td>
<td>0 to 340 µA</td>
<td>Common buffer bias current</td>
</tr>
<tr>
<td>CLKN</td>
<td>DC to 50+ MHz</td>
<td>Clock in test signal</td>
</tr>
<tr>
<td>Resistance source&lt;0:3&gt;</td>
<td>Integrated, external resistors, and/or MTJ</td>
<td>Quadrant resistance source(s); multiple selectable</td>
</tr>
<tr>
<td>Capacitance load&lt;0:3&gt;</td>
<td>0 to 31 pF</td>
<td>Quadrant extra capacitance load added to MTJ load node</td>
</tr>
<tr>
<td>Data mux&lt;0:3&gt;</td>
<td>Local SRIN or another quadrant SROUT</td>
<td>Quadrant shift register data input multiplexer</td>
</tr>
<tr>
<td>Clock mux&lt;0:3&gt;</td>
<td>CLKN, MCLK</td>
<td>Quadrant shift register clock input multiplexer</td>
</tr>
<tr>
<td>IOUT mux</td>
<td>Quandrants 0 to 3 or unconnected</td>
<td>Output current multiplexer</td>
</tr>
<tr>
<td>MTJ_OUT mux</td>
<td>Quandrants 0 to 3</td>
<td>MTJ load output multiplexer</td>
</tr>
</tbody>
</table>

which is settable for each quadrant, and used to compare the output current to produce a digital logic voltage output. IBUF_BIAS is a buffer biasing current that is supplied once into the chip and mirrored to each buffer (one in each quadrant) for reading out the MTJ load node voltage. CLKN is the clock input signal and is programmable from DC to approximately 50 MHz.

The resistance source is selectable via switches in each quadrant as was previously shown in Figure 4.3. These switches (S0 – S2) are programmed via the configuration register and can allow 0, 1, or more resistance sources to be connected. The capacitance load is a bank of capacitors that can be added to the MTJ load node. The data multiplexer selects which data input to connect to the shift register in the quadrant. The clock multiplexer likewise selects which clock input to connect to the shift register in the quadrant. The IOUT
The multiplexer selects which IOUT (output current from the read circuit) to supply out to a pin for measurement. Last, the MTJ_OUT multiplexer selects which MTJ_OUT (the buffered MTJ load node voltage) is brought out to a pin for measurement.

**Signals that can be measured**

The following is a (non-comprehensive) list of signals that we can measure in our test setup:

- Current flow into the MSC of a quadrant
- Direct voltage of the MTJ load node under certain conditions
- IOUT of a quadrant (the output current)
- MTJOUT of a quadrant (buffered MTJ load node voltage)
- MCLK of a quadrant (magnetic clock output from read circuit)
- SROUT of a quadrant (digital shift register output)
- PDxy (phase difference between xy combination of MCLKs)
- SOUT of the configuration register (serial output)

Direct voltage measurement of the MTJ load node is possible since it can be accessed through a switch with zero current flow. Therefore, activating a switch in Figure 4.3 that is unused and accessible outside of the chip (e.g. S0 or S2) can be used to take a direct voltage measurement.
4.2.1 PCB design

The PCB is a custom board designed in Cadence Allegro PCB Designer and manufactured using Sunstone PCBexpress. This board is needed in order to test and interface to the prototype test chip and is shown in Figure 4.9. It provides test circuitry for supplying the necessary power supplies, bias voltage, bias current, threshold currents, etc. needed to test the prototype test chip. The chip is seated into a PGA65 socket that is soldered onto the board. The socket allows the chip to be inserted and removed as needed which also allows multiple chips to be tested.

There are two serial-input, voltage-output digital-to-analog converter (DAC) chips on the PCB: a single-channel DAC that sources VBIAS, and an 8-channel DAC that sources voltages that generates the ITH<0:3> and IBUF_BIAS currents for the test chip. The currents are generated using bipolar junction transistors (BJTs). For an individual BJT, the output voltage from the 8-channel DAC drives the base of the BJT through a series resistor. This in turn produces an emitter current through the BJT that is a function of the base current. The DAC code needed to produce a desired current can be determined by performing a calibration of the DAC code to an observed output current. This is done later in software in Section 4.2.3.
Two 80-pin I/O connectors are placed on the PCB to connect to the FPGA board. The two boards then connect together vertically via these connectors. This allows test signals to be generated by the FPGA that can be used on the PCB. The FPGA operates at 3.3 V and some components, like the test chip, operate at 5 V. Therefore, logic level translation chips are needed to translate between these two voltage levels. The logic level translation chips used on the PCB are bidirectional.

The PCB supplies power using four voltage regulators. These are digital 3.3 V, analog 3.3 V, digital 5 V, and analog 5 V. The analog and digital power supplies are isolated so as to prevent digital circuits from inducing noise in the analog power supply due to switching. Power is distributed on the PCB via a partitioned power plane where each partition distributes a separate power net. The test chip also uses multiple power supplies that isolate analog and digital power, and the power to each MSC in the quadrants. Isolating the power to each MSC allows individual power measurements to be taken of the read circuit during experimentation. Jumpers are placed on the PCB for each MSC power supply to allow current measurements to be taken using a multimeter. Power can then calculated as voltage times current.

External resistors for the read circuit are wired on the PCB board via two 16-pin sockets. The $R_L$ resistors for all four quadrants are supplied via one socket, and the $R_H$ resistors for all four quadrants are supplied via the other socket. Equal length wire runs are made from the sockets to the test chip pins so as to keep equal wire resistance and propagation delay. This is done in the layout editor by specifying an electrical constraint on the layout.

The MTJ+ connection in the test chip is also brought out to a pin for each quadrant. To access these inputs, axial resistor footprints are placed on the PCB that are connected to the MTJ+/- pins of the chip. These connections are routed with equal length wire runs.
Test points are placed on the PCB that give access to various input and output signals that are desired during testing. These include MCLK<0:3>, SROUT<0:3>, SOUT, MTJOUT, CLKin, and PDxy. The wire runs for MCLK<0:3> are also made using equal length wire runs.

### 4.2.2 FPGA board

The FPGA board is an XEM6010 USB integration module manufactured by Opal Kelly [53] based on the Xilinx Spartan-6 FPGA. This board interfaces to the PCB via two 80 pin I/O connectors that connect FPGA pins to PCB signals and to the PC via a USB controller that allows the FPGA to transfer data to/from the PC.

FPGA firmware is written to receive commands from the PC and to interface with the PCB to configure components and generate test signals. Hardware modules are written to accomplish this. Commands sent by the software on the PC are received by a command module on the FPGA. The command module contains a finite-state machine that processes and executes the commands. The commands include configuring two DACs on the PCB that program VBIAS, ITH<0:3>, and IBUF_BIAS; programming the configuration register in the test chip; generating the CLKin signal used to stimulate the read circuit in the test chip for experimentation; and sending reset to the test chip. The two DACs and configuration register are programmed via a serial peripheral interface (SPI) which is handled by an SPI module on the FPGA for each of them. This module receives data from the command module and serially shifts the data into the target component which programs it.

The CLKin signal is generated from one of five sources selectable via a multiplexer. The five sources are (1) a 250 kHz fixed frequency clock, (2) a programmable clock derived from the FPGA clock (running at 100 MHz) using a divide-by-n counter, (3) the logic 0, (4) the
logic 1, and (5) a phase-locked loop (PLL) programmable clock. The PLL programmable clock is provided on the FPGA board and is programmable with parameters $P$, $Q$, and a divider, $Div$, such that the resultant frequency is $48 \text{ MHz} \times \frac{P}{(Q \cdot Div)}$. Appropriately selected parameters allow for a wide variety of frequencies that can be generated, particularly high frequencies above 1 MHz nearing the FPGA clock frequency that cannot be generated by the divide-by-$n$ counter.

4.2.3 Software

The PC interfaces with the FPGA board via a USB link and provides high-level test control for the system. The software on the PC is written in Python. Opal Kelly provides an application programming interface (API) library that contains methods to interface directly with the hardware modules on the FPGA. We use this library in our Python software to build the high-level test control of the system.

The Python software consists of three parts. The first part is a board class and sub-classes that provide high-level methods for interfacing to the FPGA, PCB and test chip. They provide high-level test control of the entire system. The second part is calibration. The DACs on the PCB are used to generate voltages and currents, however, the input to each DAC is a code. Calibration of the DAC code to the generated voltage or current allows us to specify a function that can map a desired voltage or current back to the necessary DAC code. This allows us to provide methods in the board class that can take these voltages and currents as input and directly produce them on the PCB for the test chip. The third part is testing. With a written board class, test functions can now use the board class to setup the test chip, configure parameters, and run an experiment. Measurements can then be taken using lab equipment.
The board class is the top class that interfaces to the FPGA, PCB, and test chip. It utilizes sub-classes for accessing and programming the DAC chips and the configuration register in the test chip. High-level methods are provided that program the CLKIN signal; that set VBIAS, IBUF_BIAS, and ITH<0:3>; and that program the configuration register in the test chip. CLKIN can be selected from one of five sources as was described in the previous section. If a programmable source is used (either the divide-by-\(n\) counter or PLL), methods are provided that can set the desired frequency by calculating the appropriate count or algorithmically searching for the PLL parameters needed. The VBIAS, IBUF_BIAS, and ITH<0:3> signals are set using calibration functions that calculate the DAC code needed to produce the desired values. The configuration register is programmed from a bit string that is constructed from several classes that model the parameters of the chip. Once those parameters are set, the bit string can be assembled and programmed.

Calibration is accomplished by cycling through a set of DAC codes and measuring the observed output. When the output is a voltage (such as for VBIAS), the input/output relationship is linear because the voltage-output DAC is linear. Therefore, a simple linear regression can be used to obtain the input/output relationship. When the output is a current (such as for IBUF_BIAS and ITH<0:3>), the input/output relationship is non-linear. Therefore, linear regression cannot be used. Instead, interpolation using curves (C-spline) is applied to determine the values in-between measured points. Interpolation works well in the forward direction when interpolating the current, but not so well in the reverse direction when interpolating the DAC code. To work around this, we interpolate in the forward direction, but use a numeric solver to determine the reverse DAC code needed to get the desired current output.
4.3 Experimental results

We now present experimental results for the prototype test chip on the MTJ read circuit.

4.3.1 Functional and performance testing

Functional testing

We first test the functionality of the MTJ read circuit in all four quadrants of the prototype test chip. The read circuit in each quadrant is connected to a pair of internal resistors that are integrated inside the chip with nominal resistance values $R_L = 500 \, \Omega$ and $R_H = 1 \, k\Omega$. The actual fabricated values of the internal resistors are measured empirically in Table 4.3. $V_{bias}$ is set to 50 mV and CLKin is switched at $f_{CLKin} = 250 \, kHz$. There are four waveforms shown in Figure 4.10 for each quadrant of the test chip. The first, $R_{mtj}$, is the input resistance to the MTJ read circuit; the second, $V_{mtj}$, is the voltage over $R_{mtj}$; the third, $I_{out}$, is the output current (equal to the current flowing through $R_{mtj}$); and the fourth, MCLK, is the magnetic clock (digital) output voltage. The $R_{mtj}$ and $V_{mtj}$ waveforms are synthesized and shown in green. The $I_{out}$ waveform is a derived measurement and shown in dark cyan. And, the MCLK waveform is a direct measurement from the oscilloscope and shown in blue. All measurements captured from the oscilloscope are taken with 16 averages. The low/high values of each waveform, as well as the nominal and threshold values, are annotated on the plot adjacent to the waveforms.

In the operation of the read circuit, the CLKin signal switches the input resistance, $R_{mtj}$, low and high between two values ($R_L$ and $R_H$). Since $R_{mtj}$ cannot be directly measured, we instead determine these values individually at DC (see Section 4.3.2 below) and then create
Figure 4.10: Functional test of the MTJ read circuit in each quadrant. The read circuit is connected to a pair of internal resistors with $V_{\text{bias}} = 50 \text{ mV}$ and switched at $f_{\text{CLKIN}} = 250 \text{ kHz}$. Measurements were taken with 16 averages on the oscilloscope.
the $R_{mtj}$ waveform with rising/falling edges determined by the CLKIN waveform and with low/high values set to the calculated $R_L$ and $R_H$ values. The $V_{mtj}$ waveform is generated similarly with low/high values determined from DC measurements. $V_{mtj}$ should nominally be equal to $V_{bias}$ which is drawn as a solid red line. However, due to second-order effects and circuit variations, we can see in the plots that $V_{mtj}$ is higher than the nominal value and varies significantly between quadrants. This accounts for the variation in the output current which scales by this voltage.

The $I_{out}$ waveform is derived based on the voltage over a load resistor measured on the oscilloscope. In the test setup, IOUT_MUX is a pin that comes out of the test chip. It is connected to a load resistor with a value of $R_{load} = 4,669 \, \Omega$. The current therefore is calculated as $V_{iout, mux}/R_{load}$ where $V_{iout, mux}$ is the voltage over the load resistor and at the IOUT_MUX pin. Inverting $R_{load}$, we get $1/R_{load} = 214.2 \, \mu\Omega$, which is a factor by which $V_{iout, mux}$ can be multiplied to calculate the $I_{out}$ current in $\mu$A. For each quadrant, the $I_{out}$ waveform is low or high, depending on $R_{mtj}$. An appropriate mid-way threshold current, $I_{th}$, is chosen for each and is indicated as a dashed red line. The MCLK waveform is directly measured from the oscilloscope which shows the successful logical reading of the $R_{mtj}$ input resistance.

We simulated the read circuit earlier in the transient response plot shown in Figure 3.13. The $V_{bias}$ used in that simulation was different, equaling 0.1 V. This means that we cannot do a quantitative comparison between the two results, but rather a qualitative one. We can see that the transient response of the measured results of the physical test chip are essentially the same as that shown in simulation. $R_{mtj}$ is stimulated in the same way. $V_{mtj}$, through feedback, is set near to the $V_{bias}$ voltage. $I_{out}$ shows a similar response. And, MCLK shows the same square wave response. Of some of the differences, the measured internal resistors on the test chip are all lower than the nominal values in simulation. The measured $V_{mtj}$
voltage on the test chip tends to show higher values above the nominal than in simulation. This consequently results in a higher measured $I_{out}$ current on the test chip. And, the measured $V_{mtj}$ voltage shows significant variation between quadrants on the test chip. With an appropriately chosen $I_{th}$ threshold, both simulation and measured results produce the same MCLK output.

Performance testing

Next, we test the performance of the read circuit using external and internal resistors to see how fast the read circuit can be clocked and still give a stable MCLK waveform output. Note, in our test setup, CLKIN is designed to operate at a maximum of 50 MHz.

The first performance test of the read circuit uses external resistors with values $R_L = 498 \, \Omega$ and $R_H = 995 \, \Omega$. In the test setup, $V_{bias} = 0.1 \, V$, $I_{th} = 237.5 \, \mu A$, and 64 averages are taken from the oscilloscope trace. These input clock frequency is gradually increased until the MCLK output waveform is no longer stable. The highest stable clock frequency found with no jitter on the oscilloscope trace was $f_{CLKIN} = 43 \, MHz$. The results are shown in Figure 4.11. In this figure, CLKIN is the input clock which toggles the input resistance low/high, MCLK is the magnetic clock output signal from the read circuit, and the dashed gray lines are the power supply rails. The figure shows that the quality of the square wave for both CLKIN and MCLK is diminished at 43 MHz, but is still producing a correct result.

The second performance test of the read circuit uses internal resistors with measured values $R_L = 466 \, \Omega$ and $R_H = 789 \, \Omega$. In the test setup, $V_{bias} = 0.1 \, V$, $I_{th} = 263 \, \mu A$, and there is no averaging of the oscilloscope trace. The input clock frequency is again gradually increased until the MCLK output waveform is no longer stable. The highest stable clock frequency found with no jitter on the oscilloscope trace was $f_{CLKIN} = 48 \, MHz$, which is
Figure 4.11: Performance test of the MTJ read circuit in quadrant 0 for external resistors at 43 MHz. The external resistors are measured at $R_L = 498 \, \Omega$ and $R_H = 995 \, \Omega$. $V_{bias} = 0.1 \, V$ and $I_{th} = 237.5 \, \mu A$ with 64 averages. CLKIN is the input clock, MCLK is the output of the read circuit, and the gray dashed lines are the power supply rails.

shown in Figure 4.12a. Pushing the clock frequency further, and above the maximum design specification of 50 MHz, we start to get jitter in the MCLK waveform. We are able to go as high as $f_{CLKIN} = 57 \, MHz$ with jitter while still producing a valid MCLK waveform output that goes rail-to-rail. This is shown in Figure 4.12b. Again, in these figures, CLKIN is the input clock, MCLK is the magnetic clock output signal from the read circuit, and the dashed gray lines are the power supply rails. We can see in the 48 MHz plot that MCLK still resembles a square wave somewhat, but looks like a triangle wave in the 57 MHz plot.

Using these performance plots, we can now empirically measure the propagation delay from input to output and compare these results to those predicted in simulation. To do this, we measure two propagation delay values. One is from the rising edge of CLKIN to the falling edge of MCLK labeled as $t_{p,\text{rise2fall}}$. The other is from the falling edge of CLKIN to the rising edge of MCLK labeled as $t_{p,\text{fall2rise}}$. We do this for the performance plot with external resistors at 43 MHz and the performance plot with internal resistors at 48 MHz,
which both have a stable MCLK waveform output. The results of these measurements are shown in Table 4.2. From these results, we can observe that the external resistors have higher propagation delays than the internal resistors. This is reasonable because the external resistors have additional wire resistance and capacitance for the connection off-chip that can slow down the read circuit. Comparing these results to the simulation results in Table 3.8, we can observe that the measured propagation delays are about twice as large as the simulation results. The simulation results, repeated here, are $t_{p_{\text{rise2fall}}} = 7.215$ ns and $t_{p_{\text{fall2rise}}} = 6.691$ ns in the 3M2P 0.5 $\mu$m process. These measured propagation delays compared to simulation are also reasonable because there are many real-world effects missing in simulation that add delay in the physical measurement.
Table 4.2: Measured propagation delay of the read circuit in the test chip using external and internal input resistances.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Performance Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>External @ 43 MHz</td>
</tr>
<tr>
<td>$t_{p,\text{rise2fall}}$</td>
<td>16.99 ns</td>
</tr>
<tr>
<td>$t_{p,\text{fall2rise}}$</td>
<td>15.26 ns</td>
</tr>
</tbody>
</table>

Power measurements

Last, we experimentally measure the power consumed by the read circuit by (1) doing a static analysis, and (2) dynamically generating CLKin with a square wave and measuring the power via a pin. There are four MSCVDD power pins, one for each quadrant, that provide a way to take direct power measurements of the read circuit in each quadrant of the test chip. The MSCVDD power supply is internally connected to the read circuit and the output current transistors (which are accessible via the IOOUT_MUX pin). Power measurements can be taken by measuring the average MSCVDD voltage and current during circuit operation. To exclude dynamic power effects due to switching, the circuit is tested at low frequency (1 kHz). This causes the power due to the output buffer to be negligible (with nearly zero current flow).

We start by doing a static analysis of the circuit. For our test setup, we use internal resistors in quadrant 0 with nominal values 500 $\Omega$ and 1 k$\Omega$ (the actual resistances are estimated to be $R_L = 466 \Omega$ and $R_H = 789 \Omega$). $V_{\text{bias}} = 0.1 \text{V}$ and $I_{\text{th}} = 263 \mu\text{A}$. Then, we directly measure the power supply voltage to be $V_{\text{DD}} = 4.989 \text{V}$, and the current through the low/high resistances to be $I_{RL,\text{out}} = 328.1 \mu\text{A}$ and $I_{RH,\text{out}} = 187.6 \mu\text{A}$. Also in our test setup, the IOOUT_MUX current is connected from the read circuit in the quadrant to the PCB via an internal multiplexer. This will contribute to the total power and must be taken into account.
We can calculate the total power as \((\text{current conveyor} + \text{current comparator} + \text{IOUT_MUX current}) \cdot V_{DD}\). In each term of this expression, we need to calculate the average current flowing.

The average current flowing through the current conveyor is the average of \(I_{RL,\text{out}}\) and \(I_{RH,\text{out}}\) times two (since there are two branches). This gives the following equation:

\[
I_{\text{current,conveyor}} = I_{RL,\text{out}} + I_{RH,\text{out}}. \quad (4.1)
\]

Next, the average current flowing through the current comparator is the average of the smallest current, \(I_{RH,\text{out}}\), and the threshold current, \(I_{th}\). This is because the current flow in the current comparator is limited by \(I_{th}\). We then get the following equation:

\[
I_{\text{current,comparator}} = \frac{I_{RH,\text{out}} + I_{th}}{2}. \quad (4.2)
\]

Last, the average current flowing out from the IOUT_MUX pin is

\[
I_{\text{out,mux}} = \frac{I_{RL,\text{out}} + I_{RH,\text{out}}}{2}. \quad (4.3)
\]

From these three expressions, total power is then calculated as

\[
P_{\text{total}} = (I_{\text{current,conveyor}} + I_{\text{current,comparator}} + I_{\text{out,mux}}) \cdot V_{DD}
= \left( (I_{RL,\text{out}} + I_{RH,\text{out}}) + \left( \frac{I_{RH,\text{out}} + I_{th}}{2} \right) + \left( \frac{I_{RL,\text{out}} + I_{RH,\text{out}}}{2} \right) \right) \cdot V_{DD}
= \left( \frac{3}{2} I_{RL,\text{out}} + 2 I_{RH,\text{out}} + \frac{1}{2} I_{th} \right) \cdot V_{DD} \quad (4.4)
= 4.98 \text{ mW}. \quad (4.5)
\]
Note, this equation does not include the output buffer which we can neglect because our power measurements are performed at low frequency.

Next, we measure the power using a dynamic test by generating CLkin with a square wave and measuring the average current flowing into the MSCVDD pin for quadrant 0. For the CLKin square wave, we set the frequency to \( f_{\text{CLKIN}} = 1 \text{ kHz} \). We then measure the average current flowing into MSCVDD to be 994 \( \mu \text{A} \). Multiplying this by the \( V_{DD} \) power supply voltage measured above, we get a total power of 4.96 mW. This value is nearly identical to the total power calculated in the static analysis in (4.5), which verifies that our equations above are correct and that the read circuit is operating as expected.

What we are really interested in is the total power of the read circuit without the IOUT_MUX current. To calculate this, we merely exclude that term from the static analysis above. Doing so gives the following revised equation and result:

\[
P_{\text{total}} = (I_{\text{current, conveyor}} + I_{\text{current, comparator}}) \cdot V_{DD}
\]

\[
= \left( (I_{RL,\text{out}} + I_{RH,\text{out}}) + \left( \frac{I_{RH,\text{out}} + I_{th}}{2} \right) \right) \cdot V_{DD}
\]

\[
= \left( I_{RL,\text{out}} + \frac{3}{2} I_{RH,\text{out}} + \frac{1}{2} I_{th} \right) \cdot V_{DD} \tag{4.6}
\]

\[
= 3.70 \text{ mW}. \tag{4.7}
\]

This result is comparable to our earlier simulation result in Section 3.3.3 of 2.59 mW, although it is higher. The measured power is higher because the input resistances and the \( V_{mtj} \) voltage on the fabricated chip are higher than expected. This consequently produced high output currents, resulting in a higher average power measured on the chip.
4.3.2 Static measurements

Next, we take static measurements to learn about the static characteristics and response of the read circuit.

Internal resistor value estimates

The internal resistors in each quadrant of the test chip are designed to be nominally \( R_L = 500 \, \Omega \) and \( R_H = 1 \, \mathrm{k}\Omega \) and are in series with a transistor switch. Due to the resistance added by the switch and variability in the fabrication process, their actual measured values are something different. We can determine the effective resistance values empirically by measuring the \( V_{mtj} \) node voltage and the \( I_{out} \) current, and then calculating the resistance as \( R_{mtj} = \frac{V_{mtj}}{I_{out}} \). The \( V_{mtj} \) node voltage is measured directly by first enabling the external resistor or MTJ connection in the MSC and then measuring the voltage via that connection. Since there is zero current flow, the measured voltage will accurately represent the \( V_{mtj} \) node voltage. The \( I_{out} \) current is measured directly using an ammeter via the IOUT_MUX pin.

The estimated internal resistor values for both low \((R_L)\) and high \((R_H)\) resistances are shown in Table 4.3. They are determined across values of \( V_{bias} \) and all four quadrants of the test chip (indicated by \( Q_{0-3} \)) and are measured to be within \( 466\pm6 \, \Omega \) and \( 787\pm11 \, \Omega \), respectively. The estimated values for both \( R_L \) and \( R_H \) are shown to be less than their nominal values by varying amounts. This contributes to higher output currents than otherwise expected. As \( V_{bias} \) varies, we can observe that the internal resistor values vary only slightly. This variation occurs due to the non-linear resistance of the series switch and second order effects in the \( I_{out} \) current that are dependent on \( V_{bias} \) (i.e., the \( I_{out} \) current is not a perfect copy of the MTJ current). Between quadrants, we can also observe that the resistance values vary only
Table 4.3: Internal resistor value estimates in each quadrant of the test chip. The estimates are a function of $V_{bias}$ and vary between quadrants. The four quadrants are indicated by $Q_{0-3}$.

<table>
<thead>
<tr>
<th>$V_{bias}$ [V]</th>
<th>$RL$ [Ω]</th>
<th>$RH$ [Ω]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_0$</td>
<td>$Q_1$</td>
</tr>
<tr>
<td>0.010</td>
<td>459</td>
<td>468</td>
</tr>
<tr>
<td>0.050</td>
<td>463</td>
<td>472</td>
</tr>
<tr>
<td>0.100</td>
<td>466</td>
<td>473</td>
</tr>
<tr>
<td>0.200</td>
<td>470</td>
<td>476</td>
</tr>
</tbody>
</table>

slightly and remain about the same. These results show that the effective internal resistance is relatively stable across both $V_{bias}$ and the chip quadrants.

$V_{mtj}$ node and output buffer calibration

The output buffer in the MSC provides a way to read out the $V_{mtj}$ node voltage in an indirect way. The P-source follower incurs a gate-to-source offset in the voltage output that has to be compensated for. The amount of offset depends on the amount of biasing current that is passed through the P-source follower. For our test setup, we choose to use a biasing current of 10 µA. By measuring the direct $V_{mtj}$ node voltage and the $V_{mtj,buf}$ output voltage, a linear regression can be performed between the two to convert the output voltage $V_{mtj,buf}$ back to the original $V_{mtj}$ voltage. The $V_{mtj}$ node voltage is accessed by enabling the MTJ connection switch (S0) in the MSC. Using internal resistors, $V_{bias}$ is swept from 0 to 1 V, and the voltages $V_{mtj}$ and $V_{mtj,buf}$ are measured. This is performed for all four quadrants.

The result of the linear regression to calibrate $V_{mtj}$ is shown in Table 4.4 with equation

$$V_{mtj,Q} = m_Q \cdot V_{mtj,buf,Q} + b_Q$$  \hspace{1cm} (4.8)
Table 4.4: $V_{mtj}$ node and output buffer calibration. A linear regression is performed to convert $V_{mtj,buf}$ back to $V_{mtj}$. The slope, intercept, and $R^2$ values are shown here for each quadrant.

<table>
<thead>
<tr>
<th>Quadrant, $Q$</th>
<th>Slope, $m_Q$</th>
<th>Intercept, $b_Q$ [V]</th>
<th>$R^2_Q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0489</td>
<td>-1.0375</td>
<td>0.999946</td>
</tr>
<tr>
<td>1</td>
<td>1.0530</td>
<td>-1.0380</td>
<td>0.999951</td>
</tr>
<tr>
<td>2</td>
<td>1.0539</td>
<td>-1.0440</td>
<td>0.999960</td>
</tr>
<tr>
<td>3</td>
<td>1.0525</td>
<td>-1.0511</td>
<td>0.999984</td>
</tr>
</tbody>
</table>

where $Q$ is the quadrant number. The table shows that the slope is close to unity with a slight gain, the intercept is adjusting for offset in the P-source follower, and, $R^2$ is almost exactly 1 (out to 4 decimal places), which shows that the calibration result is a good fit.

**Linearity plots**

The read circuit is designed to be linear within its operating region. The current conveyor circuit is designed to handle the current required for $V_{bias} = 0.1$ V and $R_{mtj} = 500 \, \Omega$ which is $200 \, \mu$A. This is expected to be the most demanding case. Therefore, transistor sizes are chosen to handle this current and operate in the saturation region. We test the linearity of the read circuit by sweeping $V_{bias}$ and measuring directly the $V_{mtj,buf}$ voltage and $I_{out}$ current at DC using a voltmeter and ammeter. The $V_{mtj}$ node voltage is then computed using the calibration equations determined previously. The read circuit operates linearly when $V_{mtj} \approx V_{bias}$.

Linearity plots of the read circuit for internal resistors are shown in Figure 4.13. The nominal resistor values are $R_L = 500 \, \Omega$ and $R_H = 1 \, k\Omega$ with measurements taken for quadrant 0. The top set of subplots show the calculated $V_{mtj}$ node voltage (measured values are indicated by blue ×’s) with $V_{bias}$ overlaid as a solid green line for comparison. The bottom set of subplots
Figure 4.13: Linearity plots of the read circuit for internal resistors with nominal values $R_L = 500 \, \Omega$ and $R_H = 1 \, k\Omega$. These are for quadrant 0. The top plot shows the calculated $V_{mtj}$ node voltage and the bottom plot shows the measured $I_{out}$ current. In the top plot, the solid green line is the ideal $V_{bias}$ voltage which $V_{mtj}$ should correspond to when linear.

show the measured $I_{out}$ current. We can see in the top set of subplots that $V_{mtj}$ is initially linear (following $V_{bias}$), but eventually plateaus. For $R_L$, it becomes nonlinear above about 0.2 V of $V_{bias}$, and for $R_H$, it becomes nonlinear above about 0.4 V of $V_{bias}$. In the bottom set of subplots, we can see that the measured $I_{out}$ current follows the same curve and bend as the $V_{mtj}$ node voltage. For both values of $V_{bias}$ (for each resistor), $I_{out}$ corresponds to about 500 $\mu$A, above which it also becomes nonlinear.

Linearity plots of the read circuit for external resistors are shown in Figure 4.14. The nominal resistor values are 470 $\Omega$, 1 k$\Omega$, and 4.7 k$\Omega$ with measured values 459, 996, and 4,611 $\Omega$, respectively. These are again for quadrant 0. We can see in the top set of subplots that $V_{mtj}$ is linear up until about $V_{bias} = 0.2$, 0.4, and 1.2 V, respectively. These correspond in the bottom set of subplots to about $I_{out} = 450$, 400, and 250 $\mu$A, respectively. These maximum
Figure 4.14: Linearity plots of the read circuit for external resistors with nominal values 470 Ω, 1 kΩ, and 4.7 kΩ. These are for quadrant 0. The top plot shows the calculated $V_{mtj}$ node voltage and the bottom plot shows the measured $I_{out}$ current. In the top plot, the solid green line shows the ideal $V_{bias}$ voltage which $V_{mtj}$ should correspond to when linear.

$I_{out}$ currents for linear operation vary between resistor values because the linearity of the read circuit is also a function of $V_{bias}$. $V_{bias}$ and $V_{mtj}$ are connected to the bottom of the current conveyor in the read circuit. Increasing these voltages consequently decreases the operating range of the current conveyor, which further limits $I_{out}$.

A summary of the linear range of $V_{bias}$ of the read circuit for each resistor is shown in Table 4.5. The $V_{bias}$ range given in the table is approximate based on the above plots. This shows that for low $R_{mtj}$ values, the read circuit must operate at low voltage for $V_{bias}$, but, for high $R_{mtj}$ values, it can operate correctly at low or high voltage for $V_{bias}$.
Table 4.5: Summary of the linear range of $V_{bias}$ of the read circuit for each resistor.

<table>
<thead>
<tr>
<th>Type</th>
<th>$R_{mtj}$ (nom.)</th>
<th>$V_{bias}$ range (approx.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal</td>
<td>500 $\Omega$</td>
<td>0 to 0.2 V</td>
</tr>
<tr>
<td>Internal</td>
<td>1 k$\Omega$</td>
<td>0 to 0.4 V</td>
</tr>
<tr>
<td>External</td>
<td>470 $\Omega$</td>
<td>0 to 0.2 V</td>
</tr>
<tr>
<td>External</td>
<td>1 k$\Omega$</td>
<td>0 to 0.4 V</td>
</tr>
<tr>
<td>External</td>
<td>4.7 k$\Omega$</td>
<td>0 to 1.2 V</td>
</tr>
</tbody>
</table>

**Ideal current limits for a theoretical current comparator**

For a theoretical current comparator, we can predict the effective range of $I_{th}$ by plotting the $I_{out}$ current for both $R_L$ and $R_H$ resistors on the same plot. This is shown in Figure 4.15 for internal resistors for all four quadrants of the test chip with nominal values $R_L = 500 \Omega$ and $R_H = 1$ k$\Omega$. The $V_{bias}$ range is limited on the plots to the linear range of the read circuit. The data points each represent an experiment to measure the $I_{out}$ current at varying values of $V_{bias}$ and $R_{mtj}$. The data points are connected to form two piecewise lines (one for $R_L$ and the other for $R_H$). They represent the ideal current limits for the theoretical current comparator. The acceptable range of threshold currents is expected to be between these two lines.

We can compare all four quadrants in these plots. First, we can see that they all follow the same trend. They are each linear and increasing. And second, we can see that they are similar in value, although they do vary slightly. At low $V_{bias}$, the $I_{out}$ current can vary quite significantly, but at high $V_{bias}$, it varies much less. This is primarily due to differences in offset of the $V_{mtj}$ node voltage for each quadrant. At $V_{bias} = 50$ mV, the $V_{mtj}$ offset is measured for $R_L$ for each quadrant to be 0.051, 0.021, 0.046, and 0.036 V, respectively. For $R_H$, the $V_{mtj}$ offset is measured for each quadrant to be 0.045, 0.017, 0.041, and 0.029 V, respectively.
Figure 4.15: Ideal current limits for a theoretical current comparator. These plots show all four quadrants using internal resistors with nominal values $R_L = 500 \, \Omega$ and $R_H = 1 \, k\Omega$ in the linear range of $V_{bias}$ (from 0 to 0.2 V).

Variation in these offsets account for significant deviation in $I_{out}$ between quadrants for low $V_{bias}$, but little deviation in $I_{out}$ at high $V_{bias}$.

**Current comparator threshold testing**

We now test the physical current comparator in the read circuit using static measurements to determine the operating range of the threshold current, $I_{th}$, at DC. This is done by first selecting a value of $V_{bias}$ and $R_{mtj}$ to test with. This produces an output current (from the current conveyor) that is supplied to the top branch of the current comparator. The
Table 4.6: Measured operating ranges of the current comparator threshold current. These are for internal resistors in quadrant 0 with nominal resistance values $R_L = 500 \, \Omega$ and $R_H = 1 \, k\Omega$.

<table>
<thead>
<tr>
<th>$V_{bias}$ [V]</th>
<th>$I_{RH,\text{out}}$ [$\mu$A]</th>
<th>$I_{th,L}$ [$\mu$A]</th>
<th>$I_{th,H}$ [$\mu$A]</th>
<th>$I_{RL,\text{out}}$ [$\mu$A]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>187.6</td>
<td>196.0</td>
<td>334.0</td>
<td>328.1</td>
</tr>
<tr>
<td>0.2</td>
<td>312.5</td>
<td>334.0</td>
<td>503.0</td>
<td>497.5</td>
</tr>
</tbody>
</table>

threshold current, which is controlled in our test setup, is supplied to the bottom branch of the current comparator. Then, $I_{th}$ is swept from low to high to determine the switching point of the current comparator to produce a valid, stable, logic output (through the output buffer). The result of this testing is summarized in Table 4.6.

The table shows the operating ranges of the current comparator threshold current measured at DC that gives stable output. These measurements are for internal resistors in quadrant 0. The output currents, $I_{RH,\text{out}}$ and $I_{RL,\text{out}}$, are reproduced in the table for both resistances, which represent the ideal current limits. The operating range of threshold currents are given by $I_{th,L}$ and $I_{th,H}$. Outside this range where $I_{th}$ is nearly equal to $I_{out}$, the current comparator output (through the output buffer) may become unstable and produce oscillations.

The results show that the $I_{th,L}$ and $I_{th,H}$ currents are near in value to the $I_{RH,\text{out}}$ and $I_{RL,\text{out}}$ currents, respectively. There is great overlap between the two ranges, however, the operating range of threshold currents is not a subset of the ideal current limits as might be expected. $I_{th,H}$ is greater than the upper current limit $I_{RL,\text{out}}$, which maybe due to an offset in the current comparator.
4.3.3 Stability and dynamic measurements

In this section, we will perform dynamic tests of the read circuit by stimulating it with a square wave CLKin signal and then observing the stability of the read circuit to determine the stable region of $I_{th}$ currents that it can operate within. Note, these dynamic tests will give a stable region of $I_{th}$ currents that is different from those in the static measurement tests. The dynamic tests will capture the dynamic behavior of the read circuit.

Dynamic tests of the read circuit were performed for both internal and external resistors with nominal resistance values $R_L = 500 \Omega$ and $R_H = 1 \text{k}\Omega$ for all four quadrants on the test chip. To do this, CLKin is set to a low frequency, and $I_{th}$ is swept from low to high current. The first (low) current to produce a correct, stable MCLK output (no oscillations or glitching) is recorded as $I_{th,L}$. The last (high) current to produce a correct, stable MCLK output is recorded as $I_{th,H}$. These currents form the stability region of $I_{th}$ and are shown in Table 4.7 for each experiment. For these measurements, $V_{bias} = 0.1 \text{ V}$. Also reproduced in the table are the output currents, $I_{RH,\text{out}}$ and $I_{RL,\text{out}}$, which are the ideal current limits of $I_{th}$. Outside of the stability region, the output shows glitching or oscillations on the MCLK output waveform at the edge where $I_{th}$ is near one of the output current limits.

We can make a number of observations in these results. One, the $I_{RH,\text{out}}$ and $I_{RL,\text{out}}$ currents vary quite significantly between quadrants, which is primarily due to variation in the $V_{mtj}$ node voltage. Two, stable ranges are found for internal resistors for all quadrants. Three, the stable threshold ranges of the internal resistors vary quite significant between quadrants. There is not a clear common threshold (around the middle of the ranges) that could be set among them all. Rather, each quadrant needs its own threshold current. This is partly due to the variation in the offset of the current comparator in each quadrant which has a significant effect on the output current at low $V_{bias}$. Four, the stable threshold ranges
Table 4.7: Dynamic stability ranges. For these measurements, $V_{\text{bias}} = 0.1 \text{ V}$, and the resistors (both internal and external) have nominal values $R_L = 500 \text{ Ω}$ and $R_H = 1 \text{ kΩ}$. Testing includes both internal and external resistors for all four quadrants.

<table>
<thead>
<tr>
<th>Type</th>
<th>Quadrant</th>
<th>$I_{RH,\text{out}}$ [$\mu$A]</th>
<th>$I_{th,L}$ [$\mu$A]</th>
<th>$I_{th,H}$ [$\mu$A]</th>
<th>$I_{RL,\text{out}}$ [$\mu$A]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal</td>
<td>0</td>
<td>187.6</td>
<td>221.0</td>
<td>304.0</td>
<td>328.1</td>
</tr>
<tr>
<td>Internal</td>
<td>1</td>
<td>149.7</td>
<td>157.0</td>
<td>221.0</td>
<td>264.3</td>
</tr>
<tr>
<td>Internal</td>
<td>2</td>
<td>182.0</td>
<td>202.0</td>
<td>258.0</td>
<td>314.4</td>
</tr>
<tr>
<td>Internal</td>
<td>3</td>
<td>170.8</td>
<td>195.0</td>
<td>275.0</td>
<td>302.2</td>
</tr>
<tr>
<td>External</td>
<td>0</td>
<td>137.5</td>
<td>235.0</td>
<td>240.0</td>
<td>258.8</td>
</tr>
<tr>
<td>External</td>
<td>1</td>
<td>108.9</td>
<td>105.0</td>
<td>122.0</td>
<td>209.2</td>
</tr>
<tr>
<td>External</td>
<td>2</td>
<td>133.8</td>
<td>-</td>
<td>-</td>
<td>249.4</td>
</tr>
<tr>
<td>External</td>
<td>3</td>
<td>125.0</td>
<td>-</td>
<td>-</td>
<td>239.9</td>
</tr>
</tbody>
</table>

of the internal resistors are pretty wide, making it easier to choose a threshold for correct operation. And five, the stable threshold ranges of the external resistors are pretty narrow in quadrants 0 and 1 and nonexistent in quadrants 2 and 3. This may in part be due to extra wire capacitance and resistance of the connections to the external resistors.

Overlaying the stable threshold ranges with the ideal current limit plots, we get the plots shown in Figure 4.16. These show all four quadrants and use internal resistors. Here, the ideal current limits are drawn as solid blue lines. These are simply the $I_{RL,\text{out}}$ and $I_{RH,\text{out}}$ currents plotted on the graph for $R_L$ and $R_H$ resistors, respectively. And, the measured current limits, $I_{th,L}$ and $I_{th,H}$, are drawn as green $\times$’s. We can see that the measured current limits remain between the ideal current limits. This quantifies the range of current threshold values over which the circuit operates as intended.

Next, we can drill down further to investigate what the MCLK output waveform looks like in the stable and unstable regions. To do this, we select three values of $I_{th}$. The first is below the low $I_{th,L}$ current, but above $I_{RH,\text{out}}$. The second is set midway between $I_{th,L}$ and $I_{th,H}$. The third is set just above $I_{RH,\text{out}}$. These selected current limits are used to simulate the MCLK output waveform for both stable and unstable regions. The results show that the MCLK waveform remains unchanged as long as the current limits are within the stable range. Any deviation from these limits indicates the onset of instability.
And the third is above the high $I_{th,H}$ current, but below $I_{RL,\text{out}}$. We zoom in on the rising and falling edges to observe the oscillations that occur in the unstable waveforms. These waveforms, measured using an oscilloscope at the MCLK output, are shown in Figure 4.17. The rising and falling edges of MCLK are aligned relative to the falling and rising edges of CLKIN, respectively.
Figure 4.17: Output waveforms demonstrating oscillations and stable operation for multiple $I_{th}$ currents at the rising/falling edges. This is using internal resistors in quadrant 0 with nominal resistance values $R_L = 500 \, \Omega$ and $R_H = 1 \, k\Omega$. $V_{bias} = 0.1 \, V$.

Figure 4.18: Output waveform demonstrating stable operation at midway $I_{th} = 263 \, \mu A$. This is using internal resistors in quadrant 0 with nominal resistance values $R_L = 500 \, \Omega$ and $R_H = 1 \, k\Omega$. $V_{bias} = 0.1 \, V$. 
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In the figure, the three values of $I_{th}$ chosen are 200, 263, and 325 µA. Internal resistors are used in quadrant 0 of the test chip with $V_{bias} = 0.1$ V. At $I_{th} = 200$ µA, the threshold is set low. This causes oscillations when $I_{out}$ falls low to $I_{RH,out}$ which occurs on the falling edge of MCLK. This is observed in the plot. At $I_{th} = 325$ µA, the threshold is set high. This again causes oscillations when $I_{out}$ rises high to $I_{RL,out}$ which occurs on the rising edge of MCLK. For $I_{th} = 263$ µA, which is the midway threshold point, MCLK is stable on both edges. The full waveform for this threshold current is shown in Figure 4.18. We can see that there is no glitching or oscillations and that the read circuit is working as intended.

The current comparator in the read circuit is designed using a current source and current sink that pull against each other. A buffer (which is two series inverters) thresholds the internal voltage of the current comparator to produce the digital MCLK output. There is no hysteresis built into this circuit design. Therefore, the circuit output is sensitive to the effects of noise in the current comparator which can cause the output buffer to flip multiple times if the internal voltage of the current comparator is near the threshold of the output buffer. Redesigning the current comparator with hysteresis may help alleviate this problem and extend the stable region of threshold currents in the read circuit. This may be particularly helpful for external resistors in cases where no stable region could be found.

### 4.4 Summary

We were able to test the resistance-to-voltage read circuit using our fabricated prototype test chip. The read circuit was shown to operate correctly. In the results, we see that $V_{mtj}$ follows $V_{bias}$, but with an offset. That offset accounts for a higher than expected output current. The offset also varies between quadrants on the chip. Testing the read circuit for performance, we found that it can operate as fast as 48 MHz using internal resistors in
quadrant 0 of the test chip (which was fabricated in a 3M2P 0.5\textmu m process). Above this frequency of switching, the output waveform is unstable.

We measured the propagation delay of the read circuit using the internal resistors to be about 12 ns. This is on par with the simulation results at about 7 ns. We further measured the average power consumed by the read circuit to be 3.70 mW. This also is on par with the simulation results at about 2.59 mW. It is higher because the output currents on the test chip were higher than expected.

We estimated empirically the internal resistor values and found that their measured values are lower than nominal, within 466 ± 6 \Omega and 787 ± 11 \Omega. This is one factor that accounts for the higher than expected output currents on the chip.

Last, we found a range of $I_{th}$ over which the read circuit operates correctly to produce a good stable waveform output. Outside of this range, $I_{th}$ approaches one of the current limits and causes the output of the current comparator to oscillate.
Chapter 5

Virtualization of Hardware Logic Circuits

Virtualization of computational resources provides a way by which hardware resources can be reused, which is commonly known as resource sharing. In magnetologic technology, an MTJ device, which is used to construct a magnetologic gate, acts as a latch to whatever data is written to it. This gives it the potential to act as state in the pipeline stage of a logic circuit.

We want to exploit the latching property of these fundamental magnetologic circuits for constructing deeply-pipelined circuits, using virtualization as a means of effectively utilizing the hardware logic. Sharing is a common technique used for utilizing available hardware resources for computing such as DSP blocks [54], memory controllers, memory bandwidth, and IP cores.

In this chapter, we model the performance of a virtualized fixed logic computation and tune a schedule for optimal performance. Our interest is in supporting a set of distinct data streams that all wish to perform the same computation. Virtualizing the logic computation involves sharing hardware resources and context switching each distinct data stream into the hardware. This context switch can be either fine-grained (in which context is changed
Figure 5.1: Hardware virtualization for $N$ distinct data streams that perform the same computation. The $N$ streams are multiplexed into a shared hardware (HW) block, processed, and then demultiplexed back into $N$ streams.

each clock cycle) or coarse-grained (in which the state of the computation is swapped out to a secondary memory). Good candidates for virtualization are logic computations with long combinational paths (i.e., substantial computational requirements). We will approach virtualization from this perspective of pipelining combinational logic, however, for magnetologic, the computation is naturally pipelined and the pipeline depth is fixed.

To virtualize a function, consider the hardware block (HW) shown in Figure 5.1 that has an $N$x1 input multiplexer and 1x$N$ output demultiplexer. This HW block is a function implemented in custom logic. $N$ distinct data streams (each with a dedicated input and output port) share the single instance of the HW block. These data streams are then multiplexed into the custom logic block, processed, and then demultiplexed back into independent streams. For our purposes, we are not considering I/O bound computations, but rather assume there is sufficient bandwidth at the input and output ports of Figure 5.1. When the logic function is purely combinational (i.e., feed-forward), any input from any data stream can be presented to the HW block at any clock cycle, even if it is deeply-pipelined. In this case, there are no constraints on scheduling. When the logic function is sequential (i.e., has feedback) and has been deeply-pipelined, this imposes scheduling constraints. Once a data element from a particular stream has been delivered to the HW block, the stream has to wait a number of clock ticks equal to the pipeline depth before it can provide a subsequent data element from that same stream.
Pipelined logic circuits with feedback can be context switched to compute multiple data streams concurrently. Essentially, the circuit can be thought of as a sequential logic circuit with pipelined combinational logic. The pipelined combinational logic adds latency and decreases single stream throughput since it takes multiple clock cycles (corresponding to the number of pipeline stages) to compute a single result and feed it back to the input. If the number of pipeline stages is $C$, then this circuit is said to be $C$-slowed since a single computation takes $C$ times more clock cycles (often mitigated by a higher clock rate). $C$-slow is a technique described by Leiserson and Saxe [21] by which each register is replaced by $C$ registers and then retimed to balance the registers throughout the combinational logic. Exploiting this characteristic allows processing multiple different contexts or data streams in a fine-grain way using the same hardware logic. The number of fine-grain contexts supported equals the pipeline depth.

When the number of contexts to be supported, $N$, is greater than the pipeline depth, $C$, coarse-grained context switching can be used, swapping out whatever state is stored in the circuit to a secondary memory. In general, this will incur some cost, representing the overhead of a context switch. While the fine-grained context switching of the $C$-slowed circuit naturally uses a round-robin schedule, there are a richer set of scheduling choices available when building a coarse-grain context switched design. In this work, we constrain our consideration to round-robin schedules and explore the performance impact of the schedule period.

The general virtualized hardware configuration that we consider is shown in Figure 5.2a. An arbitrary sequential logic circuit (i.e., the HW block) with input $x$, state $y$, and output $z$ has been $C$-slowed and augmented with a secondary memory that can load and unload copies of state $y$ to/from the “active” state register. $N$ FIFO, or First In, First Out, buffers are present at the inputs to store data stream elements that are awaiting being scheduled. The
Figure 5.2: (a) General virtualized hardware configuration with a $C$-slowed sequential logic circuit and secondary memory supporting $N$ data input/output streams. (b) Queueing model of this circuit with $N$ queueing stations (one for each data stream). Each queueing station consists of a FIFO queue and associated server representing one virtual copy of the hardware computation.

circuit consumes one data element (from an individual input specified by the schedule) each clock tick.

A queueing model of this circuit can be developed to predict system performance. Inputs to the model and model assumptions are described first. The number of input data streams is denoted by $N$. Each data stream, $i$, is assumed to provide elements with a known distribution and given mean arrival rate $\lambda_i$ elements/s. We will assume the input distribution is Poisson. The HW block logic is characterized as follows. The total combinational propagation delay is given as $t_{CL}$. The pipelining depth is $C$ (corresponding to a $C$-slowed design). We model the combinational propagation delay between the pipeline registers as a random variable $X$ with mean $\mu_X = t_{CL}/C$ and standard deviation $\sigma_X$. The clock period, $t_{CLK}$, is predicted by the expectation of the maximum of the stage-to-stage delay. We assume that both the secondary memory and input buffers operate at the clock rate of the pipeline. State transfers to/from secondary memory take a given $S$ clock cycles (enabling the model to support a range of context switch overheads), and the buffers are assumed to have single-cycle enqueue and dequeue capability (i.e, they do not limit the performance of the system).
With the above inputs available, we represent the performance of the context switched hardware via an open queueing network model with effective service rates determined by the clock frequency achievable by the $C$-slowed circuit. This queueing model is illustrated in Figure 5.2b. Each individual queueing station represents one virtual copy of the hardware computation. The arrival rate at each queue is $\lambda_i$ elements/s.

In the sections that follow, we investigate and model the clock period of a $C$-slowed circuit which will be used in the queueing model. Second, we develop queueing model equations to predict system performance. Third, we measure empirical data for three $C$-slowed applications on two technologies and calibrate the clock period model and a resource model to the data. Last, we present analytic performance model prediction results for three design scenarios, showing different ways in which to apply the model.

5.1 Clock model

The clock period will be modeled for a $C$-slowed circuit. A $C$-slowed circuit, shown in Figure 5.3, consists of a sequential logic circuit (i.e., a circuit with combinational logic and a feedback path) that is pipelined with $C$ pipeline stages. The pipeline stages are to be distributed evenly throughout the combinational logic and have a stage-to-stage delay modeled as a random variable. If $t_{CL}$ is the total combinational logic delay for a non-pipelined circuit, then the mean stage-to-stage combinational logic delay will be $t_{CL}/C$. There is variation in the stage-to-stage delay due to the placement of logic and the routing of signals between logic, which we will model stochastically. The clock period, $t_{CLK}$, is then determined by the worst-case logic path, which is the maximum stage-to-stage delay in the $C$-slowed circuit. Therefore, we can model $t_{CLK}$ as the expectation of the maximum of $C$ samples of a random variable $X$ where $X$ is the stage-to-stage delay.
In the clock period model development that will follow, we start by formulating an initial model for the expectation of the maximum of $X$ by first using order statistics to establish an upper bound on $X$ based on a square root function. This bound is a general result and gives us a starting place for developing a model. Empirical simulation will show that this model does not match the shape of the expectation of the max very well, particularly at a low value of $C$. This can be improved, however, by adding a power term to bend the shape of the model curve. Next, we assume that $X$ is a normal (or Gaussian) distribution and establish a tighter bound on the expectation of the max based on the square root of a logarithmic function. We again add a power term to allow bending the shape of the model curve and remove the square root (which is subsumed in the power term). This model is shown to better match the shape of the expectation of the max and is used to build the $t_{CLK}$ model. The $t_{CLK}$ model is then evaluated with various random distributions to ensure that it is a good curve-fit for each distribution. Last, a study is performed on $t_{CL}$ and $\sigma$ for each random distribution to determine their effect on the fitted power term in the model. It is found that the power term is distribution dependent and, for some distributions, constant.
5.1.1 Model development of the expectation of the maximum of $C$ samples of random variable $X$

In the model development of the expectation of the max, we model the stage-to-stage combinational logic delay for $C$ pipeline stages in Figure 5.4. Here, there are $C$ random samples, $x_1, x_2, \ldots, x_C$, one for each stage-to-stage delay drawn from a distribution defined by random variable $X$ with mean $\mu_X$ and standard deviation $\sigma_X$. The maximum delay is then $\max(x_1, x_2, \ldots, x_C)$, which corresponds to the critical path.

![Figure 5.4: Stage-to-stage delay model. Delays are modeled with random variable $X$.](image)

Using bound equation from order statistics

Using order statistics [55], we can establish a bound on the expectation of the maximum of $C$ samples from $X$ as

$$E[\max(X)] \leq \mu_X + \sigma_X \sqrt{C - 1}. \quad (5.1)$$

Note, this bound is general for any probability distribution of $X$ and does not assume independence or identical distribution of samples.

To see how this bound equation compares to the estimated expectation of the maximum of $X$, we estimate the expectation of the max using a Monte Carlo simulation. In the simulation, $X$ is generated from a normal distribution, $\mathcal{N}(10, 5^2)$, across 10,000 ensembles (where $\mu_X = 10$ and $\sigma_X = 5$). For each ensemble, $\max(X)$ is calculated and then averaged across all ensembles to estimate $E[\max(X)]$. The estimated $E[\max(X)]$ and the bound
Figure 5.5: Empirical simulation of $E[\max(X)]$ (blue) and its upper bound (green) for $C$ random samples. $X$ is generated from a normal distribution, $\mathcal{N}(10,5^2)$. For each value of $C$, $E[\max(X)]$ is calculated from 10,000 ensembles.

equation is shown in Figure 5.5. The simulation shows that the bound curve trends with $E[\max(X)]$.

Using the bound in (5.1) as a guide, the expectation of the maximum of $X$ can be modeled (Model 1) as

$$f_1(C) = k_1 + k_2 \sqrt{C - 1}$$

(5.2)

where $k_1$ and $k_2$ are curve-fit parameters of the model. Note, we can observe that when $C = 1$ in this model, then $k_2 \sqrt{C - 1}$ will be 0, and only $k_1$ will be returned. Therefore $k_1$ should curve fit to approximately $\mu_X$.

In Figure 5.6a, we curve fit the model in (5.2) to the simulated $E[\max(X)]$. The resulting plot shows that the model does not match the shape of $E[\max(X)]$ very well and has an $R^2$ value of only 0.8681. Also, $k_1 = 14.9$ which overestimates $\mu_X = 10$. We observe that the shape of the model curve needs to be bent down to match $E[\max(X)]$. This can be done by replacing the square root term with an arbitrary power $p$ that can bend the curve as needed.

This gives the following revised model equation (Model 2):

$$f_2(C) = k_1 + k_2 (C - 1)^p.$$  

(5.3)
In Figure 5.6b, we now curve fit the revised model in (5.3) to the simulated $E[\max(X)]$. This curve-fit is much better with an $R^2$ value of 0.9758. The power, $p$, determined by the curve-fit regression is 0.201 which is approximately $1/5$, and $k_1 = 9.32$ which is closer to $\mu_X = 10$, making it a better estimator than the previous model. However, the shape of the curve is still off, particularly at low values of $C$.

Using bound equation for a Gaussian distribution

If we assume that the distribution is normal (or Gaussian), then we can compute a tighter bound on the expectation of the maximum of random variable $X$ as

$$E[\max(X)] \leq \mu_X + \sigma_X \sqrt{2 \cdot \ln(C)}. \tag{5.4}$$

Note, this bound is based on the square root of a natural logarithmic function of $C$ instead of square root of $C - 1$ which will give a different shape for the model curve.
To derive the bound equation, we can apply Jensen’s inequality [56]. If we define
\[ Z = \max_{1 \leq i \leq C} (X_i) \]
where \( X_i \) are \( C \) i.i.d. random variables of a Gaussian distribution \( \mathcal{N}(\mu, \sigma) \), then we can apply Jensen’s inequality as follows:

\[
e^{t \cdot E[Z]} \leq E \left[ e^{t \cdot Z} \right]
\]
\[ = E \left[ \max \left( e^{t \cdot X_i} \right) \right]. \quad (5.5)\]

Using the union bound [57], we can bound the maximum as a sum:

\[
e^{t \cdot E[Z]} \leq \sum_{i=1}^{C} E \left[ e^{t \cdot X_i} \right]. \quad (5.6)
\]

Last, this summation and expectation can be evaluated from the moment generating function of a Gaussian as \( C \cdot e^{t \cdot \mu + t^2 \sigma^2 / 2} \). This simplifies to

\[
E [Z] \leq \mu + \frac{\ln (C)}{t} + \frac{t \cdot \sigma^2}{2}. \quad (5.8)
\]

We can further minimize the expression by setting \( t = \sqrt{\frac{2 \ln (C)}{\sigma}} \), which is computed by calculating the derivative and setting it equal to 0. The simplified expression then becomes:

\[
E [Z] \leq \mu + \sigma \sqrt{2 \cdot \ln (C)}. \quad (5.9)
\]

Replacing the constants with variables \( k_1 \) and \( k_2 \), we get the following model equation (Model 3):

\[
f_3 (C) = k_1 + k_2 \sqrt{\ln (C)}. \quad (5.10)
\]

Note, as was the case in (5.2), when \( C = 1 \), then \( k_2 \sqrt{\ln (C)} \) will be 0, and only \( k_1 \) will be returned. \( k_1 \) will continue to curve fit to \( \mu_X \).
In Figure 5.7a, we curve fit the model in (5.10) to the simulated $E[\max(X)]$. Compared to Figure 5.6b, the model curve more closely matches the data and $R^2$ improves from 0.9758 to 0.9804. However, visually, we can still see there is room for improvement. The model curve raises too quickly and flattens more than it should. This indicates a similar problem as with the $\sqrt{C - 1}$ model in (5.2) in that the model needs to be bent or reshaped. Therefore, we can accomplish this by replacing the square root in (5.10) with an arbitrary power $p$. This results in the following revised model (Model 4):

$$f_4(C) = k_1 + k_2 (\ln C)^p.$$  \hspace{1cm} (5.11)

In Figure 5.7b, we curve fit the revised model in (5.11) to the simulated $E[\max(X)]$. Here, the $p$ parameter reshapes the curve so that the model curve more closely matches the data for all values of $C$. The resulting $R^2$ is 0.9989. The optimal $p$ value turned out to be 0.705 ($\approx \sqrt{1/2}$) instead of 1/2 (for a square root).
Figure 5.8: Curve-fit of $t_{CLK}(C)$ model with samples drawn from a normal distribution ($t_{CL} = 100, \sigma = 5$).

### 5.1.2 Model of $t_{CLK}$ and investigation of model

Using Model 4 in (5.11), we can now model the clock period, $t_{CLK}$, as

$$t_{CLK}(C) = \frac{k_1}{C} + k_2 \cdot (\ln C)^p,$$  \hspace{1cm} (5.12)

replacing $k_1$ with $k_1/C$. Here, $C$ is the number of pipeline stages, and $k_1$, $k_2$, and $p$ are curve-fit parameters of the model. $k_1$ represents the curve-fit total combinational logic delay of the circuit (which should be approximately equal to $t_{CL}$), so that as $C$ increases, $k_1/C$ decreases. $k_1/C$ is the mean stage-to-stage delay for combinational logic that is evenly pipelined with $C$ pipeline stages.

In Figure 5.8, we curve-fit the $t_{CLK}$ model in (5.12) to the simulated $t_{CLK}$. In the simulation, 10,000 ensembles were generated to compute the expectation of the maximum of the delay for $C$ pipeline stages with $t_{CL} = 100$ and $\sigma = 5$. This plot shows that the model matches the simulation data with an $R^2$ value of $1 - 4.9 \cdot 10^{-5}$. The fitted $p$ value is 0.709 which is similar to that in Figure 5.7b. We can also observe that $k_1$ approximately estimates $t_{CL} = 100$. 
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So far, the model has been tested only for a Gaussian distribution. Our next question is, if we vary the distribution, will the model still fit the empirical simulation results? To determine this, we simulate the stage-to-stage delays using uniform, exponential, gamma, and log-normal distributions. For each distribution, \( t_{CL} = 100 \) and \( \sigma = 5 \). The simulation results and corresponding curve-fits to the \( t_{CLK} \) model are shown in Figure 5.9. These plots show that the shape of the curve changes based on the distribution. The \( p \) parameter, as expected, changes to match the shape of the curves accordingly. All curve-fits match the data well with \( R^2 \) values \( \geq 0.9973 \).

Last, we investigate the effect of varying \( t_{CL} \) and \( \sigma \) on the curve-fit parameter \( p \). To do this, we simulate each distribution again with 3 different sets of values for \( t_{CL} \) and \( \sigma \), and report the fitted \( p \) parameter. The experimental results are shown in Table 5.1. We can observe that \( p \) is distribution dependent and, for some distributions, constant. For normal
Table 5.1: Curve-fit $p$ values of the $t_{CLK} (C)$ model for various distributions and parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Curve-fit $p$ values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_{CL} = 10$</td>
<td>$t_{CL} = 100$</td>
</tr>
<tr>
<td>$\sigma = 1$</td>
<td>$\sigma = 1$</td>
</tr>
<tr>
<td>Normal</td>
<td>0.7096</td>
</tr>
<tr>
<td>Uniform</td>
<td>0.3339</td>
</tr>
<tr>
<td>Exponential</td>
<td>1.1185</td>
</tr>
<tr>
<td>Gamma</td>
<td>1.0782</td>
</tr>
<tr>
<td>Log-normal</td>
<td>0.5557</td>
</tr>
</tbody>
</table>

(Gaussian), uniform, and exponential distributions, $p$ is approximately constant. However, for gamma and log-normal distributions, it is approximately constant only when $t_{CL}/\sigma$ is constant.

We anticipate that the distribution will likely be a Gaussian distribution, and that we can use a constant $p$ value of approximately 0.7 for modeling $t_{CLK}$. This gives the following modified equation that will be used in Section 5.4 as the basis for calibrating $t_{CLK}$:

$$t_{CLK} (C) = \frac{k_1}{C} + k_2 \cdot (\ln C)^{0.7}.$$  \hspace{1cm} (5.13)

5.2 M/D/1 queueing model development

In this section, we will develop an M/D/1 queueing model of the general virtualized hardware configuration ($C$-slow + secondary memory) of Figure 5.2(a) to predict system performance. Outputs of the model include total achievable throughput, latency, and queueing occupancy.
5.2.1 Queueing model

To model the effective service rate, we first consider the case where \( N = C \) (i.e., only fine-grained context switching is employed, and there is no secondary memory). This uses a fixed, round-robin schedule (since there are no context switches to secondary memory) with data elements dequeued from each input at a fixed rate of \( \mu_s = f_{CLK}/C \). This corresponds to a deterministic service process for each server, with mean service rate \( \mu_s \text{ elements/s} \). This implies we can treat each context as an independent \( M/D/1 \) queueing station (Markovian, or memoryless, arrival process; Deterministic service process; 1 server) [58]. For this \( M/D/1 \) system, the maximum achievable throughput (per stream) is

\[
\mu_s = \frac{1}{C \cdot t_{CLK}}
\]  

(5.14)

and the total achievable throughput is

\[
T_{TOT} = C \cdot \mu_s.
\]  

(5.15)

The average (mean) waiting time of each data element in the queue is [58]

\[
W_q = \frac{1}{\mu_s} \cdot \frac{\rho}{2 (1 - \rho)},
\]  

(5.16)

where \( \rho = \lambda/\mu_s \) (the utilization). The (deterministic) time in the pipelined circuit is

\[
W_s = \frac{1}{\mu_s} = C \cdot t_{CLK},
\]  

(5.17)
and therefore the average latency, $W_T$, (elapsed time from arrival to completion of processing; we assume one output is generated per input) for each data element is

$$W_T = W_q + W_s = \frac{1}{\mu_s} \cdot \frac{\rho}{2(1 - \rho)} + C \cdot t_{CLK}.$$

(5.18)

The average (mean) occupancy of each queue is [58]

$$N_q = \lambda W_q = \frac{\rho^2}{2(1 - \rho)}.$$

(5.19)

The second case to consider is when $N > C$, and we are exploiting both fine- and coarse-grained context switching. We will make the simplifying assumption that $N$ is an integer multiple of $C$. The schedule is a fixed, hierarchical, round-robin schedule with period $R_S$ (for each stream) that acts as follows:

1. a set of $C$ input streams is chosen to share the hardware resource and within that set, a round-robin schedule is used;

2. after $R_S$ rounds, the current set of input streams’ state is swapped out to secondary memory and the next set of $C$ input streams’ state is swapped in (the time required to complete this operation is given as $S$ clock cycles), this set is then scheduled to use the hardware in round-robin fashion;

3. the entire collection of $N/C$ input stream sets is also chosen in round-robin fashion (hence the label hierarchical, round-robin schedule), such that once every individual input stream has had $R_S$ input elements processed the high-level schedule returns to the first set of $C$ input streams.
The impact of $N > C$ on the queueing model starts with the effective service rate expression. The number of clock cycles to complete a full round of the hierarchical schedule (during which each server services $R_S$ elements) is $R_S N + S N/C$. This implies the effective service rate is

$$\mu_s = \frac{R_S}{(R_S N + SN/C) \cdot t_{CLK}} \text{ elements/s,} \quad \text{(5.20)}$$

which simplifies to (5.14) when $S = 0$ (i.e., context switches are free) and $N = C$. The total achievable throughput, $T_{TOT}$, is now $N \cdot \mu_s$, or

$$T_{TOT} = \frac{N \cdot R_S}{(R_S N + S N/C) \cdot t_{CLK}} = \frac{R_S}{(R_S + S/C) \cdot t_{CLK}} \text{ elements/s.} \quad \text{(5.21)}$$

To develop an expression for the average (mean) time that each data element waits in one of the input buffers, we start by using (5.16), the $M/D/1$ expression for mean queue waiting time, and add a term, $W_h$, to reflect the additional time waiting in the queue due to the hierarchical, round-robin schedule. The additional waiting time is experienced by the fraction of data elements that arrive when their input stream is swapped out (i.e., not receiving service). This fraction is $\frac{R_S (N-C) + S N/C}{R_S N + S N/C}$, or the number of clocks a stream is swapped out divided by the number of clocks in a full schedule round. The average additional time experienced by this fraction of input elements is one half of the time the stream is swapped out, $\frac{R_S (N-C) + S N/C}{2} \cdot t_{CLK}$. Multiplying the additional time by the fraction that experience the additional time yields

$$W_h = \frac{R_S (N-C) + S N/C}{2} \cdot t_{CLK} \cdot \frac{R_S (N-C) + S N/C}{R_S N + S N/C} = \frac{(R_S (N-C) + S N/C)^2 \cdot t_{CLK}}{2 (R_S N + S N/C)}. \quad \text{(5.22)}$$
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The time in the pipelined circuit does not change from $W_s = C \cdot t_{CLK}$, and therefore the average latency from arrival to completion of processing is

$$W_T = W_q + W_h + W_s = \frac{1}{\mu_s} \cdot \frac{\rho}{2(1-\rho)} \left( \frac{(R_S(N-C) + SN/C)^2 \cdot t_{CLK}}{2(R_S N + SN/C)} \right) + C \cdot t_{CLK}. \quad (5.23)$$

Note that the expression for time in the server, $W_s$, no longer equals $1/\mu_s$, because the waiting time due to coarse-grained context switching is accounted for in the expression for $W_h$ rather than $W_s$. The expression for the average (mean) queue occupancy, $N_q$, does not change from (5.19); however, the expression for $\mu_s$, the effective service rate, has changed to (5.20). The mean number of elements waiting in the buffer due to the hierarchical, round-robin scheduling is $N_h = \lambda W_h$.

The above discussion provides analytic performance expressions for total achievable throughput, $T_{TOT}$, and the average latency experienced by each data element, $W_T$, both in the buffer, $W_q + W_h$, and in computation, $W_s$. Also available is the average occupancy of the buffer, $N_q + N_h$. For a summary of these queueing model equations, see Table B.2 in Appendix B.

The effective service rate, $\mu_s$, in (5.20) can also be derived from an equivalent service time distribution shown in Figure 5.10a with random variable $X$ where $\mu_s = \frac{1}{E[X]}$. Also, the sum of the additional time waiting in the queue and the time in the server, $W_h + W_s$, in (5.17, 5.22) can be derived from an equivalent distribution shown in Figure 5.10b with random variable $WHS$ where $W_h + W_s = E [WHS]$. In both figures, $T_V$ is the total vacation time for a full round of the hierarchical schedule equal to $R_S(N-C) + SN/C$, $T_T$ is the total time for a full round of the hierarchical schedule equal to $R_S N + SN/C$, and $p_v$ is the fraction of time that the server is in a vacation period equal to $\frac{T_V}{T_T}$. 138
5.2.2 Validation

To validate these modeling expressions, we developed a cycle-accurate discrete-event simulation of the system and measured the average latency of data elements from when they enter the input queue to when they exit the system. Consider a candidate design with 4 fine-grained contexts ($C = 4$), 8 total contexts ($N = 8$), and a 4 clock overhead to perform a coarse-grained context switch ($S = 4$). Figure 5.11a plots the total latency, $W_T$, predicted by (5.23) vs. the schedule period, $R_S$, for two different offered loads. The points on the graph correspond to empirical results from the discrete-event simulation run with the same parameters. The offered load is defined as the ratio of the aggregate arrival rate (of all streams) to the peak service rate of the system (i.e., when $S = 0$). Offered load then evaluates to $N \cdot \lambda \cdot t_{CLK}$. We draw two conclusions from this figure. First, there is good correspondence between the analytical model and the empirical simulation results. This bolsters our confidence that the analytic model is reasonable. Second, as is readily apparent in the graph, the schedule period that optimally minimizes latency is different for different offered loads. At low offered load ($0.16$) minimum latency is experienced with schedule period $R_S = 2$; and at a higher offered load ($0.48$) one must increase the schedule period to $R_S = 4$ to achieve minimum latency.
Figure 5.11: Discrete-event simulation of latency vs. schedule period for two sets of parameters for the M/D/1 queueing model. The curves are analytically generated from (5.23) and the points are empirically measured via the discrete-event simulation.

Likewise, we consider a second candidate design with 10 fine-grain contexts ($C = 10$), 100 total contexts ($N = 100$), and a 100 clock cycle overhead to perform a coarse-grained context switch ($S = 100$) to validate the analytic model against a different set of parameters. Figure 5.11b plots the total latency, $W_T$, with an offered load of 0.08. Again, we see that there is good correspondence between the analytical model and the empirical simulation results with minimum latency occurring at $R_S = 3$.

### 5.3 M/G/1 queueing model development with vacation model

We now consider a model of the system with an independent M/G/1 queueing station (Markovian, or memoryless, arrival process; General service process; 1 server) where the server can go on vacation for some time. In this model, the server distribution is general and, during a vacation, the server is not servicing any of its queued data elements.
Referring back to the queueing model in Figure 5.2b, the system consists of \( N \) queueing stations which all share a single physical server which is represented as being \( N \) “virtual” servers. We employ the same fixed, hierarchical, round-robin schedule as was used in the M/D/1 model. A set of \( C \) input streams share the hardware resource and execute in a round-robin fashion in the server (in the computation pipeline). After \( R_S \) rounds, the current set of \( C \) input streams’ state is swapped out (context switched) to secondary memory with cost \( S \) and the next set is swapped in. The collection of input stream sets are also context switched in a round-robin fashion.

When the server takes a vacation, it is one of two kinds: short or long. Short vacations are due to fine-grain context switching and are taken when the server is idle (i.e., the FIFO queue is empty). They occur for \( C \) clock cycles at a time. Long vacations are due to coarse-grain context switching and are taken when the schedule has completed \( R_S \) rounds of the current set of \( C \) input streams and context switches to execute the other \( N - C \) input streams, all according to the fixed schedule. They occur for the duration of the vacation period. During these times, no new elements are processed until the vacation is complete.

A single queueing station of the system, shown in Figure 5.12, consists of a FIFO queue and “virtual” server. Here, \( W_q \) is the mean waiting time in the queue and \( W_s \) is the time spent in the server. When the server takes a vacation, this produces an additional waiting time at the head of the queue, \( W_h \). \( W_h \) is included in \( W_q \) and emphasized in bold in the figure. It is derived from a vacation waiting time \( V \) whose distribution is determined by the fixed, hierarchical, round-robin schedule and defined below. \( W_s \) is modeled by a fixed service time \( X \).

![Figure 5.12: Single queueing station of system.](image-url)
5.3.1 Vacation waiting time model

To model the vacation waiting time, $V$, we define two sub-model distributions. The first is for an empty queue shown in Figure 5.13a for waiting time, $V_e$, and the second is for a non-empty queue shown in Figure 5.13b for waiting time, $V_n$.

For the case of an empty queue, the probability density function, $f_{V_e}(v_e)$, in Figure 5.13a, shows the distribution of the vacation waiting time for continuous random variable $V_e$. In this figure, $T_V$ is the time in a long vacation period (i.e., during a coarse-grain context switch), $p_s$ is the fraction of time in a service period, and $p_v$ is the fraction of time in the long vacation period. Additionally, $y_1$ and $y_2$ are height levels to be solved for, which depend on the areas of the two rectangles. Along the $x$-axis, $v_e$ is measured in time, but is normalized to clocks (by dividing by $t_{CLK}$).

![Figure 5.13](image)

Figure 5.13: Sub-model distributions used in the derivation of the vacation waiting time model.

We start the model by defining the total number of clocks to complete a full round of the hierarchical schedule as

$$ T_T = R_SN + SN/C. \quad (5.24) $$
The number of clocks in a long vacation period, which is the time during which the server has context switched to process other contexts, is

\[ T_V = T_T - R_S C \]

\[ = R_S (N - C) + SN/C. \]  \hspace{1cm} (5.25)

The fraction of time in a service period is

\[ p_s = R_S C / T_T, \]  \hspace{1cm} (5.26)

and the fraction of time in a long vacation period is

\[ p_v = 1 - p_s \]

\[ = 1 - R_S C / T_T. \]  \hspace{1cm} (5.27)

Returning to Figure 5.13a, \( f_{V_e}(v_e) \), is defined as two stacked rectangles with areas \( p_s \) and \( p_v \) and height levels \( y_1 \) and \( y_2 \). Since the sum of the areas must equal 1, we can use this to calculate the height levels.

We first calculate \( y_1 \) from the \( p_v \) area as

\[ p_v = (T_V \cdot t_{CLK}) \cdot y_1 \]

\[ y_1 = \frac{p_v}{T_V \cdot t_{CLK}} \]

\[ = \frac{1 - p_s}{T_V \cdot t_{CLK}}. \]  \hspace{1cm} (5.28)
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Likewise, we calculate $y_2$ from $y_1$ and the $p_s$ area as

$$p_s = C \cdot t_{CLK} \cdot (y_2 - y_1)$$

$$y_2 = \frac{p_s}{C \cdot t_{CLK}} + y_1$$

$$= \left( \frac{p_s}{C} + \frac{1 - p_s}{T_V} \right) \cdot \frac{1}{t_{CLK}}.$$  \hspace{2cm} (5.29)

From these results, we can define the probability density function [59], $f_{V_e}(v_e)$, as

$$f_{V_e}(v_e) = \begin{cases} \left( \frac{p_s}{C} + \frac{1 - p_s}{T_V} \right) \cdot \frac{1}{t_{CLK}} & 0 \leq v_e \leq C \cdot t_{CLK} , \\ \frac{1 - p_s}{T_V \cdot t_{CLK}} & C \cdot t_{CLK} < v_e \leq T_V \cdot t_{CLK} , \\ 0 & \text{otherwise}. \end{cases} \hspace{2cm} (5.30)$$

Writing this using step functions ($u(x)$ notation) [59], we get

$$f_{V_e}(v_e) = \left( \frac{1 - p_s}{T_V \cdot t_{CLK}} \right) \cdot [u(v_e) - u(v_e - T_V \cdot t_{CLK})] + \left( \frac{p_s}{C \cdot t_{CLK}} \right) \cdot [u(v_e) - u(v_e - C \cdot t_{CLK})] \hspace{2cm} (5.31)$$

where

$$u(x) = \begin{cases} 0 & x < 0 , \\ 1 & x \geq 0. \end{cases}$$
Integrating $f_{V_e}(v_e)$ across all time should give a total probability of 1:

$$
\int_{-\infty}^{\infty} f_{V_e}(v_e) \, dv_e = \left( \frac{1 - p_s}{T_V \cdot t_{CLK}} \right) [T_V \cdot t_{CLK}] + \left( \frac{p_s}{C \cdot t_{CLK}} \right) [C \cdot t_{CLK}]
$$

$$
= 1 - p_s + p_s
$$

$$
= 1
$$

True.

Next, for the case of a non-empty queue, the probability density function, $f_{V_n}(v_n)$, in Figure 5.13b, shows the distribution of the vacation waiting time for continuous random variable $V_n$. In this figure, the impulses defined at 0 and $T_V \cdot t_{CLK}$ are Dirac delta functions ($\delta(x)$ notation) [59] where

$$
d_\epsilon(x) = \begin{cases} 
\frac{1}{\epsilon} & -\epsilon/2 \leq x \leq \epsilon/2, \\
0 & \text{otherwise}, 
\end{cases}
$$

$$
\delta(x) = \lim_{\epsilon \to 0} d_\epsilon(x),
$$

and $\int_{-\infty}^{\infty} \delta(x) \, dx = 1$. Along the $x$-axis, $v_n$ is measured in time, but is normalized to clocks (by dividing by $t_{CLK}$).

Here, the two impulses define the vacation waiting time (and are normalized to the total number of jobs, $R_S$, in a full round of the hierarchical schedule). The first impulse, at $v_n = 0$ (i.e., no wait time), defines a group of $R_S - 1$ jobs being serviced consecutively. When these jobs complete, the server goes on a long vacation, and the next job waits for the vacation to complete. The wait time of the one job is then modeled by the second impulse, at $v_n = T_V \cdot t_{CLK}$.
The probability density function, \( f_{V_n}(v_n) \), is then

\[
f_{V_n}(v_n) = \frac{R_S - 1}{R_S} \delta(v_n) + \frac{1}{R_S} \delta(v_n - T_V \cdot t_{CLK}).
\] (5.32)

Integrating \( f_{V_n}(v_n) \) across all time should give a total probability of 1:

\[
\int_{-\infty}^{\infty} f_{V_n}(v_n) dv_n = \frac{R_S - 1}{R_S} + \frac{1}{R_S} = 1
\]

True.

Since the queueing station is using the fixed, hierarchical schedule, the probability of the queue being empty changes depending on whether the server is in a service or vacation period. Although it might change, we will assume that this probability is fixed for the purposes of combining the probability density functions, \( f_{V_e}(v_e) \) and \( f_{V_n}(v_n) \), into a single approximate function, \( f_V(v) \). When we do this, we get

\[
f_V(v) = p_0 \cdot f_{V_e}(v) + (1 - p_0) \cdot f_{V_n}(v)
\]

\[
= p_0 \cdot \left[ \frac{1 - p_s}{T_V \cdot t_{CLK}} [u(v) - u(v - T_V \cdot t_{CLK})] + \frac{p_s}{C \cdot t_{CLK}} [u(v) - u(v - C \cdot t_{CLK})] \right] + (1 - p_0) \cdot \left[ \frac{R_S - 1}{R_S} \delta(v) + \frac{1}{R_S} \delta(v - T_V \cdot t_{CLK}) \right]
\] (5.33)

where \( p_0 = 1 - \rho \), the probability of an empty queue.
Integrating $f_V(v)$ across all time should give a total probability of 1:

$$\int_{-\infty}^{\infty} f_V(v) \, dv = p_0 \cdot \left[ \frac{1-p_s}{T_V \cdot t_{CLK}} \cdot T_V \cdot t_{CLK} + \frac{p_s}{C \cdot t_{CLK}} \cdot C \cdot t_{CLK} \right] + (1-p_0) \left[ \frac{R_S - 1}{R_S} + \frac{1}{R_S} \right]$$

$$= p_0 \cdot [1 - p_s + p_s] + (1-p_0) \cdot [1]$$

$$= p_0 + 1 - p_0$$

$$= 1$$

True.

Calculating the expected value [59], $E[V]$, of the vacation waiting time to get the mean vacation waiting time, we get the following:

$$E[V] = \int_{-\infty}^{\infty} v \cdot f_V(v) \, dv = p_0 \cdot \left[ \frac{1-p_s}{T_V \cdot t_{CLK}} \cdot \frac{1}{2} \left( T_V \cdot t_{CLK} \right)^2 + \frac{p_s}{C \cdot t_{CLK}} \cdot \frac{1}{2} \left( (C \cdot t_{CLK})^2 \right) \right]$$

$$+ (1-p_0) \cdot \left[ 0 + \frac{1}{R_S} \cdot T_V \cdot t_{CLK} \right]$$

$$= \left[ \frac{1}{2} p_0 \cdot [(1-p_s) \cdot T_V + p_s \cdot C] + (1-p_0) \cdot \left( \frac{T_V}{R_S} \right) \right] \cdot t_{CLK}.$$  (5.34)

The mean vacation waiting time will be denoted as $\overline{V}$ and will be used later in the derivation of the queueing model equations.

### 5.3.2 Service time model

The model for the service time, $X$, is fixed and deterministic. For every job that enters the computational pipeline, it always takes exactly $C$ clock cycles to complete service of that job. Therefore, the service time can be modeled as a single impulse function at $x = C \cdot t_{CLK}$. 
The resulting probability density function, $f_X(x)$, is

$$f_X(x) = \delta(x - C \cdot t_{CLK}).$$  \hspace{1cm} (5.35)

Integrating $f_X(x)$ across all time should give a total probability of 1:

$$\int_{-\infty}^{\infty} f_X(x) \, dx = 1$$

True.

Next, we can calculate $E[X]$, the expected service time, as

$$E[X] = \int_{-\infty}^{\infty} x \cdot f_X(x) \, dx = C \cdot t_{CLK}. \hspace{1cm} (5.36)$$

As part of the queueing model, we also need to know the second moment of the service time, $E[X^2]$. This is calculated as

$$E[X^2] = \int_{-\infty}^{\infty} x^2 f_X(x) \, dx = C^2 \cdot t_{CLK}^2. \hspace{1cm} (5.37)$$

We will denote $E[X]$ as $\overline{X}$ and $E[X^2]$ as $\overline{X^2}$ and will use them in the development of the queueing model equations that follow.

### 5.3.3 Queueing model

The queueing equations developed here will be for the general case ($N > C$) and will include effects due to vacations. They can easily be reduced to the $N = C$ case by setting $S = 0$.  
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First, we start by defining the (deterministic) time in the pipelined circuit as

\[ W_s = \overline{X} = C \cdot t_{CLK}. \]  

(5.38)

The effective service rate, \( \mu_s \), of a “virtual” server is not equal to \( 1/W_s \), but has to take into account the long vacation time due to a coarse-grain context switch. We can do this by defining the service rate as the number of jobs processed by a stream in one full period of the hierarchical schedule. Therefore, for this M/G/1 system, the service rate, which is also the maximum achievable throughput (per stream), is

\[ \mu_s = \frac{RS}{T_T \cdot t_{CLK}} = \frac{RS}{(RSN + SN/C) \cdot t_{CLK}}. \]  

(5.39)

The total achievable throughput is then \( T_{TOT} = N \cdot \mu_s \), or

\[ T_{TOT} = \frac{RS}{(RS + S/C) \cdot t_{CLK}}. \]  

(5.40)

The average (mean) waiting time of each data element for an M/G/1 system (without vacations) is determined by the Pollaczek-Khinchin (P-K) formula as \( W_q = \frac{\lambda X^2}{2(1-\rho)} \) where \( \rho = \lambda/\mu_s \), \( \lambda \) is the arrival rate, and \( X^2 \) is the second moment of the service time [48]. To account for vacations in this formula, we need to add an additional waiting time at the head of the queue (\( W_h \)):

\[ W_q = \frac{\lambda X^2}{2(1-\rho)} + W_h. \]

To determine \( W_h \), we need to use equation 3.46 in [48] of the P-K formula derivation which uses a mean residual time, \( R \), to solve for the wait time in the queue. The wait time formula then becomes \( W_q = R + \frac{1}{\mu_s}N_q \) where \( R = \frac{1}{2}\lambda X^2 \) and \( N_q = \lambda W_q \) (Little’s Theorem [58]).
Now, we can add the mean vacation waiting time, $\bar{V}$, to $W_q$ and apply Little’s Theorem:

$$W_q = R + \frac{1}{\mu_s} \lambda W_q + \bar{V}. $$

Solving for $W_q$ then gives

$$W_q = \frac{R + \bar{V}}{1 - \rho} = \frac{\lambda \bar{X}^2}{2(1 - \rho)} + \frac{\bar{V}}{1 - \rho}. \quad (5.41) $$

Therefore, we can determine that $W_h = \frac{\bar{V}}{1 - \rho}$.

Next, the average latency (elapsed time from arrival to completion of processing; we assume one output is generated per input) for each data element is

$$W_T = W_q + W_s = \frac{\lambda \bar{X}^2}{2(1 - \rho)} + \frac{\bar{V}}{1 - \rho} + \bar{X}
= \left[ C^2 (\lambda \cdot t_{CLK}) \right. \overline{(1 - \rho)} + \frac{1}{2} \left[ [(1 - p_s) \cdot T_V + p_s \cdot C] + \frac{\rho}{1 - \rho} \left[ T_V \overline{R_S} \right] + C \right]. \quad (5.42) $$

The expression for the average latency consists of 5 terms that model the delay through the system. The first term ($\frac{\lambda \bar{X}^2}{2(1 - \rho)}$) models service queueing delay. The second term ($\frac{1}{2} (1 - p_s) T_V \cdot t_{CLK}$) models long vacation delay during a vacation period. The third term ($\frac{1}{2} p_s \cdot C \cdot t_{CLK}$) models short vacation delay during a service period for an empty queue. The fourth term ($\frac{\rho}{1 - \rho} \cdot T_V \overline{R_S}$) models vacation queueing delay. And the fifth term ($C \cdot t_{CLK}$) models service time delay. Of these delays, those due to the long vacation period (the second and fourth terms) have the greatest impact on the average latency. The vacation queueing delay (fourth term) accounts for large initial latency at low $R_S$ due to the effect
of $S$, but decreases when $R_S$ increases (by amortizing the effect of $S$). The long vacation delay (second term) accounts for a gradual increase in latency with increasing $R_S$ since $T_V$ increases with $R_S$.

Referring back to the M/D/1 model, the average latency expression in (5.23) models queueing delay (with both the service and vacation periods lumped together), long vacation delay, and service time delay. These account for the greatest effects to the latency. In comparison, the M/G/1 model separately models queueing delay for the service period (in the first term of (5.42)) and vacation period (in the fourth term). It also models the additional effect of short vacation delay during a service period for an empty queue (in the third term).

Analytical performance expressions were derived using an M/G/1 model with vacations by defining distributions for the vacation waiting time and service time. These include additional effects that were not considered in the M/D/1 model. We have performance equations for the total achievable throughput, $T_{TOT}$, the average latency, $W_T$, experienced by a data element, and the average occupancy of the buffer, $N_q$. For a summary of these queueing model equations, see Table B.3 in Appendix B.

### 5.3.4 Validation

To validate these modeling expressions, we compare in Figure 5.14a the analytical expression for latency, $W_T$, in (5.42) to the empirical simulation results of the cycle-accurate discrete-event simulation of the system (first introduced in Section 5.2.2) for the candidate design with 4 fine-grain contexts ($C = 4$), 8 total contexts ($N = 8$), and 4 clock overhead due to a coarse-grain context switch ($S = 4$). We can observe that the analytical curves and empirical results are in good alignment. Compared to Figure 5.11a, the M/G/1 curves predict slightly
higher latency. This is expected because the M/G/1 model includes more effects in the latency equation.

We also consider the second candidate design in Figure 5.14b with 10 fine-grain contexts \( C = 10 \), 100 total contexts \( N = 100 \), and 100 clock overhead for a coarse-grain context switch \( S = 100 \). We can observe again that the analytical curve and empirical results are in good alignment, with the analytical curve being slightly higher than the curve in Figure 5.11b.

### 5.4 Calibration of clock and resource models for three \( C \)-slowed applications

We use three applications across two technologies to validate and calibrate (5.13), the model for \( t_{CLK} \), and a resource model. Once calibrated, they can be used in analytic model prediction results presented in Section 5.5. The three applications, listed in Table 5.2, are:

1. A

Figure 5.14: Discrete-event simulation of latency vs. schedule period for two sets of parameters for the M/G/1 queueing model. The curves are analytically generated from (5.42) and the points are empirically measured via the discrete-event simulation.
Table 5.2: Applications implemented using \( C \)-slow techniques.

<table>
<thead>
<tr>
<th>Abbr.</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>COS</td>
<td>Cosine application</td>
<td>Synthetic cosine application implemented via a Taylor series expansion with added feedback</td>
</tr>
<tr>
<td>AES</td>
<td>AES application</td>
<td>Advanced Encryption Standard (AES) cipher in cipher-block chaining (CBC) mode for encryption</td>
</tr>
<tr>
<td>SHA</td>
<td>SHA-2 application</td>
<td>Secure Hash Algorithm (SHA-2) with 256 and 512 bit digests (SHA-256 and SHA-512)</td>
</tr>
</tbody>
</table>

synthetic cosine application implemented via a Taylor series expansion with added feedback, (2) the Advanced Encryption Standard (AES) cipher in cipher-block chaining (CBC) mode for encryption, and (3) the Secure Hash Algorithm (SHA-2) with 256 and 512 bit digests (SHA-256 and SHA-512). These applications were chosen because they each have a long combinational logic path with feedback from output to input, thus making simple pipelining alone insufficient to effectively utilize their logic blocks. This makes them good candidates for \( C \)-slow (pipelining) with virtualization where independent streams are scheduled for execution in the pipeline stages.

The applications are implemented on field-programmable gate array (FPGA) and application-specific integrated circuit (ASIC) technologies with measurements taken of the design speed and resource usage. The logic is \( C \)-slowed to support \( C \) streams of computation with \( N = C \) total streams (no secondary memory). For FPGA technology, we target two different parts and use two different tools. For the Cosine and AES applications, we target a Xilinx Virtex-4 XC4VLX100 FPGA and use the Xilinx ISE 13.4 tools for synthesis, place, & route of the hardware designs. For the SHA-2 application, we target a Xilinx Virtex-7 XC7VX485T FPGA and use the Xilinx Vivado 2013.4 tools. For ASIC technology, we target a 5M1P 0.18\( \mu \)m process using the Virginia Tech VLSI for Telecommunications (VTVT) standard cell library and use the Cadence RTL Compiler 8.10 and Cadence Encounter 9.14 tools to
synthesize, place, & route the hardware designs. Only the Cosine and AES applications are implemented in ASIC technology. The clock period is unconstrained in the runs for both technologies.

Depending on the application, we use one of two interfaces. The first is the parallel stream interface in Figure 5.1 with $N$ parallel streams multiplexed into the virtualized hardware and demultiplexed back out. In this interface, as the number of streams grows, resource usage grows due to the multiplexer/demultiplexer growing in size. The second is a single stream interface with one input stream. The input stream contains fields within record-oriented data that are independent of each other. Each field then can be processed independently of any other field in the virtualized hardware. An upfront buffer queues up data elements for each field and extracts them using a multiplexer from any position in the buffer. A reorder queue at the output can reorder the field results back into their original order. The Cosine and AES applications use the parallel stream interface, and the SHA-2 application uses the single stream interface.

We calibrate a clock and resource model for each application and technology. The clock model is calibrated based on (5.13). The resource model is calibrated based on the equation

$$\text{Resource}(L, C) = k_1 + k_2 \cdot L + k_3 \cdot C$$  \hspace{1cm} (5.43)

(valid only for a $C$-slowed circuit with no secondary memory; that is, $N = C$) where $L$ is a parameter proportional to the combinational logic path length, and $C$ is the number of streams supported in the system or the pipeline depth. The resource being modeled depends on the technology. For FPGA technology, the resource is the total slices used to implement the design. For ASIC technology, the resource is the total area of the core (i.e., the space inside the ring of pads). In this equation, $k_1$ models the fixed slices/area of the design, $k_2$
models the additional slices/area due to the combinational logic length, \( L \), of the virtualized computation, and \( k_3 \) models the additional slices/area due to the number of streams, \( C \), being supported or pipeline depth. For \( C \)-slowed applications that use the parallel interface, we expect \( k_3 \) to model the delta growth in slices/area of the multiplexer and demultiplexer in the interface as \( C \) increases.

### 5.4.1 Synthetic cosine application with added feedback (COS)

The Cosine application, illustrated in Figure 5.15, consists of a cosine function, an output register, a feedback path, and an adder to mix the input with the output feedback. This is a synthetic application built to have a long combinational logic path through the cosine function via a configurable number of Taylor series terms, \( N_t \), that approximate the cosine. The cosine function is pipelined with a configurable number of pipeline stages, \( C \), to improve the clock period and to support \( C \) virtual streams of computation. These streams are provided in parallel to the cosine function (via the parallel stream interface) and are accessed one at a time via an input multiplexer. They are fed back out via a demultiplexer at the output. To accommodate for different values of \( N_t \), which controls the length of the combinational logic path, the clock period model in (5.13) is modified as follows:

\[
t_{CLK}(N_t, C) = \frac{k_{11} + k_{12} \cdot N_t}{C} + (k_{21} + k_{22} \cdot N_t) \cdot (\ln C)^{0.7}.
\]  

In this equation, coefficients \( k_1 \) and \( k_2 \) are expanded with linear terms to model the effect of \( N_t \) on the clock period. Thus, \( k_1 \to k_{11} + k_{12} \cdot N_t \) and \( k_2 \to k_{21} + k_{22} \cdot N_t \).

In the resource model of (5.43), we can replace \( L \) with \( N_t \) for the Cosine application:

\[
Resource(N_t, C) = k_1 + k_2 \cdot N_t + k_3 \cdot C.
\]
Figure 5.15: Block diagram of synthetic cosine application with added feedback. The cosine function is approximated with a Taylor series expansion of $N_t$ terms which form a long combinational logic path. With the added feedback path, this will determine the achievable clock rate.

Clock model

In an experiment, we measure $t_{CLK}$ on 10 independent runs first for an FPGA with $N_t$ ranging from 2 to 24 terms, and $C$ ranging from 1 to 44 streams. Curve fitting the model in (5.44) across all of the data sets concurrently yields:

$$t_{CLK}(N_t, C) = \left[\frac{-11.5 + 11.8 \cdot N_t}{C} + (1.47 + 0.0079 \cdot N_t) \cdot (\ln C)^{0.7}\right] \text{ns.} \quad (5.46)$$

Comparing this expression to (5.13) shows that we are modeling the curve-fit total combinational logic delay, $k_1$, as $-11.5 \text{ ns} + 11.8 \frac{\text{ns}}{\text{term}} \cdot N_t$, and $k_2$ as $1.47 \text{ ns} + 0.0079 \frac{\text{ns}}{\text{term}} \cdot N_t$.

To validate this model, we compute the total achievable throughput, $T_{TOT}$, as $1/t_{CLK}$ (which is equivalent to (5.40) when $S = 0$ and $N = C$), and plot the observed data values from the synthesis, place, & route runs with the model prediction in Figure 5.16. Blue $\times$’s are included in the model and green $\times$’s are excluded from the model. The reason for excluding the green data points is because the pipeline stages are uneven and retiming does not do a good job at evenly distributing the pipeline registers in the combinational logic. We can see that the green $\times$’s consequently plateau until the last data point (which is at the maximum $C$ and uses all the pipeline registers in the design).
Figure 5.16: Calibrated total achievable throughput plot of the virtualized Cosine application with feedback on an FPGA. $N_t$ is the number of Taylor series terms in the cosine function. $C$ refers to the number of streams supported or the pipeline depth of the computation with $N = C$ (i.e., no secondary memory). For each value of $C$, data points were taken from 10 tool flow runs. Blue ×’s are included in the model. Green ×’s are excluded from the model.

We make several observations about the total achievable throughput of the virtualized designs. First, the model does a reasonably good job of characterizing the shape of the curve. Second, throughput initially increases linearly (at low stream counts) but eventually starts to level off and adding additional streams does not provide as significant throughput gains. Essentially, the clock rate gains (due to deeper pipelining) are approaching their maximum benefit.

Next, we curve fit $t_{CLK}$ for the ASIC technology. The resulting model yields:

$$t_{CLK} (N_t, C) = \left[ \frac{-40.4 + 28.5 \cdot N_t}{C} + (6.52 - 0.13 \cdot N_t) \cdot (\ln C)^{0.7} \right] \text{ns.} \quad (5.47)$$

Comparing this expression to (5.13) shows that we are modeling the curve-fit total combinational logic delay, $k_1$, as $-40.4 \text{ ns} + 28.5 \frac{\text{ns}}{\text{term}} \cdot N_t$, and $k_2$ as $6.52 \text{ ns} - 0.13 \frac{\text{ns}}{\text{term}} \cdot N_t$. The plot of the empirical performance results with the model prediction of the total achievable
Figure 5.17: Calibrated total achievable throughput plot of the virtualized Cosine application with feedback on an ASIC. $N_t$ is the number of Taylor series terms in the cosine function. $C$ refers to the number of streams supported or the pipeline depth of the computation with $N = C$ (i.e., no secondary memory). For each value of $C$, data points were taken from 10 tool flow runs. Blue ×’s are included in the model. Green ×’s are excluded from the model.

throughput for the ASIC design is shown in Figure 5.17. The observations made with FPGA technology clearly still hold with the ASIC technology.

Resource model

For FPGA technology, we curve fit the total slices to (5.45) to yield the following model:

$$Slices (N_t, C) = 91.0 + 12.6 \cdot N_t + 90.1 \cdot C.$$  \hspace{1cm} (5.48)

We can see in this equation that the fixed number of slices used is 91, that every additional term in the Taylor series of the cosine function uses 12.6 slices, and that every additional stream (which requires more multiplexer/demultiplexer logic) uses 90.1 slices. The plot of the empirical results with the model prediction of the slices is shown in Figure 5.18. We can
Figure 5.18: Calibrated total slices plot of the virtualized Cosine application with feedback on an FPGA. $N_t$ is the number of Taylor series terms in the cosine function. $C$ refers to the number of streams supported or the pipeline depth of the computation with $N = C$ (i.e., no secondary memory). For each value of $C$, data points were taken from 10 tool flow runs. All data points are included in the model.

Observe that the slices follow a linear trend with the number of streams ($C$) and terms ($N_t$), and that the model prediction aligns well with the measured slices data.

Next, we curve fit the total core area for ASIC technology to yield the following area model:

$$Area\left( N_t, C \right) = \left[ -0.365 + 0.225 \cdot N_t + 0.069 \cdot C \right] \text{mm}^2. \quad (5.49)$$

Here, we can see that the fixed area cost is $-0.365 \text{mm}^2$, that every additional term in the Taylor series of the cosine function accounts for $0.225 \text{mm}^2$ of the area, and that every additional stream accounts for $0.069 \text{mm}^2$ of the area. The plot of the empirical results with the model prediction of the area is shown in Figure 5.19. The observations made with FPGA technology still hold with the ASIC technology.
Figure 5.19: Calibrated total core area plot of the virtualized Cosine application with feedback on an ASIC. $N_t$ is the number of Taylor series terms in the cosine function. $C$ refers to the number of streams supported or the pipeline depth of the computation with $N = C$ (i.e., no secondary memory). For each value of $C$, data points were taken from 10 tool flow runs. All data points are included in the model.

5.4.2 Advanced Encryption Standard (AES) cipher in cipher-block chaining mode

Next, we use an AES encryption cipher [60] in CBC block mode (that has a feedback path) illustrated in Figure 5.20 to calibrate the clock and resource models. In our implementation, the AES encryption cipher is fully unrolled forming a long combinational logic path with up to 14 rounds (the AES 256-bit standard), enabling us to investigate the impact of short vs. deep combinational logic functions. The number of rounds, $N_r$, in the cipher is configurable, which controls the length of the combinational logic. The AES block cipher is shown in the middle of the figure. Operating in cipher-block chaining (CBC) mode, an initialization vector (IV) is XOR’d with a plaintext block to produce the input to the cipher. The output is registered which contains the ciphertext output. The ciphertext is then fed back, through a multiplexer, to be mixed again with the next block of plaintext. Also, the AES encryption
cipher has a configurable number of pipeline stages, \( C \), to improve the clock period and to support \( C \) virtual streams of computation. This is implemented via outer loop pipelining [61]. These streams are provided in parallel to the AES encryption cipher (via the parallel stream interface) and are accessed one at a time via an input multiplexer and fed back out via a demultiplexer at the output. To accommodate for different values of \( N_r \), the clock period model in (5.13) is modified as follows:

\[
t_{CLK}(N_r, C) = k_{11} + k_{12} \cdot N_r + (k_{21} + k_{22} \cdot N_r) \cdot (\ln C)^{0.7}.
\] (5.50)

In this equation, coefficients \( k_1 \) and \( k_2 \) are expanded with linear terms to model the effect of \( N_r \) on the clock period. Thus, \( k_1 \rightarrow k_{11} + k_{12} \cdot N_r \) and \( k_2 \rightarrow k_{21} + k_{22} \cdot N_r \).

In the resource model of (5.43), we can replace \( L \) with \( N_r \):

\[
Resource(N_r, C) = k_1 + k_2 \cdot N_r + k_3 \cdot C.
\] (5.51)
Figure 5.21: Calibrated total achievable throughput plot of the virtualized AES encryption cipher application on an FPGA. \( N_r \) is the number of rounds in the cipher. \( C \) refers to the number of streams supported or the pipeline depth of the computation with \( N = C \) (i.e., no secondary memory). For each value of \( C \), data points were taken from 10 tool flow runs. Blue \( \times \)'s are included in the model. Green \( \times \)'s are excluded from the model.

Clock model

In an experiment, we measure \( t_{CLK} \) on 10 independent runs for an FPGA for \( N_r = 4 \) and 14, and \( C \) ranging from 1 to 28 streams (i.e., up to 2 pipeline registers are included per round). Curve fitting the model in (5.50) across all of the data sets concurrently yields:

\[
t_{CLK} (N_r, C) = \left[ \frac{1.8 + 5.2 \cdot N_r}{C} + (2.56 - 0.038 \cdot N_r) \cdot (\ln C)^{0.7} \right] \text{ns.} \quad (5.52)
\]

Comparing this expression to (5.13) shows that we are modeling the curve-fit total combinational logic delay, \( k_1 \), as \( 1.8 \text{ ns} + 5.2 \frac{\text{ns}}{\text{rad}} \cdot N_r \), and \( k_2 \) as \( 2.56 \text{ ns} - 0.038 \frac{\text{ns}}{\text{rad}} \cdot N_r \). The plot of the empirical performance with the model prediction of the total achievable throughput for this FPGA design is shown in Figure 5.21. We can observe that the model matches closely to the observed data values.

Next, we curve fit \( t_{CLK} \) for the ASIC technology. The resulting model yields:

\[
t_{CLK} (N_r, C) = \left[ \frac{6.6 + 6.3 \cdot N_r}{C} + (5.34 + 0.026 \cdot N_r) \cdot (\ln C)^{0.7} \right] \text{ns.} \quad (5.53)
\]
Figure 5.22: Calibrated total achievable throughput plot of the virtualized AES encryption cipher application on an ASIC. \(N_r\) is the number of rounds in the cipher. \(C\) refers to the number of streams supported or the pipeline depth of the computation with \(N = C\) (i.e., no secondary memory). For each value of \(C\), data points were taken from 10 tool flow runs. Blue \(\times\)'s are included in the model. Green \(\times\)'s are excluded from the model.

Comparing this expression to (5.13) shows that we are modeling the curve-fit total combinational delay, \(k_1\), as 6.6 ns + 6.3 \(\frac{nm}{\text{rnd}} \cdot N_r\), and \(k_2\) as 5.34 ns + 0.026 \(\frac{nm}{\text{rnd}} \cdot N_r\). The plot of the empirical performance results with the model prediction of the total achievable throughput for the ASIC design is shown in Figure 5.22. The observations made with FPGA technology again still hold with the ASIC technology.

**Resource model**

For FPGA technology, we curve fit the total slices to (5.51) to yield the following model:

\[
Slices(N_r, C) = 1,097 + 1,434 \cdot N_r + 799 \cdot C.
\]  

(5.54)

We can see in this equation that the fixed number of slices used is 1,097, that every additional round of the AES encryption cipher uses 1,434 slices, and that every additional stream (which requires more multiplexer/demultiplexer logic) uses 799 slices. The plot of the empirical results with the model prediction of the slices is shown in Figure 5.23. We can observe that
Figure 5.23: Calibrated total slices plot of the virtualized AES encryption cipher application on an FPGA. \( N_r \) is the number of rounds in the cipher. \( C \) refers to the number of streams supported and the pipeline depth of the computation with \( N = C \) (i.e., no secondary memory). For each value of \( C \), data points were taken from 10 tool flow runs. All data points are included in the model.

the slices follow a linear trend with the number of streams, \( C \), and the number of rounds, \( N_r \), and that the model prediction aligns well with the measured slices data.

Next, we curve fit the total core area for ASIC technology to yield the following model:

\[
\text{Area}(N_r, C) = [0.11 + 3.73 \cdot N_r + 0.56 \cdot C] \text{ mm}^2. \tag{5.55}
\]

Here, we can see that the fixed area cost is 0.11 mm\(^2\), that every additional round of the AES encryption cipher accounts for 3.73 mm\(^2\) of the area, and that every additional stream accounts for 0.56 mm\(^2\) of the area. The plot of the empirical results with the model prediction of the area is shown in Figure 5.24. The observations made with FPGA technology still hold with the ASIC technology.
Figure 5.24: Calibrated total core area of the virtualized AES encryption cipher application on an ASIC. \( N_r \) is the number of rounds in the cipher. \( C \) refers to the number of streams supported or the pipeline depth of the computation with \( N = C \) (i.e., no secondary memory). For each value of \( C \), data points were taken from 10 tool flow runs. All data points are included in the model.

### 5.4.3 Secure Hash Algorithm (SHA-2) with 256 and 512 bit digests

Last, we use an SHA-2 cryptographic hash application [62] (that has a feedback path for processing multiple blocks in a stream) illustrated in Figure 5.25 to calibrate the clock and resource models. In our implementation, the SHA-2 core is fully unrolled forming a long combinational logic path with 64 rounds (for SHA-256) and 80 rounds (for SHA-512). The core is shown in the middle of the figure. To start, an initialization vector (IV) is provided with the first block of data to the input of the core (or hash function). The output is registered and eventually becomes the hash output after all data blocks have been processed. While processing each block, the intermediate hash values are fed back, through a multiplexer, to be mixed again with the next data block. The SHA-2 core has a configurable number of pipeline stages, \( C \), to improve the clock period and to support \( C \) virtual computations at a time. The SHA-2 application uses the single stream interface where the input stream contains arbitrary fields within record-oriented data that can be processed independently of each other. An upfront content addressable queue then buffers
Figure 5.25: Block diagram of SHA-2 cryptographic hash application. With a fully unrolled SHA-2 core and no pipelining (initially), the highlighted feedback path will determine the achievable clock rate.

block data from each field which can be accessed at any position via a multiplexer. The buffer is fixed in size, independent of $C$.

We fix the number of rounds in SHA for the SHA-256 and SHA-512 hash standards. Therefore, we directly calibrate the clock period model to (5.13). And, for the resource model, we drop the $L$ term giving the modified equation:

$$Resource (C) = k_1 + k_2 \cdot C. \quad (5.56)$$

Since the buffer size is fixed and therefore independent of $C$, we expect the resource model to be flat for SHA.

Clock model

In an experiment, we measure $t_{CLK}$ on 10 independent runs for an FPGA for SHA-256 and SHA-512 with $C$ ranging from 1 to 81 streams (i.e., up to 1 pipeline register per round
Figure 5.26: Calibrated total achievable throughput plot of the virtualized SHA-2 cryptographic hash application on an FPGA for SHA-256 and SHA-512. $C$ refers to the number of streams supported or the pipeline depth of the computation with $N = C$ (i.e., no secondary memory). For each value of $C$, data points were taken from 1 tool flow run. For SHA-256, the maximum number of pipeline stages is 65. For SHA-512, the maximum number of pipeline stages is 81. Blue $\times$’s are included in the models. Green $\times$’s are excluded from the models.

Curve fitting the model in (5.13) across data sets concurrently yields:

$$t_{CLK,SHA_{256}}(C) = \left[ \frac{264.6}{C} + 0.66 \cdot (\ln C)^{0.7} \right] \text{ns},$$  \hspace{1cm} (5.57)

$$t_{CLK,SHA_{512}}(C) = \left[ \frac{375.1}{C} + 0.78 \cdot (\ln C)^{0.7} \right] \text{ns}. \hspace{1cm} (5.58)$$

Comparing this expression to (5.13) shows that, for SHA-256, we are modeling the curve-fit total combinational logic delay, $k_1$, as 264.6 ns, and $k_2$ as 0.66 ns, and for SHA-512, we are modeling the curve-fit total combinational logic delay, $k_1$, as 375.1 ns, and $k_2$ as 0.78 ns.

The plot of the empirical performance with the model prediction of the total achievable throughput for this FPGA design is shown in Figure 5.26. We can observe that the model matches closely to the observed data values.
Figure 5.27: Calibrated total slices plot of the virtualized SHA-2 cryptographic hash application on an FPGA for SHA-256 and SHA-512. $C$ refers to the number of streams supported and the pipeline depth of the computation with $N = C$ (i.e., no secondary memory). For each value of $C$, data points were taken from 1 tool flow run. For SHA-256, the maximum number of pipeline stages is 65. For SHA-512, the maximum number of pipeline stages is 81. All data points are included in the models.

**Resource model**

For FPGA technology, we curve fit the total slices for SHA-256 and SHA-512 to (5.56) to yield the following models:

$$Slices_{SHA256}(C) = 20,737,$$

(5.59)

$$Slices_{SHA512}(C) = 49,652 + 30 \cdot C.$$

(5.60)

We can see in this equation that the fixed number of slices used for SHA-256 is 20,737 with no additional slices per stream, and that the fixed number of slices used for SHA-512 is 49,652 with an additional 30 slices per stream. The plot of the empirical results with the model prediction of the slices is shown in Figure 5.27. We can observe that the slices are approximately constant as a function of $C$, and that the model prediction aligns well with the measured slices data.
5.5 Analytic model results

We have application and technology independent queueing model equations, and calibrated clock and resource sub-models for three applications (COS, AES, and SHA) and two technologies (FPGA and ASIC). We are going to use the M/G/1 queueing model equations previously developed in Section 5.3 with the calibrated clock and resource models curve-fitted in Section 5.4 to predict the performance of virtualized logic computations for fine- and coarse-grain contexts for a variety of design goals. We will predict the performance of a theoretical MTJ technology where every logic gate is potentially a pipeline stage by determining the number of logic gate levels needed to implement an application and setting the pipeline depth, C, to this number accordingly. We will present results for three design scenarios. First, we will fix C and then optimize for minimum latency. This will emulate an MTJ technology with a fixed pipeline depth or an already implemented hardware design where C has been chosen and is fixed. Second, we will fix N, tune C, and then optimize again for minimum latency. In this case, the hardware is being designed and C is a tunable design parameter. Third, we will tune C, fix N = C, and then co-optimize throughput and slices/area for an efficient design. In this case, throughput and slices/area are important but not latency.

5.5.1 Design Scenario 1: Fix C, optimize for latency (W_T)

For the first design scenario, we are given a circuit, technology, the total number of contexts (N), the pipeline depth (C), and the cost of a context switch (S), and have a varying offered load (OL). We can tune the schedule period (R_S). We now want to optimize for minimum latency (W_T). For this design scenario, we present latency and optimization results for MTJ, FPGA, and ASIC technologies.
The first result we present will be for MTJ technology (magnetologic) which is a natural fit for this design scenario. As a reminder, magnetologic refers to logic circuits built using MTJ devices. Since MTJs are magnetic and are capable of storing information in a magnetic field, then every logic gate in magnetologic has the potential to be a pipeline stage in combinational logic. On this basis, we can then set $C$ equal to the number of logic gate levels in the longest combinational logic path of an application circuit. For this technology, we target the SHA application. For SHA-256, we estimate 491 logic levels. For SHA-512, we estimate 1,025 logic levels. (These estimates were taken from post-route timing summary reports for SHA on a Xilinx Virtex-7 XC7VX485T FPGA part using the Xilinx Vivado 2013.4 tools.)

The results for MTJ technology are shown in Figure 5.28a for SHA-256 and Figure 5.28b for SHA-512. In these results, we assume one output is generated per input (as in, hashes are computed immediately from each block input into SHA). In each figure, there is a latency and optimization plot. In the latency plot, the queueing model predicts mean latency ($W_T$) across a range of schedule periods ($R_S$) and three offered loads ($OL$). Since we are predicting theoretical results for an MTJ technology, $t_{CLK}$ is unknown but is expected to be constant. Therefore, we measure latency in clocks (i.e., setting $t_{CLK} = 1$ which effectively drops $t_{CLK}$ out of the equations). Offered load, as was previously defined in Section 5.2.2 and is repeated here, is the ratio of the aggregate arrival rate (of all streams) to the peak service rate of the system (i.e., when $S = 0$). It evaluates to $N \cdot \lambda$ (where $\lambda$ is in $\text{elements per clock}$).

Returning to the latency plot, there are three regions of interest. The first region is the high latency on the left which drops steeply. This high latency is due to queueing delay. The beginning of this region marks the minimum $R_S$ needed for a given offered load. As $R_S$ increases, total achievable throughput increases, causing queueing to decrease. The second region is at the knee of the curve. In this region, $R_S$ is optimal and gives minimum latency performance. The third region is to the right where latency gradually increases.
Figure 5.28: Analytic latency prediction (top) and optimization (bottom) plots for MTJ technology with the SHA application for design scenario 1. The optimal $R_S$ for minimum latency is indicated by a dot. In these plots, $C$ is calibrated to the logic levels of the SHA-256 and SHA-512 implementations, $N = 2C$, and $S = 2,000$.

This increase is due to the wait time incurred during a vacation period by the hierarchical, round-robin schedule as $R_S$ increases. It now takes longer for a data stream to be serviced.

We can observe for SHA-256 with an $OL = 0.8$, the minimum latency is about 12,500 clocks, whereas for SHA-512, it is about 18,000 clocks. This larger latency is expected due to the additional logic levels in SHA-512.

In the optimization plot, latency is optimized continuously across a range of offered loads swept from 0 to 1. There are two curves. The solid blue curve shows the minimum $R_S$ needed to service a given offered load (that is, $\rho < 1$). The dashed green curve shows the optimal $R_S$ that minimizes latency at the given offered load. We can see that at low offered load, the optimal $R_S$ is small, then gradually increases until about 0.8 (left) or 0.9 (right), and finally increases steeply.
Figure 5.29: Analytic latency prediction plots vs. offered load for MTJ technology with the SHA application for design scenario 1. $C$ is calibrated to the logic levels of the SHA-256 and SHA-512 implementations, $N = 2C$, and $S = 2,000$. A 3 dB point is drawn for each curve above the minimum latency to approximate the knee of the curve. The dashed black curve is a lower bound of the optimal latency for $R_S$ optimized at each offered load.

Suppose we choose a value of $R_S$ from the optimization plot. We can then plot the latency for this fixed $R_S$ versus the offered load to show a performance curve across all loads. This is shown in Figure 5.29a for SHA-256 and in Figure 5.29b for SHA-512 for three values of $R_S$. We can see that the latency is initially flat at low offered loads, but then increases steeply at some point. The “knee” of these curves, indicated by a black dot, we can approximate to be 3 dB above the minimum latency of each curve. Beyond the knee, the latency increases sharply. As $R_S$ varies, the latency curve changes in two ways. First, it changes in the value of the latency in the flat part of the curve (low $R_S$ gives low latency). Second, it changes the position of the knee of the curve (high $R_S$ pushes the knee out further, allowing a large range of loads to be handled). This indicates a tradeoff. If we expect the load on the system to be small, we can sacrifice range to get low latency. Otherwise, we can sacrifice low latency for a large range. Optimizing $R_S$ continuously across all offered loads, we can attain the minimum latency for each offered load. This is shown as the dashed black curve, which establishes a lower bound on the latency.
Figure 5.30: Analytic latency prediction (left) and optimization (right) plots for FPGA technology with the COS application for design scenario 1. In these plots, $C = 10$, $N = 100$, $S = 100$, and $N_t = 20$.

Next, we present results for FPGA technology with $t_{CLK}$ calibrated to (5.46) for the COS application. The latency and optimization plots are shown in Figure 5.30 for offered loads of 0.001, 0.4, and 0.7. In these plots, $C = 10$, $N = 100$, $S = 100$, $N_t = 20$ (the number of Taylor series terms approximating the cosine function), and $t_{CLK}$ evaluates to 25.3 ns (which is 39.5 MHz). The general trends observed with MTJ technology are clearly present here as well.

Last, we present results for ASIC technology with $t_{CLK}$ calibrated to (5.53) for the AES application. The latency and optimization plots are shown in Figure 5.31 for offered loads of 0.001, 0.4, and 0.7. In these plots, $C = 10$, $N = 200$, $S = 150$, $N_r = 14$ (the number of cipher rounds), and $t_{CLK}$ evaluates to 19.6 ns (which is 50.9 MHz). The general trends observed with MTJ technology are clearly present here as well.

### 5.5.2 Design Scenario 2: Fix $N$, tune $C$, optimize for latency ($W_T$)

For the second design scenario, we are given a circuit, technology, the total number of contexts ($N$), the cost of a context switch ($S$), and the arrival rate ($\lambda$). We can tune the
pipeline depth (C) and the schedule period (R_S). We now want to optimize for minimum latency (W_T). For this design scenario, we present latency and optimization results for the COS, AES, and SHA applications on FPGA and ASIC technologies.

First, we present results for the COS application in Figure 5.32a for FPGA technology with the clock period, t_{CLK}, calibrated to (5.46) and in Figure 5.32b for ASIC technology with t_{CLK} calibrated to (5.47). In each figure, there is a latency and optimization plot with parameters N = 60, S = 10C, N_t = 20 (the number of Taylor series terms approximating the cosine function), and λ = 30 \frac{Kelems}{s}. t_{CLK} depends on the value of C.

In the latency plot, the queueing model again predicts mean latency, W_T, across a range of schedule periods, R_S, however, this time for three values of C (instead of offered load). The shape of the latency plot is the same as before (initially high, drops steeply to an optimal point, then increases gradually). However, we can see that as C increases, overall latency decreases (lower is better). This is due to having more pipeline stages running more contexts concurrently in the hardware, thus parallelizing the computation. Because there are more stages (evenly distributed throughout the combinational logic), stage-to-stage delay is reduced. This improves overall throughput, and therefore reduces latency.
Figure 5.32: Analytic latency prediction (top) and optimization (bottom) plots for the COS application for design scenario 2. In these plots, \( N = 60, S = 10C, N_t = 20, \) and \( \lambda = 30 \frac{\text{Kelems}}{s}. \)

In the optimization plot, the schedule period, \( R_S \), is optimized for minimum latency, this time as a function of \( C \). We can see that the optimal \( R_S \) is initially high at low \( C \), then decreases as \( C \) increases. This is because when \( C \), the number of pipeline stages, increases, the overall throughput also increases. When this happens, \( R_S \) no longer needs to be as high to handle the load. We also notice that the optimal \( R_S \) starts to curve back up slightly at high \( C \). We can understand this by making a simple observation in the latency plot. As \( C \) increases in the latency plot, the slope of the region to the right of the optimal \( R_S \) point decreases. Since this slope is less pronounced, it causes the optimal \( R_S \) to shift to the right (increase) slightly.

Next, we present results for the AES application in Figure 5.33a for FPGA technology with \( t_{CLK} \) calibrated to (5.52) and in Figure 5.33b for ASIC technology with \( t_{CLK} \) calibrated to (5.53). In these plots, \( N = 60, S = 10C, \) and \( \lambda = 30 \frac{\text{Kelems}}{s}. \) The number of rounds, \( N_r \), is set to 14 which is the standard for AES-256. The value of \( t_{CLK} \) again depends on the
value of $C$. We can see in these figures that the general shape and observations made of the latency and optimization curves remain the same except that the optimal $R_S$ (in the optimization plot) does not appear as high at low $C$.

Last, we present results for the SHA application for FPGA technology in Figure 5.34a for SHA-256 with $t_{CLK}$ calibrated to (5.57) and in Figure 5.34b for SHA-512 with $t_{CLK}$ calibrated to (5.58). In these plots, $N = 60$, $S = 10C$, $N_r = 14$, and $\lambda = 30 \frac{\text{Kelements}}{s}$. The value of $t_{CLK}$ again depends on the value of $C$. We can also see in these figures that the general shape and observations made of the latency optimization curves are the same as for the COS application.
Figure 5.34: Analytic latency prediction (top) and optimization (bottom) plots for the SHA application in FPGA technology for design scenario 2. In these plots, $N = 60$, $S = 10C$, and $\lambda = 30 \frac{\text{Kelems}}{\text{s}}$.

5.5.3 Design Scenario 3: Optimize for throughput-slice/area efficiency

For the third design scenario, we are given a circuit and technology and will only be using fine-grain context switching (i.e., no secondary memory). Thus, $N = C$ (total contexts equals the pipeline depth) and $S = 0$ (no context switch cost). We can tune the pipeline depth ($C$). We now want to optimize for the maximum throughput-slice/area efficiency of the design. Throughput-slice/area efficiency is defined as the ratio of the total achievable throughput to the total slices (FPGA) or area (ASIC). A more efficient design is one that has a high throughput and low slice count or circuit area. For this design scenario, we present throughput, slices/area, and efficiency results for the COS, AES, and SHA applications on FPGA and ASIC technologies. $C$ will be constrained up to the maximum number of pipeline stages that are implemented for each application.
First, we present results for the COS application in Figure 5.35a for FPGA technology and in Figure 5.35b for ASIC technology. In each figure, there is a total achievable throughput, total slices/area, and efficiency plot. In these plots, \( N_t = 20 \) (the number of Taylor series terms approximating the cosine function). We model two parameters in this design scenario: clock period \( (t_{CLK}) \) and total slices/area. \( t_{CLK} \) is calibrated using (5.46, 5.47) and total slices/area is calibrated using (5.48, 5.49). Since \( C \) varies, \( t_{CLK} \) also varies because it depends on \( C \).

In the total achievable throughput plot, the queueing model predicts \( T_{TOT} \) across a range of pipeline depths, \( C \), up to the maximum pipeline depth \( C_{max} = 2N_t - 1 = 39 \) (for COS). We can see that the throughput increases almost linearly as \( C \) increases, but starts to bend over. In the total slices/area plot, the slices/area increases linearly with \( C \). We then derive the efficiency plot as the ratio of these two plots. A higher efficiency is better which co-optimizes for high throughput and low slices/area. In Figure 5.35a, we can see that the efficiency is initially low, increases sharply to an optimal point at about \( C = 14 \), and then gradually decreases with larger \( C \). In Figure 5.35b, there is a similar trend, except that the pipeline depth, \( C \), reaches its maximum before reaching a peak. Therefore, the optimal point is at \( C_{max} = 39 \).

Next, we present results for the AES application in Figure 5.36a for FPGA technology and in Figure 5.36b for ASIC technology. In these plots, the number of rounds, \( N_r \), is set to 14 which is the standard for AES-256. \( t_{CLK} \) is calibrated using (5.52, 5.53), and total slices/area is calibrated using (5.54, 5.55). The maximum pipeline depth, \( C_{max} \), is \( 2N_r = 28 \). We can see that the optimal efficiency in both Figures 5.36a and 5.36b is about \( C = 17 \).

Last, we present results for the SHA application (implemented only on FPGA technology) in Figure 5.37a for SHA-256 and in Figure 5.37b for SHA-512. \( t_{CLK} \) is calibrated using (5.57, 5.58) and total slices are calibrated using (5.59, 5.60). The maximum pipeline depth, \( C_{max} \), depends on the number of rounds, \( N_r \), for each hash type of the SHA-2 standard. For
Figure 5.35: Analytic total achievable throughput (top), total slices/area (middle), and efficiency (bottom) plots for the COS application for design scenario 3. $N = C$, $S = 0$, and $N_r = 20$. Efficiency is the ratio of throughput to total slices (left) or area (right).

Figure 5.36: Analytic total achievable throughput (top), total slices/area (middle), and efficiency (bottom) plots for the AES application for design scenario 3. $N = C$, $S = 0$, and $N_r = 14$. Efficiency is the ratio of throughput to total slices (left) or area (right).
SHA-256, there are $N_r = 64$ rounds making $C_{\text{max}} = N_r + 1 = 65$, and for SHA-512, there are $N_r = 80$ rounds making $C_{\text{max}} = N_r + 1 = 81$. Observing the total slices plot, we can see that the slices are relatively constant, or independent of the pipeline depth, $C$. This is due to the SHA-2 implementation having a single stream interface containing fields (to be hashed) within record-oriented data. Elements from each field are then accessed via a content addressable queue. This logic is independent of $C$. Therefore, the efficiency plot always shows that the optimal pipeline depth for maximum efficiency will be at the same point for maximum throughput which is $C_{\text{max}}$. 

Figure 5.37: Analytic total achievable throughput (top), total slices (middle), and efficiency (bottom) plots for the SHA application in FPGA technology for design scenario 3. $N = C$, and $S = 0$. Efficiency is the ratio of throughput to total slices.
5.6 Summary

We developed virtualized hardware using C-slow techniques to effectively utilize hardware and to compute multiple data streams concurrently. The virtualized hardware is pipelined with $C$ pipeline stages which we were able to model to develop a clock period model. Using queueing theory, we modeled the performance of the virtualized hardware using M/D/1 and M/G/1 queueing models to predict total throughput, latency, and queue occupancy. These models were validated via a discrete-event simulation.

We developed three C-slow applications: COS, AES, and SHA. Using the clock period model and a resource model, we calibrated these applications using simulation results to the models. The models were shown to fit well to the simulation results.

Last, we used the M/G/1 queueing model to predict the total throughput, latency, and queue occupancy of our three applications for MTJ, FPGA, and ASIC technologies. We showed several ways in which to use the model that allow a designer to optimize the performance of a virtualized circuit.
Chapter 6

Conclusions and Future Work

The research described in this dissertation is motivated by the desire to effectively utilize magnetic tunnel junctions (MTJs) in digital systems. Two potential uses of MTJs are clocking and logic. In clocking, a global external magnetic field combined with on-chip MTJs is used as an alternative mechanism for distributing the clock signal across the chip. This requires a read circuit to sense the MTJ and produce the clock output. In logic, MTJs are used to construct logic circuits, also called magnetologic. MTJs are written via a current or a magnetic field and are accessed via a resistance. This therefore requires support circuitry in order to read the MTJ and write to a downstream device. For both of these uses, a read circuit is needed to determine the state of the MTJ. For this purpose, we developed a resistance-to-voltage (R2V) read circuit to sense the MTJ resistance and produce a logic voltage output.

Magnetologic circuits have the potential to act as state in the pipeline stage of a logic circuit. This is because each MTJ device acts as a latch to whatever data is written to it. This consequently means that magnetologic circuits have the potential to become very deeply-pipelined. Since most applications are sequential (i.e., they have feedback), this can make digital design very challenging. We want to exploit the latching property of
magnetologic circuits. Therefore, we investigated virtualization of hardware as a way to more fully utilize deeply-pipelined circuits. Virtualization involves context switching the hardware logic to allow computing multiple data streams in the same logic circuit. While applicable to magnetologic using MTJs, virtualization is also applicable to traditional logic technologies like CMOS. Our virtualization investigation targets MTJs, FPGAs, and ASICs.

6.1 Conclusions

Resistance-to-voltage (R2V) read circuit

We designed, analyzed, simulated, laid out, fabricated, and tested an R2V read circuit. In the analysis, we developed a noise model for a current-mode read circuit designed with a basic current conveyor to predict its noise performance at the output. The model relates several circuit parameters to circuit performance. We learned from the model that the input node is relatively insensitive to node capacitance. This allows the input node to have high capacitance without degradation of overall circuit performance.

From the model, we developed design guidance for tuning circuit performance. This tells us that the output noise current depends strongly on transistor length and $R_{mtj}$, and weakly on transistor width and $V_{bias}$. Therefore, to decrease the output noise, the transistor length and $R_{mtj}$ (if tunable), which yield the greatest effect, should be increased.

We analyzed several current conveyor structures and developed design equations for sizing their transistors. We learned that linearity is improved by adding cascode structures and/or increasing transistor length (while preserving the shape factor). The tradeoffs are that (1) cascode structures increase the number of transistors in the design and require wider
transistors in order to keep operating in the saturation region; and (2) increasing transistor length (while preserving the shape factor) increases the transistor size in quadrature.

We designed the R2V read circuit that was fabricated using a P-cascode current conveyor with minimum length transistors, a P-cascode current comparator, and an output buffer. This design balances tradeoffs in linearity, area, and speed.

We simulated the R2V read circuit and characterized it in terms of area, transient response, power, and jitter. We found that when the process scales down to smaller dimensions, the area decreases, rise/fall times decrease, propagation times decrease, maximum frequency increases, power consumption decreases, and jitter decreases. Further, we found that the performance bottleneck of the read circuit is in the current comparator. This indicates that read circuit performance could be improved with a faster current comparator circuit. Also, we observed that the current comparator current need not be the same current as the current conveyor current. Rather, it could be scaled down to save power and area.

We designed and fabricated a prototype test chip in the 3 metal 2 poly 0.5 µm process for testing the R2V read circuit and to evaluate the feasibility of magnetic global clocking. However, due to being unable to attain MTJs, magnetic global clocking was not tested.

We experimentally tested the R2V read circuit on the prototype test chip to evaluate its functionality and performance. Using a clocked low/high resistor pair, the read circuit is shown to correctly detect the input resistance and produce the desired square wave output for MCLK. We observed second-order effects in the $V_{mtj}$ node voltage that caused an offset, from $V_{mtj}$ to $V_{bias}$, to appear on this node in the order of 17 to 51 mV. At low $V_{bias}$, such as 50 mV, this offset is significant because it is of a similar order to $V_{bias}$. This consequently causes the $I_{out}$ current to vary significantly from its nominal value. Between quadrants, we observed significant variation between $V_{mtj}$ node offsets, causing significant variation in the
ranges of low/high $I_{\text{out}}$ currents at low $V_{\text{bias}}$. This prevents a single common threshold to be selected between all the quadrants and requires that each quadrant be set individually. We tested the read circuit for its maximum operating frequency and found it to be about 48 MHz for internal resistors with $V_{\text{bias}} = 0.1$ V.

We empirically measured the actual values of the internal resistors to be within $466 \pm 6 \Omega$ and $787 \pm 11 \Omega$ across $V_{\text{bias}}$ and all quadrants. These values are less than their nominal values of $500 \Omega$ and $1 \text{k}\Omega$, which results in higher output current than expected. The variation in the internal resistors is small, making the resistor values close to constant across $V_{\text{bias}}$ and all quadrants.

We tested the linearity of the read circuit across a range of $V_{\text{bias}}$ and for multiple resistors. The read circuit remains linear up to a maximum $V_{\text{bias}}$ and then plateaus in the $I_{\text{out}}$ current. In the linear region, the transistors operate in saturation and $V_{\text{mtj}}$ correctly follows $V_{\text{bias}}$. This in turn produces linear $I_{\text{out}}$ current. The circuit is designed to operate correctly at $R_{\text{mtj}} = 500 \Omega$ and $V_{\text{bias}} = 0.1$ V, however, it is shown to operate correctly up to twice the range of $V_{\text{bias}} = 0.2$ V for the same resistor value.

We established current limits for the read circuit that the threshold current must be between. These are defined to be the values of the $I_{\text{out}}$ current measured for the low/high resistors. We then measured statically a range of stable threshold currents over which the current comparator operates correctly at DC. We last tested the dynamic operation of the read circuit (by clocking the input resistance between low/high values) and determined a range of parameters over which the read circuit operates correctly. For internal resistors, this range was wide, but for external resistors, it was narrow or non-existent. Outside of the stable range, we observed that the MCLK output oscillates when $I_{\text{th}}$ is close to the current limits.
Virtualization of hardware logic circuits

We investigated virtualization techniques for deeply-pipelined hardware logic circuits. We developed a clock period model and empirically validated it via Monte Carlo simulations. To better fit the model to the empirical result, a power term $p$ was added to bend the shape of the model curve. The shape depends on the random distribution and, for some distributions, their parameters as well. For a Gaussian distribution, $p \approx 0.7$ and is constant regardless of the parameters of the distribution.

We developed M/D/1 and M/G/1 queueing models of the performance of virtualized hardware with secondary memory using a fixed, hierarchical, round-robin schedule. These models predict average throughput, latency, and queue occupancy in the system.

We discovered when applying the $C$-slow technique (i.e., replacing every register with $C$ registers and then retiming) to virtualize a hardware circuit that the retiming tools did not do a good job at evenly distributing logic throughout the pipeline stages. Evenly distributed pipeline stages are necessary to improve the clock frequency to maximize total throughput performance. To accomplish this, manual pipelining was used instead.

We developed three $C$-slow applications and calibrated them to the clock model and a resource model for FPGA and ASIC technologies. Both models show good correspondence to the empirical results. The clock model is input to the queueing models. The resource model is combined with the queueing models to evaluate the efficiency of performance to resource usage.

Using the M/G/1 model, we predict throughput, latency, and resource usage for MTJ, FPGA, and ASIC technologies. We show three design scenarios illustrating ways in which to use the model. The first two predict latency. We are able to determine an optimal schedule
in each that minimizes the latency in each design scenario. The third design scenario predicts throughput and total slices/area. We are able to determine an optimal pipeline depth that maximizes throughput-slice/area efficiency.

6.2 Future work

Since we were unable to attain MTJs for experimentation, future work is to attain actual MTJ devices, wire bond them to the prototype test chip, and measure the effectiveness of magnetic global clocking in the presence of an oscillating magnetic field using the global clocking circuits on the chip.

During experimentation of the read circuit, we observed oscillations near threshold and offset in the $V_{mtj}$ node voltage. There were also aspects of the read circuit that were not fully explored such as the impact of load capacitance on the input node. Further investigation is needed on the properties of the read circuit. Future work is to determine the cause of the oscillations observed near threshold, investigate the use of hysteresis in the current comparator as a way to reduce the oscillations, investigate the separation (offset) between $V_{mtj}$ and $V_{bias}$ both within a quadrant and across quadrants, determine the impact of load capacitance on the input node, and from these determine ways in which the read circuit can be improved.

In hardware virtualization, we explored applying the $C$-slow technique to a hardware circuit to improve performance and utilize deeply-pipelined logic. Our investigation primarily used a parallel interface (i.e., streams are in parallel at the input and output) and a fixed schedule, and explored the use of secondary memory in the development of a queueing model.
Future work is to expand the set of context switch designs which includes supporting secondary memory, adding flow control in the data stream, and context switching using dynamic schedules; and to develop queueing models for these designs. In the SHA-2 application, an upfront content addressable queue was used to buffer the input data stream. Future work is to model the content addressable queue and its workload, and from the model determine how large it should be sized. Last, in the queueing model, we assume the arrival process is exponential. This may not be the case in many real world applications. Future work is to evaluate this assumption and determine its impact on the accuracy of the queueing models.
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Appendix A

Read Circuit Design Guidance

Validation

The design guidance presented in Section 3.1.4 is derived based on a $2^k$ factorial experimental design [47] for the noise analysis of the basic current conveyor circuit in Section 3.1. The experimental design is a statistical technique that analyzes a system containing $k$ factors with 2 levels per factor and determines variations in the output metrics due to each factor and their interactions.

In the experimental design, we have five factors, listed in Table A.1. These factors are input parameters $W$, $L$, $R_{mtj}$, $C_{mtj}$, and $V_{bias}$ from the noise analysis and are assigned letters A – E. For each factor, there are two levels such that they are a multiple of two. $W$ and $L$ are the width and length of the transistors in the current conveyor circuit. $R_{mtj}$ is the MTJ resistance. $C_{mtj}$ is the additional capacitance on the MTJ node. And, $V_{bias}$ is the bias voltage set over the MTJ.

We choose four metrics or output characteristics, listed in Table A.2, that a designer may be interested in tuning. These metrics include $f_{p1}$, $R_3$, $C_{mtj,dp,min}$, and $\sqrt{\sum I_{out,tot,n}^2}$. $f_{p1}$ is the dominant pole frequency of the circuit which contributes the most to the overall circuit.
Table A.1: Factors used in the $2^k$ factorial experimental design.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Input Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$W$</td>
<td>Transistor width</td>
</tr>
<tr>
<td>B</td>
<td>$L$</td>
<td>Transistor length</td>
</tr>
<tr>
<td>C</td>
<td>$R_{mtj}$</td>
<td>MTJ resistance</td>
</tr>
<tr>
<td>D</td>
<td>$C_{mtj}$</td>
<td>MTJ node capacitance</td>
</tr>
<tr>
<td>E</td>
<td>$V_{bias}$</td>
<td>Bias voltage over MTJ</td>
</tr>
</tbody>
</table>

Table A.2: Metrics used in the $2^k$ factorial experimental design.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{p1}$</td>
<td>Dominant pole frequency of circuit</td>
</tr>
<tr>
<td>$R_3$</td>
<td>Node 3 resistance</td>
</tr>
<tr>
<td>$C_{mtj,dp,min}$</td>
<td>Minimum MTJ capacitance for a dominant pole</td>
</tr>
<tr>
<td>$\sqrt{I_{out,tot,n}^2}$</td>
<td>Total integrated output noise</td>
</tr>
</tbody>
</table>

$R_3$ is the equivalent resistance of node 3. $C_{mtj,dp,min}$ is the minimum capacitance needed to form a dominant pole on node 3 containing the MTJ, and is a function of $f_{p1}$ and $R_3$. And, $\sqrt{I_{out,tot,n}^2}$ is the total integrated output noise of the circuit.

Applying the experimental design technique, results are shown in Figures A.1 through A.4 for each output metric. Effects are along the x-axis and represent the effect of each factor and their interactions on the output metric. There are two subplots. The top subplot shows the quantity of the effects with “I” representing the mean quantity of all effects and all others being the difference from the mean effect. The bottom subplot shows the percent variation explained by each effect. (Note, percent variation is meaningless for mean “I”.)

Design guidance is determined by observing the effects with the greatest percent variation and determining their trend (increasing or decreasing) by the sign of the quantity of the
effect. For example, we can observe in Figure A.1 for output characteristic \( f_{p1} \) that factors B and E exhibit the greatest percent variation in the output. B is the transistor length which decreases \( f_{p1} \) when increased. E is the \( V_{bias} \) voltage which increases \( f_{p1} \) when increased.

The relative dependence of output characteristics to input factors can be estimated empirically by observing the change in output due to a change in input, and then fitting this to power \( p \) in the equation \( y_2 = y_1 \left( \frac{x_2}{x_1} \right)^p \) where \( x_2/x_1 \) is the ratio change in the input parameter, \( y_2/y_1 \) is the ratio change in the output characteristic, and \( p \) is a power term that determines the strength of the dependence of the output characteristic to the input factor. If \( |p| \) is 1, then the ratio change at the input is the same ratio change at the output. If \( |p| \) is greater than one, then the input parameter has a stronger than linear effect on the output. If \( |p| \) is less than one, then the output is not affected as much by the change in input. If \( p \) is positive, this indicates a direct trend between the input factor and the output characteristic. In contrast, if \( p \) is negative, this indicates an inverse trend.

A summary of the relative dependence of output characteristics to input factors is shown in Table A.3. (Note, input parameter \( C_{mtj} \) is not shown because its effect is negligible.) The values in the table are estimated values of power \( p \). To make an observation from the table, we can see that for output circuit characteristics \( f_{p1} \) and \( C_{mtj,dp,min} \), the transistor length, \( L \), has nearly a square relationship to them. In contrast, for \( V_{bias} \), it is about linear.
Figure A.1: $2^k$ factorial experimental design for output characteristic $f_{p1}$.

Figure A.2: $2^k$ factorial experimental design for output characteristic $R_3$. 
Figure A.3: $2^k$ factorial experimental design for output characteristic $C_{m tj, dp, min}$.

Figure A.4: $2^k$ factorial experimental design for output characteristic $\sqrt{T_{out, tot, n}^2}$. 
Table A.3: Summary of the relative dependence of output characteristics to input factors. The values in the table are estimated powers, $p$, in the equation $y_2 = y_1 \left( \frac{x_2}{x_1} \right)^{p}$ where $x_2/x_1$ is the ratio change in an input parameter, and $y_2/y_1$ is the ratio change in the output characteristic.

<table>
<thead>
<tr>
<th>Output Circuit Characteristic</th>
<th>Input Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L$</td>
</tr>
<tr>
<td>$f_{p1}$</td>
<td>-1.7</td>
</tr>
<tr>
<td>$R_3$</td>
<td>-0.1</td>
</tr>
<tr>
<td>$C_{mtj,dp, min}$</td>
<td>1.8</td>
</tr>
<tr>
<td>$\sqrt{I_{out,tot,n}^2}$</td>
<td>-0.6</td>
</tr>
</tbody>
</table>
Appendix B

Summary of Queueing Model Equations

Presented in this appendix is a definition of terms used in the M/D/1 and M/G/1 queueing model equations that were developed in Chapter 5 for the general virtualized hardware configuration in Figure 5.2. This is shown in Table B.1. Next, a summary of the M/D/1 and M/G/1 queueing model equations are shown in Tables B.2 and B.3.

Table B.1: Queueing model definition of terms.

<table>
<thead>
<tr>
<th>Term</th>
<th>Label</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of data streams</td>
<td>Total number of data streams or contexts in the system</td>
</tr>
<tr>
<td>$C$</td>
<td>Pipeline depth</td>
<td>Total number of pipeline stages or fine-grain contexts in the system</td>
</tr>
<tr>
<td>$S$</td>
<td>Context switch cost</td>
<td>Number of clocks to context switch a group of fine-grain contexts</td>
</tr>
<tr>
<td>$R_S$</td>
<td>Schedule period</td>
<td>Number of rounds that a group of fine-grain contexts are executed before doing a coarse-grain context switch</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Mean arrival rate</td>
<td>Mean arrival rate at the queue of an individual stream</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>$t_{CLK}$</td>
<td>Clock period</td>
<td></td>
</tr>
<tr>
<td>$T_T$</td>
<td>Total schedule time</td>
<td></td>
</tr>
<tr>
<td>$T_V$</td>
<td>Vacation time</td>
<td></td>
</tr>
<tr>
<td>$p_s$</td>
<td>Service time fraction</td>
<td></td>
</tr>
<tr>
<td>$p_0$</td>
<td>Empty queue probability</td>
<td></td>
</tr>
<tr>
<td>$\bar{V}$</td>
<td>Mean vacation waiting time</td>
<td></td>
</tr>
<tr>
<td>$\bar{X}$</td>
<td>Mean service time</td>
<td></td>
</tr>
<tr>
<td>$\bar{X}^2$</td>
<td>Service time second moment</td>
<td></td>
</tr>
<tr>
<td>$\mu_s$</td>
<td>Service rate</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>Utilization</td>
<td></td>
</tr>
<tr>
<td>$T_{TOT}$</td>
<td>Total achievable throughput</td>
<td></td>
</tr>
<tr>
<td>$W_q$</td>
<td>Queue wait time</td>
<td></td>
</tr>
<tr>
<td>$W_h$</td>
<td>Head of queue wait time</td>
<td></td>
</tr>
<tr>
<td>$W_s$</td>
<td>Service wait time</td>
<td></td>
</tr>
<tr>
<td>$W_T$</td>
<td>Total wait time</td>
<td></td>
</tr>
<tr>
<td>$N_q$</td>
<td>Number in queue</td>
<td></td>
</tr>
<tr>
<td>$N_s$</td>
<td>Number in service</td>
<td></td>
</tr>
</tbody>
</table>

- $t_{CLK}$: Length of the critical path of the stage-to-stage delay
- $T_T$: Total number of clocks to complete a full round of the hierarchical schedule
- $T_V$: Number of clocks in a long vacation period
- $p_s$: Fraction of time in a service period for a group of fine-grain contexts
- $p_0$: Probability that the input queue is empty for an individual stream
- $\bar{V}$: Mean waiting time of vacations for an individual virtual server
- $\bar{X}$: Mean service time for an individual virtual server
- $\bar{X}^2$: Service time second moment for an individual virtual server
- $\mu_s$: Mean service rate of an individual virtual server
- $\rho$: Utilization of an individual virtual server
- $T_{TOT}$: Total aggregate achievable throughput of all streams in the system
- $W_q$: Latency in the queue for an individual stream
- $W_h$: Additional latency at the head of the queue due to coarse-grain context switching or vacations; for M/D/1 this is separate; for M/G/1 this is included in $W_q$
- $W_s$: Latency in the server (i.e., the pipelined circuit) for an individual stream
- $W_T$: Latency in the system for an individual stream
- $N_q$: Number of data elements in the queue for an individual stream
- $N_s$: Number of data elements in the server for an individual stream
\( N_T \)  Number in system \( \) Total number of data elements in the system for an individual stream

Table B.2: Summary of M/D/1 queueing model equations.

<table>
<thead>
<tr>
<th>Term</th>
<th>( N = C^* )</th>
<th>( N &gt; C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_s )</td>
<td>( \frac{1}{C \cdot t_{CLK}} )</td>
<td>( \frac{R_S}{(R_S N + SN/C) \cdot t_{CLK}} )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( \frac{\lambda}{\mu_s} )</td>
<td>same</td>
</tr>
<tr>
<td>( T_{TOT} )</td>
<td>( C \cdot \mu_s = \frac{1}{t_{CLK}} )</td>
<td>( N \cdot \mu_s = \frac{R_S}{(R_S + S/C) \cdot t_{CLK}} )</td>
</tr>
<tr>
<td>( W_q )</td>
<td>( \frac{1}{\mu_s} \cdot \frac{\rho}{2(1-\rho)} )</td>
<td>same</td>
</tr>
<tr>
<td>( W_h )</td>
<td>0</td>
<td>( \frac{(R_S(N-C)+SN/C)^2 \cdot t_{CLK}}{2(R_S N + SN/C)} )</td>
</tr>
<tr>
<td>( W_s )</td>
<td>( \frac{1}{\mu_s} = C \cdot t_{CLK} )</td>
<td>( C \cdot t_{CLK} ) (note, not ( 1/\mu_s ))</td>
</tr>
<tr>
<td>( W_T )</td>
<td>( W_q + W_h + W_s )</td>
<td>same</td>
</tr>
<tr>
<td>( N_q )</td>
<td>( \lambda W_q = \frac{\rho^2}{2(1-\rho)} )</td>
<td>same</td>
</tr>
<tr>
<td>( N_h )</td>
<td>( \lambda W_h = 0 )</td>
<td>( \lambda W_h = \rho \cdot \frac{R_S\cdot(R_S(N-C)+SN/C)^2}{2(R_S N + SN/C)^2} )</td>
</tr>
<tr>
<td>( N_s )</td>
<td>( \lambda W_s = \rho )</td>
<td>( \lambda W_s = \rho \cdot \frac{R_S C}{R_S N + SN/C} )</td>
</tr>
<tr>
<td>( N_T )</td>
<td>( N_q + N_h + N_s = \lambda W_T )</td>
<td>same</td>
</tr>
</tbody>
</table>

* Note, when \( N = C \), set \( S = 0 \).
Table B.3: Summary of M/G/1 queueing model equations.

<table>
<thead>
<tr>
<th>Term</th>
<th>Case 1 ( N = C^* )</th>
<th>Case 2 ( N &gt; C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_T )</td>
<td>( R_S N )</td>
<td>( R_S N + SN/C )</td>
</tr>
<tr>
<td>( T_V )</td>
<td>0</td>
<td>( T_T - R_S C = R_S (N - C) + SN/C )</td>
</tr>
<tr>
<td>( p_s )</td>
<td>1</td>
<td>( \frac{R_S C}{T_T} = \frac{R_S C}{R_S N + SN/C} )</td>
</tr>
<tr>
<td>( p_0 )</td>
<td>same</td>
<td>( 1 - \rho )</td>
</tr>
<tr>
<td>( V )</td>
<td>( \frac{1}{2} p_0 \cdot C \cdot t_{CLK} )</td>
<td>( \left[ \frac{1}{2} p_0 \cdot \left( (1 - p_s) T_T + p_s \cdot C \right) + (1 - p_0) \left[ \frac{T_V}{R_S} \right] \right] t_{CLK} )</td>
</tr>
<tr>
<td>( X )</td>
<td>( C \cdot t_{CLK} )</td>
<td>( C \cdot t_{CLK} )</td>
</tr>
<tr>
<td>( X^2 )</td>
<td>( C^2 t_{CLK}^2 = \frac{1}{\mu_s^2} )</td>
<td>( C^2 t_{CLK}^2 )</td>
</tr>
<tr>
<td>( \mu_s )</td>
<td>( \frac{1}{C \cdot t_{CLK}} = \frac{1}{X} )</td>
<td>( \frac{R_S}{T_T - t_{CLK}} = \frac{R_S}{(R_S N + SN/C) \cdot t_{CLK}} )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>same</td>
<td>( \frac{\lambda}{\mu_s} )</td>
</tr>
<tr>
<td>( T_{TOT} )</td>
<td>( C \cdot \mu_s = \frac{1}{t_{CLK}} )</td>
<td>( N \cdot \mu_s = \frac{R_S}{(R_S N + SN/C) \cdot t_{CLK}} )</td>
</tr>
<tr>
<td>( W_q )</td>
<td>( \frac{\lambda}{2 \mu_s^2 (1 - \rho)} + \frac{V}{1 - \rho} )</td>
<td>( \frac{\lambda X^2}{2 (1 - \rho)} + \frac{V}{1 - \rho} )</td>
</tr>
<tr>
<td>( W_h )</td>
<td>same</td>
<td>( \frac{V}{1 - \rho} )</td>
</tr>
<tr>
<td>( W_s )</td>
<td>( X = C \cdot t_{CLK} )</td>
<td>( X = C \cdot t_{CLK} ) (note, not ( 1/\mu_s ))</td>
</tr>
<tr>
<td>( W_T )</td>
<td>same</td>
<td>( W_q + W_s )</td>
</tr>
<tr>
<td>( N_q )</td>
<td>( \lambda W_q = \frac{\lambda^2}{2 (1 - \rho)} + \frac{\lambda V}{1 - \rho} )</td>
<td>( \lambda W_q = \frac{\lambda^2 X^2}{2 (1 - \rho)} + \frac{\lambda V}{1 - \rho} )</td>
</tr>
<tr>
<td>( N_s )</td>
<td>( \lambda W_s = \rho )</td>
<td>( \lambda W_s = \rho \cdot \frac{R_S C}{R_S N + SN/C} )</td>
</tr>
<tr>
<td>( N_T )</td>
<td>same</td>
<td>( N_q + N_s = \lambda W_T )</td>
</tr>
</tbody>
</table>

* Note, when \( N = C \), set \( S = 0 \).
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