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Navigating through the world involves processingiptex visual inputs to extract
information about self-motion relative to one’srsumndings. When translations (T) and
rotations (R) are present together, the velocityepas projected onto the retina (optic flow)
are a combination of the two. Since navigationsik$acan be extremely varied, such as
deciphering heading or tracking moving prey ormeating one’s motion trajectory, it is
imperative that the visual system represent bahltnd R components. Despite the
importance of such joint representations, mostiptesvstudies have only focused on the
representation of translations. Moreover, thesdistuemphasized the role of extra-retinal
cues (efference copies of self-generated rotati@tbgr than visual cues for decomposing the
optic flow. We recorded single units in the macagemetral intraparietal area (VIP) to
understand the role of visual cues in decomposptig dow and jointly representing both the
T and R components. Through the following studnes establish that the visual system can
rely on purely visual cues to derive the transtaiaand rotational components of self-motion.

We also show for the first time, joint represemtatof T and R at the level of single neurons.
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Chapter 1— Introduction

Navigating through the world involves processingnptex visual inputs to extract
information about self-motion relative to one’s rewmndings. Self-motion consists of
translations and rotations, which result in movetrard distortion of the images projected
onto the retina. Gibson (1950) termed these retnedtdcity patters as ‘optic flow’. When
translations (T) and rotations (R) occur simultarstyp, as is often the case during navigation,
the resultant optic flow is a sum of the correspogdl and R flow patterns. However,
depending on the navigational task at hand, amaggi of the translational component, the
rotational component, or both may be required.iRstance, while walking down a sidewalk
and simultaneously looking at a passing car usiywy @ head rotations, the brain must
discount the visual consequences of rotations tnate and maintain one’s direction of
translation (i.e., heading). Similarly, rotationtiesmtes are also crucial for tasks such as
estimating the angular velocity of a tracked objexy. stalking moving prey) or spatial
constancy. Travelling along a curved path, on ttierohand, requires both the translational
and rotational estimate to correctly predict corrplajectories and navigate around obstacles
(Royden et al., 2006; Cheng and Li, 2012). Henaeg¢assful navigation requires the visual
system to decipher both the translational and iostat components of self-motion. Despite
the significance of visual navigation, little isdwn about the joint representation of T and R
during self-motion.

When rotations are self-generated (such as eyead Iotations), they are accompanied
by efference copies of the motor command signarderetinal signals). For over a century,

studies have emphasized the role of such extmatettues in estimating rotations and
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consequently deriving the translation directionwdwger, this solution for decomposing self-
motion has certain limitations (Bridgeman, 2007jstfy, there are several different sources
of rotation that can occur simultaneously, suckysin-head (R4), head-on-body (&), and
body-in-world (Rsw) rotations. Therefore, in general, multiple effeze copies would need to
be added to achieve an estimate of the total cotatiowever, these signals are inherently
noisy and such a strategy would be inefficient ttuéhe potential compounding of the noise
that is associated with each signal (Gellman aetckér, 1992; Li and Matin, 1992; Crowell
et al., 1998). In addition, rotations are not alsvagcompanied by efference copy signals; for
instance, during curvilinear motion, the angulaloggy is a consequence of one’s trajectory
and not self-generated eye/head rotations. Henhas,likely that the brain uses alternative
cues for decomposing optic flow.

Several theoretical studies have shown that tHerdifice in properties of translational and
rotational flow optic flow can be used to decomptraaslations and rotation based purely on
the optic flow patterns. This potential solution tesolving self-motion components has
certain advantages over a purely extra-retinal tewlu Since retinal image motion is
determined by the total translation and rotatiothefeye relative to the world §fy and Rw),
all the relevant information required to decomptisecomponents of self-motion are readily
available to the visual system irrespective ofgberces of rotation. Thus, if the brain can use
optic flow to directly estimate translations andatmns, such mechanisms may provide a
complementary and potentially more efficient waylewompose rotations and translations.

In this chapter, | will discuss in detail the prapes of optic flow that make such
computations feasible, as well as psychophysicall &tectrophysiological literature

summarizing our current understanding of the redatble of visual and non-visual cues in
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separating translations from rotations. As will éadent from this chapter, several studies
have focused on the encoding of translations (Rowdeal., 1992; Royden, 1994; Bradley et
al., 1996; Crowell et al., 1998; Page and Duffy99;9Zhang et al., 2004), but none have
attempted to understand if and how a joint repriasiem of the two is achieved. In order to
truly understand how the visual system contribtitesavigation, it is imperative to study if

and how translations and rotations are represenpoéuatly when both are present

simultaneously. The research presented in the gqubsé chapters will address this

fundamental question.

1.1 Characteristics of Optic Flow

Quantitative characterization of the retinal
flow field is necessary to build a theoretical
framework for separating the translational andP*L

7]

rotational components of the visual stimuli. During

simultaneously translations and rotations, theltiesu

optic flow is simply a vector sum of the translatio g

and rotation velocity vector fields. Longuet-Higgi&

Prazdny (1980) showed that these two components I‘:'iéure 1-1. Pin-hole representation

separable based on the fundamental differencdsein of the retina. Coordinate system
based on Longuet-Higgins &

two vector fields. They consider a simplified
Prazdny (1980) showing the center

framework, where the eye can be thought of as of the eye at O and the plane xy as
pinhole camera that is in motion through a statan approximation of the retina. Any
point P projects on the retinal

coordinate plane xy.



environment. The retina can then be idealized glarge at a distance of the focal length from
the pinhole. As shown in Figure 1-1, let O be ti@antaneous position of the pinhole camera
and OXYZ be the Cartesian coordinate system fixal mespect to the eye. Let]TTy, T)

be the translation velocity of the eye and,(Ry, Rz) be its angular velocities. (X, Y, Z) are
the instantaneous coordinates of any world-fixethtpB in the scene in the eye coordinate
system. p denotes the planar projections of anytpdon to the retina and can be measured in
the retinal planar coordinates of (x,y). Using tlisordinate system, we can apply the
resulting equations to a variety of combinationgrafslations and rotations in different visual

scenes.

1.1.1 PureTrangation

Based on the coordinate system described aboveysldirst consider the simple
condition of translation towards a fronto-paralddne. The velocity components of P in the
moving eye reference frame will be {T-Ty, -Tz) and its retinal position p, can be

represented in retinal coordinates as:

XY) (1)

60 =77

Substituting from Eqg.1, the velocity componentshaf point moving across the retina are:

X XZ Ty XT, Ty «xTy (2)
xT=———2=——+—2=——-|-—
Z Z Z Z Z Z
Y YZ T, YTy, T, yT, (3)
Z Z Z Z Z Z

The optic flow components of translation are depandn the structure of the scene

and change with the depth of point P as well as(xhy@ coordinate of projection onto the
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Figure 1-2. Optic flow patterns on the retina dgriranslation towards a fronto-parallel plane.
The optic flow pattern is radially symmetric abdl focus of expansion (FOE), marked with
an ‘X'. (a) Heading and gaze angle are straightdhé) Heading to the right with gaze angle

still perpendicular to the FP plane.

retina. The result is a radial vector field expagdout from the projection of the translation
vector (T, Ty, Tz) on the retina. Figure I-2a is an example of ti@ieal optic flow where
an observer is facing the wall such that the réfotane is parallel to the wall and heading
straight towards the wall (0, 0z)T As shown in the figure, the velocity vectors ayenmetric
about the FOE (indicated by a red dot) and lieDa0j on the retinal plane in this example.
The retinal location of the FOE can be definechis toordinate system as %), where:

Ty _ Ty (4)

If we consider the same gaze position of the olesenith respect to the wall, but a
translation to the right I 0, T2), (Xo,Yo) is how shifted to the right, indicating a rightda

heading direction (Figure 1-2b). The velocity pifis still symmetric about (%) because
5



the Z component of the distance between any panthe plane and the origin is still
constant.

In the case of an infinite 3D cloud stimulus, thexeno world-fixed frontal plane (like a
wall). In such a situation, the velocity vectortpats are similar to Figure I-2b at any given
plane depth. However, the magnitude of the vealeeases with the distance of a point
from the retina. In the following sections we wdilscuss how this feature (motion parallax)

distinguishes translations from rotations.

1.1.2 PureRotation
Eye or head rotations also result in specific ofite patterns projected onto the retina.
For instance, a leftward eye movement adds rigliwaeslocity patterns to retinal images
(Figure 1-3). Using the same coordinate systenbagen a simple case of only horizontal eye
rotation (R/) yields the following equation defining optic flos@sulting from pure rotations:
Xg = —Ry + Ryx’ (5)
Yr = —Ryxy (6)
As evidenced in Figure 1-3, rotational optic floanaot be described as simple laminar
flow. It results in a shearing and deformation loé image that is referred to as ‘dynamic

perspective cues’. Specifically, the velocity vedsodependent on the horizontal distance of a

Figure 1-3. Components of
pomecer | | penm 8% 7
weoione | _ | =2e3303 o | = , rotational optic flow. Rotational
Aot seeeees - S2g optic flow is a sum of laminar
, , , flow and dynamic perspective
Rotational Laminar Dynamic
Optic flow Component Perspective cues.



point from the center of the retina. This is evidieam thex? term in Equation (5) and the
term in Equation (6). Hence, rotational optic flean be characterized as a combination of
laminar flow and dynamic perspective cues resultingh the changing orientation of the eye
relative to the scene (planar image projection showkigure 1-3). Theoretical studies have
proposed that the latter may play an important rioleestimating and discounting the
rotational component of optic flow to estimate hagd(Koenderink and van Doorn, 1976,
1981; Grigo and Lappe, 1999). Indeed, a recentrelgitysiological study in MT provides
evidence that the visual system may be capabldila@ing these dynamic perspective cues to
estimate rotations (Kim et al., Under revision).

The second feature of rotational optic flow is ttie velocity vectors are not dependent
on the depth variable, Z. In comparison, Equati@sand (3) show an inverse dependence of
the translational velocity vectors and distancemfrthe retina (depth). This difference in
features of translation and rotation has impligaidor the local motion parallax in a scene

(discussed below).

1.1.3 Trandation plus Rotation

In the case of an eye or head rotation in conjonctvith translation, the flow field
becomes more complex than described above. Foanicest a leftward rotation (adding
rightward velocity vectors) causes the FOE at semidepth plane to shift to the left.
Therefore, the FOE no longer indicates the directb translation. In order to extract the
accurate heading direction from such a flow figle brain must decompose the flow field
into translational and rotational components. Thaeetwo broad sources of information that

the brain has to extract such information — (1)r&xetinal signals, (2) Retinal signals.



However, as discussed earlier, the extra-retinaitisn has limitations and it may be more
efficient for the brain to use retinal signals e@esl. Here, | will discuss the significant
characteristics of retinal flow fields in differestenes and the information they contain that
allow us to solve the optic flow problem withouingsextra-retinal signals.

Since rotational optic flow is depth-invariant, buanslational optic flow isn’'t, one
retinal-based solution that has been suggestedheisuse of local motion parallax cues
(Helmholtz, 1924; Longuet-Higgins and Prazdny, 1980enderink and van Doorn, 1987,
Tomasi and Shi, 1996). These motion parallax caesbe defined as the difference in the
velocity of two points projecting close to eachestbn the retina, but differing in depth. Since
translation velocity vectors are dependent on #yeathd such a spatial derivative in depth of
velocities at any given location on the retina fesua motion parallax field. The point of
zero motion parallax then indicates the directibtranslation. The addition of rotations does
not disrupt the motion parallax field, since rata8 are depth-independent. As a result,
motion parallax is an important cue for estimatirgnslations in the presence of rotations.
Once an estimate of the translation is determirtbd, visual system can attribute the
remaining flow field to rotations.

The dependence or independence of velocity vettodepth has another important
consequence. In the presence of a deep 3D structule scene, the closest depth planes
carry largely translational information while tharther planes are highly influenced by the
rotational vectors. Therefore, the rotation rate eéso be estimated based purely on the
distant planes, whereas the translation can bmatstd based on the flow fields at near depth
planes (Li and Warren, 2000; Saunders and Niehp40). This is a simple alternative, but

highly susceptible to noise as a large part ofdfiraulus is essentially being ignored in the
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estimation of each component. While, the use ddllogotion parallax cues provides a more
robust method, it is also limited by the structafehe scene. The solution is most effective in
the presence of a rich 3D depth structure, suckiadleng through a forest. In the absence of
such structure, the brain must rely on cues thatnat contingent upon the density of the
visual scene, such as the dynamic perspectiveregaling from rotations.

In addition to the FOE being dependent on the degtaof a given plane from the
retina, the position of the FOE on the retina alsanges over time as the direction of gaze
changes during rotations. The combination of tregsial and temporal changes in the FOE
has different consequences on the optic flow patérased on the structure of the scene.
Let’s consider two examples of different visualrse®to examine the effect of this feature on
how optic flow evolves over time — moving towardér@nto-parallel (FP) wall and moving
through a dense 3D cloud of dots (Figure 1-4). Feadl+d4a, b show the result of translations
and eye/head rotations in the two visual scenahioboth scenes, the heading direction (blue
cross) is fixed both spatially and temporally inrldacoordinates.

In a 3D environment, optic flow fields from differedepth planes are simultaneously
projected onto the retina, resulting in the absesfca coherent FOE. If the visual system
completely compensates for the added rotations @empiesents only the translational
component, the ‘corrected’ FOE would still chantge position on the retina over time. In
other words, the translational estimate in retocwdrdinates would change in relation to the
changing gaze angle with time (Figure 1-4a, dadhex). Therefore, in order to ascertain
heading in world/body coordinates, the brain must @erform a coordinate transform and
encode headings in non-retinal coordinates. Congergsfor rotations and reference frame

transformation between retina and body/world are $eparate concepts that have previously

9



been erroneously considered interchangeable.

Figure 1-4b depicts the realistic situation wheffeoato-parallel wall moves closer to the
observer during translation, resulting in a temfppnraarying FOE shift based on the distance
of the wall at a given time. In contrast, in the 8&ne, the range of planar depths projected
onto the retina remains constant over time. Therscow shows the position of the FOE in
retinal coordinates over time. Due to the time-uagydepth structure of the FP plane, the

FOE location changes on the retina non-linearlyweler, after subtracting the rotation

a Infinite 3D cloud b Frontoparallel plane c Infinite 3D cloud
Translation + Rotation Translat'on + Rotaticr Curvilinear path
: [ ]
+ °
» =4
: [ D | |3 & FOE
+e X = 3
1
+ e [ re ] T P PR,
L A + Heading
A A vy .
vy vy i Gaze
vy : vy '
I , Y
v . L, v

T+R

— —— R subtracted

Retinal position of FOE in
one depth plane
1
!
Retina oosition of FOE
Retinal position of FOE in
one depth plane

time tire time

Figure 1-4. Temporal evolution of optic flow duriddferent viewing conditions in the present

of both T and R. Columns a and b are examplesieétfitranslation plus eye/head rotations
through a 3D cloud and towards a FP plane respygtiColumn c depicts curvilinear motion
through a 3D cloud. The bottom row shows the FOSitjpm with respect to time before and
after subtracting out the rotational componentefdptic flow (solid and dotted lines
respectively). In the case of linear translatitwe, position of the FOE on the retina changes over

time; whereas it remains constant during the CLiomot
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vectors, the shifts of the FOE are linear (assunsmustant rotation velocity). An interesting
feature between the two visual scenes is thatif@mation available spatially in the 3D
cloud scene (at different depth planes) is avalad temporally in the FP plane scenario.
Therefore, theoretically, if the brain can integralis velocity information over time, it is
possible to extract motion parallax cues evenhki® glane stimulus based on the time-varying
estimates. However, it is unclear if such secorkioprocessing is used in the visual system
for optic flow solutions.

Even though the 3D cloud has enough informatioaxtmact heading from purely retinal
signals, studies have not been able to conclusslebyv evidence of extracting translations in
the absence of extra-retinal signals (see sechelsv). While there are several experimental
factors that seem to affect the ability to use luretinal signals, it is often the case that
subjects mistake simulated rotation plus trangtafib+R) as travelling on a curvilinear (CL)
path with gaze position fixed with respect to thstantaneous heading (Figure 1-4c). Such a
situation would be easily distinguishable in thegance of extra-retinal signals because the
T+R condition would have efferent eye velocity signpresent, but not in the case of CL
motion. In the case of small rotation amplitudeazf angles), the instantaneous velocity
profiles for the two conditions are very similae¢sRoyden, 1994 for derivation). A T+R
stimulus could therefore be interpreted as CL pdttadius T/R due to the similarity in optic
flow patterns (especially in the absence of seaydér processing).

However, there is one major difference betweenwmeconditions. From Figure 1-4c we
can see that during CL motion, heading with respetie retina remains constant throughout
the motion. In the case of the 3D cloud (and everpkne), the FOE is constantly changing

position on the retina even if it is fixed in wortdordinates. In other words, the translation
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estimate is constant in retinal coordinates, banges temporally in world coordinates during
CL motion. The inverse is true for eye or headtrotes during straight translations. This is an
important distinction that becomes more prominemt larger rotations. Therefore, the
temporal evolution of optic flow can hold key infioation about self-motion trajectories and
needs to be studied further in addition to thetj@stimation of translational and rotational

components.

1.2 Psychophysics

During everyday life we are constantly moving andking eye/head movements,
making pursuit compensation an important and praktart of accurately perceiving self-
motion. Consider a situation where a person isimgia car and simultaneously making a
head movement to the left to check his blind spbthumans were not capable of
compensating for such eye and head movementsyithex chight perceive self-motion to the
left and could cause an accident by trying to atrhes perceived direction. We know this
does not happen and people in most real worldtsdusmare capable of accounting for the
rotations resulting from their head and eye movdmddowever, the mechanism by which
such compensation happens is unclear and a highigteld topic.

As described in the previous section, there arersé\cues, both retinal and extra-
retinal that can theoretically be used in the psscef pursuit compensation. One way to
understand the relative importance of each of thass is to systematically study the changes
to perception of self-motion during the absenceadth of the cues. Several psychophysical
studies have attempted to understand the role efdtfierent cues but due to a lack of

constraints on other factors, these studies arkcuif to compare and have seemingly

12



conflicting results. Also note that the psychophgditerature on navigation in the presence of
both translations and rotations focuses primarity estimating translations by discarding
rotations. Therefore, this section will delve irdome of the results and points of debate
regarding this question of ‘pursuit compensation’.

In order to study the role of retinal signals i throcess of pursuit compensation,
many studies design a ‘simulated pursuit’ condition which the retinal flow field
corresponding to an eye pursuit is presented tcstigect while the subject is fixating. The
initial findings indicated that subjects were inabfe of compensating during such simulated
conditions despite the similarity in the retinalage during the real and simulated pursuit
conditions (Royden et al., 1992; Royden, 1994; Baekal., 1996; Crowell et al., 1998).
These studies point to the theory that the extiaaksignal is an indispensable cue, without
which, humans are incapable of accurately compgrshdr rotations. However, as discussed
in the above, it is possible to compensate forygtbmsed on purely retinal mechanisms if the
scene has sufficient visual information (Koenderakd van Doorn, 1987). More recent
psychophysical studies have shown that in the poesef richer visual stimuli, subjects’
performance during simulated pursuit improves, degends significantly on the instructions
given to subjects (Li and Warren, 2002, 2004). WMédiscuss some of the stimuli features

that contribute to the visual processing of ogdtevt

1.2.1 Rotation Velocities

Some of the first studies on heading judgmentsndupursuit reported that subjects
were able to accurately determine their headingndureal as well as simulated rotations
(Warren and Hannon, 1988; Warren and Hannon, 199@y showed that heading thresholds

were below 1.5 for a random-dot as well as a 3-D cloud stimulnsboth the real and
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simulated pursuit conditions, indicating that theecktion of motion could be perceived even
in the absence of extra-retinal signals. Subjdsts r@eported that they experienced an illusion
that their eyes were actually rotating, supportimg hypothesis that purely retinal cues can be
used to extract direction of translation even ia gnesence of rotation. However, the mean
rotation rate used in the studies was less tligwilith total rotation amplitude ranging from
0.5°t0 3.5.

In contrast, Royden et al (1992; 1994) tested #maeshypothesis but with larger
rotation rates of up to°s and reported large errors in heading duringsthmilated rotation
conditions. The errors made by subjects were @ dhiection of the simulated rotation
corresponding to the shifts in FOE; the errors aisoeased as a function of the rotation rate.
These findings indicated that extra-retinal sigmalght be necessary at higher rotation rates.
They reported higher thresholds during the simdlgtarsuit condition for ground plane,
fronto-parallel plane, 2 transparent FP planesthad-D cloud stimulus. We will discuss the
differences between each of these stimuli subsélyuen

It is important to note that while the conflictimgsults of these two studies reports
may indicate the need for extra-retinal signalpunsuit compensation during larger rotations,
there are experimental differences in the studies may have influenced the quantitative
differences between the reports. Both the Warre. eind the Royden et al. studies used high
translation speeds of 190cm/s and 250cm/s respdctiring the 3-D cloud stimulus. For a
given depth plane, higher translational speeddtressmaller shifts in the FOE, which means
that even though Royden et al. used larger rotstiinwas somewhat offset by the larger
translational velocity. Another key difference what the Royden experiments used a denser

3-D cloud that extended from depths of 0 — 3730eshereas the Warren study used a volume
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with depths from 690cm to 3730cm. Hence, the $hifOE was larger in the Royden study
with the shift at the closest plane being *4and only 2.8 in the Warren study. In the
Royden stimulus, beyond the depth plane of 140Q@bmyelocity profile was dominated by
rotations such that there was no FOE on the regilaale whereas in the Warren stimulus, the
shift in FOE was 14%5at the farthest depth plane (still on the visibtgeen). Since the
velocity profiles of the closer depth planes arentt@ated by translation and the farther ones
are dominated by rotation, there is a differencéheninformation present in the two stimuli.
Royden et al used their higher density and largage 3-D cloud and also found that for
rotation rates less thar?,1the simulated pursuit responses were indistitngioe from the
real pursuit condition. However, they did not cédte the exact thresholds because the task
was a 7AFC task, so it is possible that the emae smaller than the sensitivity with which
the 7AFC task could measure them. There is an itapbdistinction to be made between
absolute rotation velocities and the relative iotal velocity with respect to translation,
which determines the location of FOE on a planee8aon these two studies, it is not clear if
the difference in responses is due to larger mtator if it corresponds to the location of the
FOE at various depth planes. If the responses deperthe latter, factors such as cloud depth
and distance would bias the results. Thereforegtigestill the need for a systematic study
that can disambiguate FOE positions from rotatains.

Due to the extra 0-690cm depth planes added iRtyelen stimulus, it can be argued
that the Royden study had more information abowt ttanslational direction, further
supporting the hypothesis that extra-retinal signaécome more important with larger
rotation rates. However, it is important to keepmimd that during the simulated pursuit

condition, the presented stimulus results in aledrijetween retinal and extra-retinal signals
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— optic flow may signal the presence or rotatidng, the lack of efference copies from real
eye/head rotations, indicates zero rotation. Thisflct only increases with larger rotation
velocities. Therefore these results could alsonberpreted as a reweighting of the potentially
more reliable cue (extra-retinal signals) and malybe indicative of the mechanism used to
determine heading during real pursuit. Furthermtre,simulated pursuit also suffers from
the disadvantage that the optic flow resulting freansuit during translation is very similar to

the optic flow from travelling on a curved path.

1.2.2 Path ambiguity

In the simulated pursuit condition of many studisspjects reported that they
perceived motion along a curvilinear path rathemtla straight line with path independent
rotation (Royden et al., 1992; Royden, 1994; Croweélal., 1998; Ehrlich et al., 1998).
Hence, the poor perceptual responses during sietufairsuit described above could be due
to this misinterpretation of the scene as trarmhatlong a curved path. The instantaneous
flow fields during the two conditions are very dianj especially for smaller rotational
displacements (Royden, 1994), but the implicatiforsthe path and heading are different
(Figure 1-4). Therefore, resolving the ambiguitytween path-independent rotations and
curvilinear motion is very important for successialigation.

The same instantaneous velocity profiles can bergéed with a curved path where
the radius of curvature is the ratio of the traimstaand rotation velocities. Furthermore, there
are infinite combinations of path-independent iotatand curvilinear motion that can
generate a wide range of instantaneous flow fithds may be indistinguishable from each
other. However, there are time-varying differenicethe two stimuli that could theoretically

be used to distinguish the two paths. In the cdseye/head rotation, the direction of
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translation is changing constantly with respecttite retina, but is constant in world
coordinates (Figure 1-4a). In the case of curvdmmotion, the gaze angle with respect to the
trajectory is constant resulting in the velocitpfile projected on to the retina to be constant
over time (Figure 1-4c). A deformation of the velgpcprofiles could also be caused by
movement along a curved path with a changing radfusurvature; however the heading
direction (FOE) will still remain constant in regéihcoordinates. (Rieger and Lawton, 1985)
showed that the ambiguity in the two flow fieldsncéheoretically be resolved using
differences in the acceleration profiles for the teonditions. But in the visual system, such
second-order acceleration components might noffbetiee for distinguishing the two types
of trajectories, since human sensitivity to visa@teleration is poor (Schmerler, 1976).

Another potential solution is for the visual systesro extract path information by
tracking elements, since the positions of point®idje over time during the two trajectories.
This is a computationally intensive solution thabuld require tracking the elements
individually over time and integrating the pathes However, this solution becomes more
feasible in the presence of reference objects wpos#ions can be easily tracked over time.
Therefore, theoretically, there is enough informatin the retinal flow alone to distinguish
the two motion paths but there are conflicting hessabout whether this information is indeed
used by the visual system.

Earlier experiments such as the ones presentednikBet al. (Banks et al.), asked the
subjects to place a cursor in their perceived mgadirection, while many other studies used
probes with no clear depth position for reportireygeived heading. However, in order to
determine the perceived path, it is necessaryeaoifgpthe depth of the probes. In the absence

of probe depth information, the subjects’ resporssesambiguous because it is possible that
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they perceived a curved path and responded acgptdirsome instantaneously perceived
direction of self-motion. In later experiments (Etir et al., 1998), the subjects were
presented posts at different depths to measureeittoe in their judgment with respect to
depth. If the subjects’ errors are larger at laqgest distances, it is indicative of the subject
perceiving a curved path rather than translatioti wotation. The results from Ehrlich et al
seemed to suggest that subjects perceive simutatation as a curved path. The data fell
between the correct heading and the curved patichwhe authors attributed to screen/retinal
center bias. However, once again, the rotationsratged were much smaller than the
translational speeds (R =/5, T = 200cm/s) and the cloud started 300 cm filoenobserver,
which has the same problem as described earliess- translational information from the
close depth planes. The paper also did not premeyntreal pursuit data to allow for a
comparison of the two conditions. Curiously, theoes associated with the simulated path
stimuli was also larger than most of the previousljyorted studies.

The experiments conducted by Li and Warren (2004yige some further insights
into how the path ambiguity is perceived by sulgetike in previous studies, they showed
subjects simulated pursuit stimuli, but gave spedifstructions to the subjects that either
informed them of the type of path (straight or @d) or gave no path-related information.
Interestingly, the errors during simulated purswiére rather small in the straight path
directive and closer to the straight path in theemlgce of any directive. Even though the same
stimuli were used in all conditions, the subjeatscpived the stimuli to be different based on
the instructions given. One major difference initlsmuli was the use of either a textured
ground plane or dense 3D posts. However, it isrésteng to note that the perceptual

differences were based simply on the instructidnases about the type of stimulus. Royden
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et al. (2006) repeated similar experiments and &smd that error in perceived heading
decreased when the subjects were explicitly toddstimulus corresponded to a straight path.
While these results are very interesting, theyl dehve room for ambiguity in the
interpretation. For instance, it is possible thatimh the straight path directive, subjects
responded based only on initial instantaneous laios even if they perceived a curved path.
Despite the quantitative differences in the resoftthe two groups, both the results seem to
indicate that the visual system is capable of ektrg heading information from purely retinal
signals even in the presence of rotation. Theshestpoint to the hypothesis that retinal cues
can contribute to pursuit compensation, but onth& cue conflict between retinal and extra-

retinal signals can somehow be resolved.

1.2.3 Trigger Model

In order to at least partially resolve the retiesifa-retinal cue conflict, studies were
conducted by Crowell and Andersen (2001) and Baled. (1996), testing a ‘trigger model’.
The idea of the trigger model was that the brailizas retinal cues for pursuit compensation,
but only in the presence of extra-retinal signdlserefore, the efference copies were not
utilized as an actual measure of the rotation vglobut were rather a gate or trigger for
resolving the path ambiguity. In order to studysthboth studies used stimuli where the
rotation was a sum of both real and simulated purgike much of the psychophysical
literature on pursuit compensation, there resu#is appear contradictory. Banks et al argued
that in the case of mixed simulated and real pyrsbhe subjects’ behavior most closely
resembled an extra-retinal model, whereas Crowwll Andersen argued that the responses
are closer to their proposed trigger model.

Once again the results are confounded by therdifte in experimental methods and
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stimuli. Most importantly, the Crowell and Andersstndy used conditions where simulated
pursuit was in the direction opposite to the raaispit, whereas Banks et al. used different
ratios of the two rotation components. The parttteg Crowell and Andersen data that
supports the trigger model is based on these ojgposmbinations of real and simulated
pursuit. The pursuit speeds used were higher inCiteavell experiments and the stimulus
used was a ground and sky plane rather than a@idl.clThe other issue is that though both
studies use a post to estimate subject percepfidreading, the Banks experiment did not
specify post position in depth which, as discussadier, could result in ambiguity in the

understanding the strategy used by subjects. Tiwevellr experiments also used shorter
duration stimuli (300ms) based on the hypothesa #xtra-retinal signals have a longer
latency (Grigo and Lappe, 1999). Therefore the ltesiiom these two studies may not

necessarily be inconsistent and provide some egelfar the trigger model.

1.2.4 Summary

The wide range of parameters in these experimentsghe quantitative differences in
results make the understanding of the mechanisnpurbuit compensation based on
psychophysics literature difficult. However, theme some key take-away points as well as
gaps in the knowledge which need to be addressed.
1. Most of the experiments used very large traiwsiat velocities (upwards of 100cm/s) and
relatively small rotational velocities and ampliésd(< 9/s). This results in the dynamic
perspective cue being relatively small and weak.
2. There is no disambiguation between absolute \&}ecities and the relative ratio of
translation and rotation velocities. Thereforelieastudies claiming that larger eye velocities

resulted in larger errors during simulated purswete more likely due to a larger shift in the
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FOE (smaller T/R ratio). Studies need to be pertmmhere the T/R ratio is kept constant
and the eye rotation velocity is varied and vicesae This could also give us insight into the
role of extra-retinal signals and the noise assediwith such signals.

3. There is no clear consensus on the role ofstarsolving the rotation problem. Van den
Berg and Brenner (1994), and Ehrlich et al. (1988ye conflicting results regarding the
importance of binocular disparity. The role of sterthas also not been studied during the
situation of approach to a FP plane. In the abseheeotion parallax cues, this would be a
great model to study the role of stereo informafisince the wall gets closer and the depth
information could inform the relative roles of TchR).

4. The ambiguity of the T+R and curved path needset resolved in a more rigorous way
rather than changing verbal instructions. For msta an external perceptual cue (such as
vestibular motion) would provide a more quantitatimodel for studying the role of cue
conflict between retinal and extra-retinal signals.

5. The focus of all these psychophysical studies we encoding of translations by
discarding or subtracting the distortions resultingm rotations. However, none of these
studies attempted to evaluate how good the subjgete at estimating rotations in the
presence of translations. In order to thoroughlylarstand visual navigation, the joint

estimation of both the translation and rotationdsct® be studied.

1.3 Electrophysiology

Despite the mixed results in the psychophysicsalitee, it is clear that during ‘real
pursuit’, most subjects compensate for their eyeenents and there is some evidence for

the role of both retinal and extra-retinal cues. wi&h the psychophysics literature,
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electrophysiological studies have also largely ssclion the encoding of translations in the
presence of rotations. Here, | will detail the emtrunderstanding of the neural basis of such
pursuit compensation. This section will focus mgioh electrophysiological studies from two
macaque cortical areas that encode heading baseptiorflow — Medial Superior Temporal

area (MST) and Ventral Intraparietal area (VIP).

1.3.1 Pursuit Compensation in Medial Superior Temporal Area (MST)

MST has been extensively studied for its respotsesomplex non-uniform visual
stimuli. The cells in MST usually have large receptfields that are necessary for the
analysis of complex motion such as optic flows. dkenand Saito (1989) showed that MST
has stronger responses to larger stimulus fieldistipg towards evidence of spatial pooling
of information. MST cells are also selective torapimotion (Tanaka and Saito, 1989;
Graziano et al., 1994), which are often part of tbénal information during gaze rotation
with translation. While a lot of MST cells show feeences towards leftward or rightward
translations, this is ideal for making fine disamiations of forward heading (Gu et al., 2006).
All these feature point towards MST playing a vitale in the perception of self-motion.
Furthermore, some MST neurons respond to smoogujileye movements even in the dark
indicating that it has direct extra-retinal inp(ifteewsome et al., 1988).

The initial study that tested pursuit compensationMST was by Bradley et al.
(1996). The study simulated translation towardsoatb-parallel plane and test MST response
tuning curves for fixation only, real pursuit anidhalated pursuit conditions. Based on the

rotation speed of 15%7&, the effective shift in the FOE for their stimsllwas 30. The results

of the experiment showed that the mean shift duregad pursuit was 5 but only 58% had
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shift larger than 10 and only 27% of the cells compensated completeBO shift). In
comparison, during simulated pursuit, the optintafts were around 0o. Similar experiments
performed by Shenoy et al. (1999) reported differproportions of the population as
compensating. The Shenoy study expected a meano$tz® based on their rotation and
translation parameters. The results indicated anrsbdt of 21.2 in the real pursuit condition
and 12.8 during simulated pursuit. However, the distribatiof shifts was broader and
skewed in the positive direction for real pursuibth percentile at 4#) and sharp for
simulated pursuit (75th percentile at 1%.9he study also studied the effect of VORC, which
will not be discussed in this review. The Shenmules showed larger compensation for both
real and simulated pursuit. One of the differenicethe two studies was that Bradley et al
used a 50x50 stimulus aperture whereas Shenoy et al used o#fly Aurthermore, the
rotation rate used in the Bradley stimulus wasdgrd5.?/s as compared to 9/2 in the
Shenoy experiments.

Around the same time, Page and Duffy (1999) pubtlistesults for MST tuning shifts
during pursuit. Instead of just studying tuning gedies for heading along the horizontal
plane, they used a total of 9 heading directiorséraight ahead and 8 directions distributed
45° intervals, 30 eccentric from the center. This provided a momaglete tuning curve of
the MST cells, but they did not have a simulatedspii condition in their protocol. There
experiments found that only 18% of MST cells mamgd the response amplitude of the
fixation-preferred FOE during pursuit (i.e. 82% wsieal gain modulation) and only 5%
maintained the fixation-preferred FOE during purgue. 95% showed shifts corresponding
to no compensation) and only 3% maintained bothaimplitude and the preferred FOE.

These reported numbers seem to indicate that a mmeller percentage of MST neurons
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compensated for pursuit. However, it must be ndbed due to the circular data set, the
authors did not calculate a tuning curve for thigita and the above percentages are based on
significant changes between fixation and pursunditions (F statistics). Therefore, if the
cells did not compensate completely (like most scektported in the previous studies
mentioned), they might get included as part ofali@ of non-compensatory cells. The small
percentage of compensatory cells can also be wttidbto the sampling of FOE tuning in
more than just the horizontal plane. If MST celéavé 3D optic flow tuning, recording in the
horizontal plane would just be a slice through filletuning curve. This would be sufficient
to characterize pursuit compensation only if weuass a separate mechanism for selecting
neurons based on pursuit axis. Although only 3%hef cells in the study showed perfect
compensation, a population vector analysis showedaignificant differences between the
vectors recorded during fixation and pursuit. Thatcast between single cell and population
vector results is very fascinating and warrantshir investigation with different models of

population pooling.

1.3.2 Pursuit Compensation in Ventral Intraparietal Area

Much like MST, VIP has characteristics that supjitgrtole in heading perception and
both areas have many similarities in their respsnsevisual stimuli. VIP is a multi-modal
area that has been shown to have visual, vestjbstanatosensory and auditory responses.
The presence of multi-modal responses could mal af ideal candidate for combining
various stimuli in order to determine heading dimts more accurately. While VIP has
slightly smaller receptive fields compared to M®1gst neurons are still well-tuned to optic
flow stimuli and a wide range of headings is repméed in the population (Bremmer et al.,

2010; Chen et al., 2011). Another important featfr€IP is that RFs in VIP shift in order to
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partially or completely transform the RF into hemmhtered coordinates (Duhamel et al.,
1997; Avillac et al., 2005; Avillac et al., 2007)his is an important feature as it implicates
the presence of strong extra-retinal inputs. Zhamng Britten (2011) used microstimulation
and found significant biases in choice of perceilredding direction indicating that VIP plays
a perceptually causal role for heading discrimonati

Compared to MST studies, only a few studies hawn lperformed in VIP with the
purpose of understanding the neural mechanismsudufi compensation. We will focus
specifically on two studies from the Britten lakathare of particular interest to this topic.
Zhang et al. (2004) recorded VIP neuronal respongegle simulating motion in a 3D cloud
in the presence or absence of smooth eye purswméments. On average they found that the
cells maintained a stable representation of heaéwen in the presence of eye pursuit
movements. A following study (Zhang and Britten12Devaluated the causal role of VIP in
making heading judgments during micro-stimulatiofhe psychometric curves were
generated by asking a trained monkey to judgeeatslimg direction at the end of the visual
stimulus. The monkey performed this task after ezithxating on a dot during stimulus
presentation or performing a smooth eye pursuiten@nt and during half those trials, VIP
was stimulated (interleaved with the control). Tingt point to notice is that the psychometric
curves during fixation and pursuit show very littléference in bias, though there is a slight
increase in the thresholds especially for left piirdhe results of this study showed that the
bias of the psychometric functions increased irthate conditions, but the change was larger
during the pursuit condition. There were also @darpercentage of cells with significant
shifts during pursuit as compared to fixation ofleft pursuit: 77%; Right pursuit: 82%;

Fixation: 59%). These results provide further emmke that VIP plays a causal role in

25



determining heading direction and to some extepunrsuit compensation.

While these studies establish VIP as an importagd @& its properties of heading
discrimination and pursuit compensation, there some experimental features that raise
further questions. Like with the MST studies, thesienuli did not have any stereoscopic
information about dot depths. The stimulus represka 3D cloud, but as a 2D projection at
screen depth. Moreover, since the stimulus was adebinocularly, there is a cue conflict
between the depth indicated by the velocity preftéthe dots and the disparity which places
all the dots at screen distance. VIP is known &fgirdepth planes that are close (Yang et al.,
2011), which makes the need for binocular dispantportant in presented stimuli. While
similar stimuli have been used in psychophysicslieg) the stimuli were usually viewed
monocularly and some studies have reported bettiea\noral compensation in the presence
of binocular (and to some extent even monoculaptideues (van den Berg and Brenner,
1994). These properties of VIP and psychophysieatgptions raise the need for using true
3D clouds with binocular disparity to accuratelypd¢ a range of depth planes. The
psychophysical results obtained from monkeys can &k interpreted as ambiguous when
comparing just the different no stimulation corwhs. During training, the monkeys receive
feedback regarding their choice in the form ofiagueward. Therefore, it is possible that the
almost perfect compensation observed during pucsuitd be a learned behavior and based
not on perception but an artificial shift in belaviin order to maximize the reward.
Nonetheless, the difference in the effects due ityastimulation during fixation and pursuit

indicate that VIP may play an important role ingut compensation.

1.3.3 Experimental Limitations

While these results hint towards MST being involwegursuit compensation, there
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are several experimental factors that could infbgethe data. The most significant aspect of
all three experiments was that they simulated apgirdowards a FP plane. However, there
were no depth cues and even though the simulatias tvat of an approach, the velocity
profile of the stimulus remained constant. Thisetuivalent to the variable Z from the
coordinate system described in Figure 1-1 beind hehstant. Therefore, the resultant optic
flow would simulate approaching a FP wall withoatually getting any closer to it. It can be
argued that the visual stimulus still accuratelpresented an instantaneous point during
translation + rotation, but then a temporal cobfbetween eye movement and translation
would arise because the FOE is shifting on th@aediue to the dynamic perspective cue and
IS not representative of an instantaneous poititvie. This issue can be circumvented based
on the assumption that cell responses to a cedigith are constant and the stimulus being
presented is not the real-world simulation of aprapch towards a FP wall, but instead a
plane sliced from a 3D cloud at a fixed distancafithe retina.

The larger issue is with regards to the comparisetwveen real and simulated pursuit
responses. Both the Bradley et al. (1996) and Shetoal. (1999) papers used similar
simulated pursuit stimuli. The simulated pursuihdition was accomplished by drifting the
entire stimulus across the screen at the samasdtee real pursuit eye movements. However,
as described earlier, there are several otherriEsanf optic flow that are caused due to eye
rotations during translation. So, while this apmloaould have resulted in very similar FOE
shifts compared to real pursuit, the remaindehefdptic flow stimulus would not have been
accurate — especially farther away from the cerfééenoy et al. argue that this method
simulated real pursuit accurately for the rangethwdir small aperture. However, this is

precisely the reason a larger stimulus is necessary

27



The psychophysics experiments discussed in theiquevsection hint towards a
reweighting of retinal and extra-retinal cues basedhe reliability of the cues. If we consider
a model for pursuit compensation in MST that uswh Ibetinal and extra-retinal cues, using a
small screen and inaccurate flow fields would iasee the reliance on extra-retinal cues.
While there is no concrete evidence of this yed, ldrger compensation seen in Shenoy et al.
could also be a result of this cue reweightingvdf assume that in both the experiments, the
neurons depended almost exclusively on the extnaatesignals, then excess visual
information in the form of larger screen size coléve been added noise. While this may not
be the reason for the discrepancies in data, wa ffus out as a possibility to draw attention
to the importance of using real-world accurate slimnd the present lack of information
about the relative roles of retinal and extra-@tisignals in MST. Some support for this
theory is evident based on the results of Upadleya}. (2000) where they showed that using
stimuli that contained motion parallax cues reslitelarger compensation observed in MST.
There were limitations to their study as well siticey did not have stereoscopic information
in the stimulus, but the variability in the respesdased on visual stimulus hints towards
some influence of the retinal mechanism in solthmgrotation problem.

Another point of interest is the use of screen eetthal coordinates to present the
data. As shown in Figure 1-4, the FOE is constasltiijting on the retina even after the
rotational vectors are subtracted. Therefore, & tata were to be plotted in truly retinal
coordinates, the neural data would have to bequdtsed on the time course of the pursuit
for each corresponding retinal position of the F@iEh respect to gaze position. The papers
also classify and refer to cells as encoding imaétversus head/world coordinates. Cells that

compensate completely are said to be encoding ad keordinates and cells that don'’t, as
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encoding in retinal coordinates. However, a lack @mpensation or incomplete
compensation could simply imply that the headiniyeses were erroneous, possibly due to
misestimating the rotation velocity and not as sulteof using the wrong reference frame.
Once again, if the cells truly encoded in retinahee, the responses of the cells during the
course of the stimulus would vary temporally basedelative gaze positions. Since there is
no data printed showing the time course of MSTh§rrates during pursuit trials, it is not
possible to deduce if some of the cells do in &tode the heading direction in retinal
coordinates. This is an important distinction tokeméecause if it can be shown that both the
compensatory and the non-compensatory cells entodead coordinates, the errors and
shifts in the responses can be attributed diretttyy cells’ ability to accurately subtract
rotational velocities and will bring us a step e@obdo addressing the question about the
relative roles of retinal and extra-retinal signals

Furthermore, the neurophysiological data recordechost of the pursuit studies use
stimuli that are limited to ~30-40around straight ahead. This raises some problems i
understanding the exact mechanism used by the welsompensate for pursuit. With a
limited range of the tuning curve available, itd#ficult to distinguish gain changes from
lateral shifts in the curves, which could be resdhby sampling across the whole horizontal
plane. The differences in reported compensationd$T when only the horizontal plane is
sampled versus a larger part of the 3D space,dugmphasizes the need for analyzing the
effects of pursuit on the full 3D tuning curve.

The results from the MST studies showing poor campgon during simulated
pursuit seem to support the initial psychophysieallts that showed very poor performance

during simulated pursuit with a FP wall. These lssalearly show that in the absence of
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reliable visual stimuli, both neurometric and psytetric predictions rely heavily on extra-
retinal signals. However, later psychophysical ssidhave shown that increasing the
information present in the visual stimulus as vesllreducing the cue conflict between extra-
retinal and retinal signals during simulated pursonproves the accuracy of heading
perception in humans. The only evidence of suchimprovement is from the larger
compensations seen in MST due to the addition diam@arallax cues (Upadhyay et al.,
2000). However, electrophysiological studies ofspitr compensation have yet to use more
complex visual stimuli to study the possible revatilgg of retinal and extra-retinal cues.
Another significant difference between the psych@ptal and electrophysiological studies is
the pursuit speeds used in the two sets of stuthdsle the largest pursuit speeds used in
most psychophysics experiments is aroufts$,3he electrophysiological studies range from
10-18/s. This, in addition to the fact that the translatspeeds used in psychophysics are
generally much larger than the translation speedgléctrophysiology, makes the direct

comparison of the two results difficult.

1.4 Summary of Aims

Evaluation of both psychophysical and electropHggiical literature on navigation
based on optic flow reveals shortcomings in ourvedge that need to be addressed to
understand how the brain deciphers self-motiorstFinere is no conclusive evidence that the
visual system can use purely retinal cues to estintranslations and rotations from optic
flow. However, based on the limitations of extrérral cues and the evidence from
psychophysical results, we hypothesize that thealisystem can indeed use retinal cues to

decompose self-motion into translations and rotatiocsSecond, both psychophysical and
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electrophysiological studies have neglected theomapce of estimating and rotations jointly
representing both translation and rotation durielf®otion. Thus, in the following studies,
we will evaluate the roles of retinal and extranat cues in estimating and jointly

representing T and R.

1.4.1 Aim 1: Rotation-invariant heading representation based on visual and non-
visual cues.

In the first study, we evaluated how translations @epresented in the presence of
rotations in the macaque VIP based on visual stindéé presented head-fixed monkeys with
various optic flow stimuli simulating translatioms the horizontal plane. During the ‘real
pursuit’ (RP) condition, the translations were anpanied by the monkey performing smooth
pursuit of a moving target, thus resulting in bottinal and extra-retinal cues. During the
‘simulated pursuit’ (SP) condition, both translasoand rotations were simulated, resulting in
only retinal cues.

We found the first conclusive evidence of neuroepresenting rotation-invariant
translations based purely on optic flow (retinaegu Specifically, we found that 24% of
neurons during SP (30% during RP) were invarianadded rotations. However, the mean
compensation during RP was larger than SP, indigathat while retinal cues play a
significant role in extracting translations, extetinal cues also contribute to the computation.
We further evaluated the role of 3D and 2D visusscusing both a 3D cloud stimulus and a
FP plane. The results showed for the first time #ia visual information such as dynamic
perspective cues, can also be used to separastatians from rotations.

This rotation-invariant representation of translat based on retinal cues provides

evidence for the hypothesis that retinal cues afecent to decompose self-motion into its
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translational and rotational components and allowed to further evaluate the joint

representation of T and R components.

1.4.2 Aim 2: VIP neuronsjointly encode translations and rotations.

Effective navigation requires estimates of botmgfations and rotations. Hence, in
this study we evaluated the representation of imtatin the presence of translations as well
as the joint representation of both at the singlaron level in area VIP. We used visual
stimuli similar to that in Aim 1, but included migle rotation velocities to probe rotation
representations.

We found that about 43% of VIP neurons encoded trattslations and rotations. The
rotation representation in these neurons was irfdima of gain fields of translation tuning
curves. We also found that the level of rotatiompensation observed in a neuron did not
influence the presence of rotation tuning, implythgt rotations are represented in area VIP
regardless of the accuracy of the optic flow decositppn. Importantly, this is the first study
to show that single neurons in VIP jointly reprdsbkoth translations and rotations. This
supports our hypothesis that the visual systemaesgtranslations and rotations in a flexible

manner such that either component or a combinatidmoth can be easily decoded.
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Chapter 2 — Role of visual and non-visual
cues in constructing a rotation-invariant
representation of heading in parietal
cortex

2.1 Summary

As we navigate through the world, eye and head mews add rotational velocity
patterns to the retinal image. When eye/head ootataccompany observer translation, the
rotational velocity patterns must be discounted atccurately perceive heading. The
conventional view holds that this computation reggiiefference copies of self-generated
eye/head movements. Here we demonstrate that #ie iomplements an alternative solution
in which retinal velocity patterns are themselvesdito dissociate translations from rotations.
These results reveal a novel role for visual cuesachieving a rotation-invariant
representation of heading in the macaque venttaparietal area. Specifically, we show that
the visual system utilizes both 3D cues (motiorajax) and 2D perspective distortions to
estimate heading in the presence of rotations. & fiedings further suggest that the brain is
capable of performing complex computations to indge movements and discount their

sensory consequences based solely on visual cues.
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2.2 Introduction

Retinal images of the environment are altered lifygemerated rotations such as eye or
head movements. In order to perceive the world rately, the component of retinal patterns
resulting from such rotations needs to be discalte the visual system. How the brain
achieves such a rotation-invariant visual repregent of the world remains unclear. Visually
guided navigation is an important context in whadieving rotation-invariance is critical for
accurate behavior (Gibson, 1950; Warren and Saandég5; Grigo and Lappe, 1999). For
example, while walking down a sidewalk and simutausly looking at a passing car using
eye or head rotations, the brain must discountvieaal consequences of self-generated
rotations to estimate and maintain one’s directibtranslation (i.e., heading).

Self-motion results in retinal velocity patternsolum as ‘optic flow’ (Gibson, 1950).
During translations, the resulting retinal pattesrgenerally an expansionary or contractionary
radial flow field from which the point of zero velity (Focus of Expansion, FOE) can be used
to estimate heading (Tanaka et al., 1986; Warreh. ,€1988; Duffy and Wurtz, 1995; Britten,
2008). However, eye or head rotations alter thogvfpattern such that deciphering heading
requires decomposing the resultant optic flow itremslational and rotational components
(Figure 1l-1a). Psychophysical (Royden et al., 19Ra8yden, 1994; Crowell et al., 1998) and
electrophysiological (Bradley et al., 1996; Pagd Buffy, 1999; Zhang et al., 2004) studies
have often emphasized the role of non-visual sgynalich as efference copies of self-
generated eye/head movements, in discounting oatatpb estimate heading. Such non-visual
signals can represent several different sourcestaftion, including eye-in-head £R), head-

on-body (Rig), and body-in-world (Ry) movements (Figure 2-1b). Critically, retinal ingag
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motion is determined by the translation and rotatbthe eye relative to the worldgd and
Rew, Figure 2-1b), such that extracting heading frgrticoflow requires compensating for the
total rotation of the eye-in-world (wheregR = Rey + Ryg +Rsw). Therefore, in general,
multiple non-visual signals would need to be adtedchieve a rotation-invariant estimate of
heading, potentially compounding the noise thatsisociated with each signal (Gellman and
Fletcher, 1992; Li and Matin, 1992; Crowell et 4098).

Alternatively, rotation-invariance can also thema&ty be achieved exclusively through
visual processing (Longuet-Higgins and Prazdny,013ieger and Lawton, 1985). If the
brain can use optic flow to directly estimate amtdunt rotations of the eye-in-world £,
such mechanisms may provide a complementary anengaty more efficient way to
decompose rotations and translations to achiewerigmvt heading perception. Psychophysical
studies have provided evidence that visual cues ptaya role in estimating heading in the
presence of rotations (Grigo and Lappe, 1999; ld Warren, 2000; Crowell and Andersen,
2001; Li and Warren, 2002, 2004; Royden et al.,6200However, electrophysiological
evidence for the role of visual cues is ambiguaupart because previous neurophysiological
studies either did not include visual controls &yre rotation (Zhang et al., 2004), used
incorrect visual stimuli to simulate rotations (Blay et al.,, 1996; Shenoy et al., 1999;
Shenoy et al., 2002) or employed inappropriate lyaisa methods (Bradley et al., 1996;
Shenoy et al., 1999; Shenoy et al., 2002; Bremrat. 2010 see Discussion; Kaminiarz et
al., 2014).

We recorded neural activity from the macaque véimteaparietal area (VIP) to evaluate
the relative roles of visual and non-visual cuescamputing heading in the presence of

rotations. To elucidate the role of visual cues, aeeurately simulated combinations of
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translations and rotations using visual stimuli taomng a variety of cues present during
natural self-motion. Our results provide novel ewide that (1) a subpopulation of VIP
neurons utilizes visual cues to signal heading rmotation-invariant fashion and (2) both 3D
visual cues (motion parallax) and 2D cues (perspedistortions) present in optic flow

contribute to these computations. In addition, wel that visual and non-visual sources of
rotation elicit similar responses in VIP, suggegtmulti-sensory combination of both cues in
representing rotations. We further show that rotatnvariance is distinct from the reference
frame used to represent visual heading, and proatttktional support for an eye-centered

representation in VIP (Chen et al., 2013).
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Figure 2-1. Figure 1. Dissociating translations estdtions, and experimental approaches.
(a) Optic flow patterns during self-motion. Forwaranslations result in symmetric flow
patterns (black vector fields) with a focus of exgian (FOE) indicating heading. When
rotations are added to translations, the resuttptit flow pattern has an FOE shift in the
direction of the added rotation (rightward rotaticed, leftward rotation: blue). (b) VIP
receives both visual and non-visual signals that beaused to achieve rotation-invariant
heading estimates. Visual optic flow signals cantaformation about translation and
rotation of the eye in the world £, Rew) whereas non-visual signals (efference copies)
may contain information about rotation of eye-irati€R:y), rotation of head-on-body
(Rug), or rotation of body-in-world (Ry). (c) Visual stimuli simulating translations in 8
directions spanning the entire horizontal planeeygesented to the monkey. (d) Schematic
showing the translation and rotation parametetiersimulated 3D cloud. Inset shows the
trapezoidal velocity profile of translation andation during the course of a trial (1500ms).
(e) During the ‘Real pursuit (RP)’ condition, thetic flow stimulus simulated translation,
while rotation was added by having the monkey simggiursue a visual target that moved
leftward or rightward across the screen. During' 8mmulated pursuit (SP)’ condition, the
monkey fixated at the center of the display whiggi@flow simulated combinations of
translation and eye rotation. During real and sated pursuit, the optic flow patterns
projected onto the monkey’s retina were nearly tidah
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2.3 Results

To investigate the effect of rotations on the visu@ading tuning of VIP neurons, we
presented visual stimuli simulating 8 directionstrainslation in the horizontal plane (Figure
2-1c) and two directions of rotation (Figure 2-18). evaluate the relative roles of visual and
non-visual cues, rotations were introduced in trenfof either ‘real’ or ‘simulated’ pursuit
eye movements. During real pursuit (RP, Figure 2l8f§), the monkey smoothly tracked a
target moving across the screen such that bothalviand non-visual rotation cues were
present. During simulated pursuit (SP, Figure 2-ght), the visual motion stimulus
accurately simulated a combination of translatiod aye rotation while the monkey fixated a
stationary target at the center of the display {misnal cues were absent). In order to provide
a rich visual environment, the first experiment glated self-motion through a 3D cloud of
dots, a stimulus that contains both motion paraf{ldglmholtz, 1924; Longuet-Higgins and
Prazdny, 1980; Koenderink and van Doorn, 1987; Tnaad Shi, 1996) and 2D image
deformation cues (Koenderink and van Doorn, 1976gdsand Lappe, 1999). To further
explore the underpinnings of a retinal solutionaichieving rotation-invariance, a second
experiment used a fronto-parallel plane (FP) ofsgdatvhich contains only 2D image

deformation cues.

2.3.1 Analysis of the effects of rotation on optic flow

When rotation and translation occur simultaneouse resulting pattern of retinal
velocity vectors can differ substantially from ttypical radial optic flow patterns observed
during pure translation. This change is often cphadized as a shift in the focus of

expansion (FOE) (Warren and Hannon, 1990; Bradlegwl.e 1996; Shenoy et al., 1999;
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Shenoy et al., 2002). However, in a visual scertb depth structure, adding rotation results
in different FOE shifts at different depths (Zhaetal., 2004). This is due to a key difference
in the properties of optic flow resulting from tedations and rotations — the magnitude of
translational optic flow vectors decrease with ahise (depth), whereas rotational optic flow
vectors are independent of depth (Longuet-Higgind Brazdny, 1980). Hence, for more

distal points in a scene, rotations produce a faf§2E shift (Figure 2-2). For the translation
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Figure 2-2. Dependence of translational and ratatioptic flow properties on viewing
distance. Translational optic flow vectors (leftusan) decrease in magnitude as the distance
of the plane being viewed increases. Rotationat diow (middle column), however,
remains constant irrespective of the viewing distaWhen these translation and rotation
flow fields are added, the resultant FOE shift @amvith distance to the plane (right column).
Therefore, in a 3D environment where objects aesqmt at varying distance from the
observer, no single FOE exists. For the stimuluarpaters used in this study, the nearest
depth plane of the simulated 3D cloud (25cm) resualia 20° shift in FOE; at the screen
depth of 35cm, the shift is 42° and for any plaagdnd 50cm (50-125cm), the FOE is
undefined as the optic flow is dominated by rotagio
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and rotation parameters used in this study, theeseglane in the 3D cloud (25cm) results in
a 20 FOE shift. However, for any plane farther thanrBpthe resultant optic flow has an
undefined FOE (Figure 2-2, top row). The simulad&dcloud ranged from 25cm to 125cm,
resulting in a large volume of the stimulus spaaeirig undefined FOE shifts. Since FOE
shift is an ill-defined measure of the visual cansnce of rotations, we simply refer to the
net visual stimulation associated with simultanetvaaslation and rotation as the ‘resultant
optic flow’.

Forward translations result in an expansionary ffeld, for which adding a rightward
rotation causes a rightward shift of the focusxgfansion (for any given plane). On the other
hand, backward translations produce a contractyoflawv field and adding a rightward
rotation results in a leftward shift in the focudscontraction (Figure 2-3a). If a neuron signals
heading regardless of the presence of rotatiorew; its tuning curves during real and
simulated pursuit should be identical to the hegdiming curve measured during fixation
(Figure 2-3b). For a neuron that instead represé@sresultant optic flow rather than the
translation component (heading), a transformatibthe tuning curve is expected due to the
added rotations. As a result of the opposite sleixigsected for forward (expansionary flow
field) and backward translations (contractionagwflfield), the heading tuning curve of a
neuron preferring forward headings would have & pleat shifts to the right and a trough that
shifts to the left during rightward eye rotationgéther, these effects cause a skewing of the
tuning curve (Figure 2-3c, red curve). For the samaron, leftward eye rotation would cause
the peak to shift to the left and the trough tdtdbi the right, thus having an opposite effect
on the shape of the tuning curve (Figure 2-3c, htueve). Neurons that prefer lateral

headings, which are common in VIP (Chen et al.,120fnay in fact, show no shift in the
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peak. But, since opposite shifts are expecteddiawdrd and backward headings, the resulting

tuning curve may exhibit substantial bandwidth dem(Figure 2-3d).
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Figure 2-3. Predicted transformations of headimgniw curves due to rotations. (a) Forward
and backward translations result in expansion amdraction flow fields, respectively.
Adding rotation causes the FOE to shift in oppodgitections for forward and backward
translations (rows 2, 3). (b, ¢, d) Hypotheticahtli@g tuning curves show the expected
transformations due to rotations (rightward, redkward, blue). (b) Schematic illustration of
rotation-invariant heading tuning curves. (c) Schgorepresenting a cell that responds to
resultant optic flow (no rotation tolerance) with@ading preference of straight ahead)90
Rightward rotation causes a rightward shift oftilv@ng curve for forward headings (O-
180°), and a leftward shift for backward headirif@0¢360°). The opposite pattern holds for
leftward rotations. The net result of rotation iskewing of the tuning curve. (d) Schematic
tuning of a cell with a leftward heading prefereiit®C) and no rotation tolerance. Here,

the tuning bandwidth increases for leftward rotagiand decreases for rightward rotations.
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Under the null hypothesis that neural responsessianply determined by the resultant
optic flow, the expected effect of rotation on hegduning is not simply a global shift of the
tuning curve, as was assumed previously (Bradley.e1996; Page and Duffy, 1999; Shenoy
et al., 1999; Shenoy et al., 2002; Bremmer et28110; Kaminiarz et al., 2014). Further
illustrations of the expected effects of rotation iypothetical neurons with different heading
preferences are shown in Figure 2-4. We designedjwantitative analysis of heading tuning

curves specifically to account for these previousiyecognized complexitie®dgthods).
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Figure 2-4. Schematic showing tuning curve tramaégions for hypothetical neurons with
different heading preferences. For cells thaterkfteral headings {0180C), rotations cause
changes in tuning bandwidth. The expected chanbandwidth is opposite for cells preferring
0° and 180. For cells preferring forward or backward motiootations cause opposite directions

of shifts in the peak and trough of the tuning eumhus changing the shape of the tuning curve.

42



2.3.2 Influence of visual and non-visual cueson heading representation in VIP

Heading tuning curves (translation only) can be parad to real pursuit (RP) and
simulated pursuit (SP) tuning curves (translatiaiotation) to evaluate whether a VIP neuron
signals heading invariant to rotations (Figure 2;3lr whether it simply responds to the
resultant optic flow (Figure 2-3c, d). Figure 2€®ws heading tuning curves for an example
neuron during pure translation (black curve), adl a® during rightward (red) and leftward
(blue) rotations added using RP and SP conditi®he. tuning curves in this example show
only minor changes during RP indicating that th# signals heading in a manner that is
largely invariant to eye rotation, consistent watievious findings for real eye rotation (Zhang
et al., 2004). Interestingly, the tuning curvesh® same neuron during SP also change very
little, showcasing the role of visual signals imgmensating for rotation. Thus, effects in VIP
that were previously attributed to non-visual sign@hang et al., 2004) might also be driven
by visual cues.

Data for another example VIP neuron (Figure 2-8veal RP tuning curves that are also
largely consistent in shape with the pure transfatcurve, but have larger response
amplitudes during leftward pursuit. During simuthigursuit, however, the tuning curves of
this neuron show clear bandwidth changes. Thus,siiond example neuron appears to rely
more on non-visual cues to discount rotations. Nodt this example neuron preferred lateral
headings (leftward) and showed large bandwidth gbearduring SP, as predicted in the
schematic illustration of Figure 2-3d. Such bandiwidhanges were observed consistently
among VIP neurons that preferred lateral trangtatiospecifically, rightward rotations
increased bandwidth for cells preferring rightwéehdings (-9 and decreased bandwidth

for cells preferring leftward headings (~280with the opposite pattern holding for leftward
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rotations (Figure 2-6).
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Figure 2-5. Heading tuning curves from two examfl neurons. Five tuning curves
were obtained per cell: 1 pure translation cuntad, 2 real pursuit (RP, left column)
curves, and 2 simulated pursuit (SP, right coluounyes (rightward rotation: red, leftward
rotation: blue). Black horizontal line indicatessbhne activity. Red and blue stars in the
left column indicate responses during pursuit irkdess, and in the right column indicate
responses to simulated eye rotation. (a) This mehas largely rotation-invariant tuning
curves in both RP and SP conditions (shifts natiaantly different from 0, CI from
bootstrap), and has significant rotation respodsesg both pursuit in darkness and
simulated rotation (compared to baseline; Wilcogmmed rank test p<0.05). (b) This
example neuron shows significant bandwidth chadgeisg SP (shifts >Q Cl from
bootstrap), similar to the prediction of Figure @-8f the rotation-only conditions, the cell

only responds significantly during rightward putsnidarkness (Wilcoxon signed-rank
test p = 0.01).
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Figure 2-6. Bandwidth changes observed in datad®atihs of linearly interpolated
tuning curves were calculated as the full widthat height (FWHH). The difference in
FWHH between the pure translation and rotation-dddeing curves (reds: rightward,
blues: leftward rotation) are plotted for cellshwiateral heading preferences (since the
largest bandwidth changes would occur for cell$gorimg lateral motion). The bandwidth
changes observed are in the directions predictdéidayre 2-3, 2-4. The change in
bandwidths at Dand 180 headings are significantly different for both RRilcoxon rank
sum test; leftward, rightward: p< 0.001) and SPI¢dkon rank sum test; leftward,
rightward: p< 0.001) conditions.
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Because of these changes in tuning curve bandwidghape, analysis of the effects of
rotation on heading tuning requires more complex rgorous approaches (Figure 2-7) than
the cross-correlation or rank-order methods usegdravious studies (Bradley et al., 1996;
Shenoy et al., 1999; Shenoy et al., 2002; Bremmat. £2010; Kaminiarz et al., 2014). It is
also critical to distinguish between changes ipoase gain and changes in the shape (Figure
2-8) of tuning curves, which our analysis allowsdese we sample the entire heading tuning
curve (Mullette-Gillman et al., 2009; Chang and &y 2010; Rosenberg and Angelaki,
2014). As shown in Figure 2-7, the first step ie #malysis involves normalizing each RP and
SP tuning curve to match the dynamic range of time pranslation tuning curve. Following
this transformation, the change in the shape oRReand SP tuning curves can be measured
without ambiguity. To account for the expected demin bandwidth and skew, partial shifts
of the tuning curve were measured separately fowdod (0:180°) and backward
(180°:360°) headings. Thus, 4 shift values were obtained feach neuron for both real and
simulated pursuit, corresponding to forward/backivdreadings and left/right rotation
directions. These 4 values were averaged for eaahon to quantify the transformation in
shape and obtain one shift metric for RP tuningresirand one for SP tuning curves (see

Methods, Figure 2-7).
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Figure 2-7. Method for analyzing tuning curve
shifts. (a) Example tuning curves of a single
neuron for RP and SP conditions. Black - pure
translation; red - rightward rotation; blue -
leftward rotation. (b) First, the offset and gain
of the RP/SP tuning curves are corrected to
match the offset and gain values of the pure
translation tuning curve. (c,d) To account for
bandwidth changes in the shift calculations, the
RP/SP tuning curves are split into halves
corresponding to forward (0:180and

backward (180:360 headings. The pure
translation tuning curve is then circularly
shifted to minimize the sum squared error with
both halves of the leftward rotation (c) and
rightward rotation tuning curves (d). This yields
four shift values (shown in c, d) each, for SP
and RP, which are averaged. (e) We simulated
noisy neuronal tuning curves that have different
response amplitudes, offsets and
bandwidth/shape changes similar to real data
(see Methods). The expected shifts for the
simulated data should correspond to 20°. The
mean shift is not significantly different from

20° (t-test; p=1), indicating that our analysis
method correctly extracts tuning curve changes
despite variations in shape, response amplitude,

or baseline response.
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Figure 2-8. Ambiguity between shifts and gain feeld the absence of full tuning curve.
Previous studies (Bradley et al., 1996; Shenoy.e1899; Shenoy et al., 2002; Bremmer et
al., 2010; Kaminiarz et al., 2014) evaluated hegdiming in a narrow range around straight
ahead (white region around®9d the left column). (a) Two hypothetical tuningrees with
different bandwidths and amplitudes (left colun@rrecting for the difference in response
amplitudes (right column) reveals a difference amdwidths. But, a cross-correlation analysis
between the portions of the tuning curves arouradgétt ahead (white region), would
erroneously report no shift (Bradley et al., 1996enoy et al., 1999; Shenoy et al., 2002).
The rank order of the responses would be idenficahe two curves (largest for leftward and
smallest for rightward headings), which can bereously interpreted as rotation-invariance
(Bremmer et al., 2010; Kaminiarz et al., 2014).Tbping curves from an example VIP
neuron (same cell as Figure 2-7). The changesindgbandwidth are missed by the cross-
correlation method and misinterpreted as gain ceaingsulting in ©shifts. Rank ordering

the responses reveals that all three tuning cyreder a heading of 45resulting in rank
orders [1-1-1, 2-2-2, 3-3-3] which indicates nadfst@ur partial shifts method reveals a large

significant shift during rightward rotation (redree).
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Results are summarized for the population of reedirteurons (n=72; from two monkeys)
in Figure 2-9. A shift of ©implies that the neuronal representation of tiarsh is invariant
to rotation (i.e., the shape of heading tuning earare highly similar, as in Figure 2-5a). A
positive shift indicates under-compensation foration, such that responses change in a

manner consistent with the resultant optic flowgaléve shifts indicate that the tuning curve
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Figure 2-9. Scatterplot and marginal distributiohshifts measured during real pursuit (RP)
and simulated pursuit (SP) using 3D cloud stimuk=(72 cells). A shift of Dindicates
rotation-invariance. Positive and negative shiitticate under-compensation and over-
compensation for rotation, respectively. Grey sdaatea corresponds to shif(®®
(conservative estimate of no tolerance to rotajidasor bars depict bootstrapped 95%
confidence intervals (Cl). Colored regions of maagidistributions indicate shifts
significantly < 20°. Darker colors indicate shiftst significantly different from Q

Uncolored histograms indicate shifi20°. Diagonal histogram shows difference in RP and
SP shifts for each neuron with a median of *@n@icating that for most cells SP shifts

tended to be larger than RP shifts (significantly?<Wilcoxon signed-rank test p = 0.02).
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transformation was in the direction opposite td thgected based on the resultant optic flow.
This can be interpreted as an over-compensatiomofation. As noted earlier, though the
FOE shift for the nearest depth plane (25cm) in stimuli is 20, a majority of the cloud
volume (50-125cm deep) is dominated by rotatiomshsthat the resultant optic flow has
undefined FOEs. This implies that neurons shoutdvsshifts that are generally much larger
than 20 if they do not discount the rotations and merelyresent the resultant optic flow.

In the RP condition, 22/72 (30.6%) neurons showeiftssthat were not significantly
different from zero (bootstrap 95% CI); these cetla be considered to represent heading in a
rotation-invariant fashion. For SP, 17/72 (23.6%®umons had shifts that were not
significantly different from zero, indicating thptirely visual cues were sufficient to achieve
rotation-invariance in these neurons. Only 12/78.{%) neurons during RP and 19/72
(23.4%) neurons during SP showed shifts that wigrafeantly greater than 20 suggesting
that only a minority of VIP neurons simply represtre resultant optic flow.

The median shift of the population during RP is°8vghich is significantly less than the
13.8 median shift observed during SP (Wilcoxon signakrtest; p = 0.02), indicating
greater tolerance to rotations in the presenceotti bon-visual and visual cues. However,
both median shifts are significantly greater than(\Wilcoxon signed-rank test; p < 0.001),
and less than 2qQWilcoxon signed-rank test; RP: p<0.001, SP: pGOB) suggesting that, on
average, VIP neurons do not simply represent tiseltamt optic flow, but rather signal
heading in a manner that is at least partiallyréoie to rotations. Together, these findings
indicate that VIP can signal heading in the presewicrotations using both visual and non-
visual cues. Importantly, this tolerance to rotasidss observed even when only visual cues are

present (SP).
50



2.3.3 Visual and non-visual rotation signalsin VIP

The previous section shows that VIP neurons carvissl cues to signal heading in the
presence of rotations, but it is unclear if theatioihal component is also represented. During
real pursuit, the rotation arises from a movemérhe eye relative to the head. In this case,
both non-visual and visual sources of informatibow the rotation are available. These two
sources of information differ in that the non-vissaurce signals the rotation of the eye
relative to the head @r) and the visual source signals the rotation ofdape relative to the
world (Rew). Previous studies have shown that VIP receivésearice copies of pursuit eye
movements (Colby et al., 1993; Duhamel et al., J9&flecting an Ry signal. However, no
previous studies have tested if VIP also carriesRap signal based on visual rotation
information present in optic flow.

To test whether neurons in VIP signal rotationsebasn both non-visual and visual cues,
we analyzed data from interleaved rotation-onlglsri(leftward and rightward rotations) in
which the monkey either pursued a target in dakn@sn-visual Ry signal) or fixated
centrally while the visual stimulus simulated aatain (visual Ry signal) with the same
velocity profile as pursuit in darkness. We fouhdttabout half of the rotation responses were
significantly different from baseline activity dag both real and simulated rotations (144
responses from 72 cells; 73/144, 50.7% during punswarkness and 78/144, 54.2% during
simulated rotation).

In our experiments, thedy signal is equivalent to thegR signal since only eye rotations
are considered. Therefore, similarity between tiference copy signal @) and the neural
responses to purely visual rotation stimuliggR would suggest the presence of an integrated
(visual and non-visual) & signal in VIP. We find that the baseline-subtrdatesponses to
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these two types of rotation stimuli are signifidumorrelated (rightward rotation: Spearman r
=0.50, p < 0.001; leftward rotation: Spearman(.39; p = 0.001), supporting the presence of
a rotation signal derived from purely visual cud®:\) in area VIP (Figure 2-10a).
Furthermore, the difference in response betwedntwayd and leftward rotations (Figure 2-
10b) shows that many VIP neurons exhibit direcsetective responses to rotation. We also
find significant correlation between the differaehtiesponses (left — right rotation) during real
and simulated rotation (Spearman r = 0.59; p <I).0Dhese results support the hypothesis of

multi-sensory convergence of visual and non-viscaés to provide consistent rotation
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Figure 2-10. Neural responses to pure rotationustirfa) Scatterplot and marginal
distributions of baseline-subtracted rotation res@s. The monkey either pursued a target
across a dark screen (pursuit in darkness) ordikaéntrally as rotation was simulated in
the 3D dot cloud (simulated rotation). Filled maaidistributions indicate significant
rotation responses compared to baseline (t-tet0p). Red and blue symbols denote
rightward and leftward rotations, respectively. Sopatterplot of differences between
leftward and rightward rotation responses. Filleatgmal distributions indicate significant

differences between leftward and rightward rotatesponses (t-test<p.05).

52



information, which may be critical for encodingatons, in addition to achieving a rotation-
invariant representation.

It is important to note that, in general, retinabtron corresponding to dg is a
combination of Ry, rotation of the head-on-body &, and body-in-world (By). And each
of these different rotations will be accompanied different efference copy (non-visual)
signals. If VIP neurons representyiRbased on non-visual signals, then they would have
represent a combination of all efference copy sggf&w = Ren + Rys +Rsw. Although we
cannot test this directly with our data, the catieins observed in Figure 2-10 allow for the

possibility that VIP neurons representyRoased on both visual and non-visual cues.

2.3.4 Role of perspective distortionsin achieving rotation-invariance
Results from the 3D cloud experiment (Figure 2-8ndnstrate, for the first time at the

neural level, a clear contribution of visual cueschieving a rotation-tolerant representation
of heading. To gain a deeper understanding of igugalymechanisms involved in dissociating
translations and rotations, we investigated whigticoflow properties are used by the visual
system to infer self-motion from visual cues. Gibg@950) suggested that motion parallax
information can be used to dissociate translativos rotations in a 3D scene. Motion

parallax refers to the difference in retinal velms of points that have different depths but
similar retinal locations. As illustrated in Figug&2, translational optic flow vectors are

dependent on depth, whereas rotational vectorsatieAs a result, the difference between
optic flow vectors at different depths for a ricB &nvironment results in a motion parallax
field for which the rotational component has beebtsacted away (Longuet-Higgins and
Prazdny, 1980; Rieger and Lawton, 1985; Warrenkanon, 1990), and the point of zero

motion parallax corresponds to the heading (Fidiifela). However, this solution requires
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rich depth structure in the scene, which is notagksvpresent. For instance, walking through a
dense forest provides robust motion parallax cheswalking towards a wall or through an
open field, does not.

In the absence of rich depth structure, retinalvflmatterns may still provide rotational
information in the form of 2D shearing and imagéodmation effects that we term ‘dynamic
perspective cues’ (also see Chapter I). Rotatimmic flow can be characterized as a
combination of laminar flow and dynamic perspectuges resulting from the changing
orientation of the eye relative to the scene (plamage projection shown in Figure 2-11b).
Theoretical studies have proposed that the lategr play an important role in estimating and
discounting the rotational component of optic flawestimate heading (Koenderink and van
Doorn, 1976, 1981; Grigo and Lappe, 1999). A reagettrophysiological study in MT
provides evidence that the visual system may bahliapf using these dynamic perspective
cues (Kim et al., Under revision).

To examine the role of dynamic perspective cues, corducted a second set of
experiments using a fronto-parallel (FP) planeaitdvith zero disparity. These visual stimuli
contain 2D rotation cues, but lack motion parail@ormation. For 11/34 neurons recorded,
the stimulus was viewed binocularly; the remainaals were recorded while the monkey
viewed the stimulus monocularly with the eye cdatexal to the recording hemisphere.
During the middle 750ms duration of each trial, iaulated distance of the FP plane from
the monkey changed and resulted in an average F@Eo$ 37°. Hence, heading tuning
shifts significantly smaller than 3Tvould provide evidence for the hypothesis thatviseal
system can use dynamic perspective cues to discotations.

Figure 2-11c summarizes the shifts in heading ineasured during presentation of the
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FP plane stimulus. The median shifts across theulptpn for real pursuit (14°3 and

simulated pursuit (21°% were both significantly less than the 37° expadtehere were no

tolerance for rotations (Wilcoxon signed-rank tgsk 0.005). The median values were also

significantly different from each other (Wilcoxoigsed-rank test; p = 0.03) and greater than
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Figure 2-11. Role of 2D dynamic
perspective cues in signaling rotation-
invariant heading. (a) Optic flow fields
during combined T and R, at two different
depth planes have different FOE shifts.
Subtracting these flow fields yields a
motion parallax field that eliminates the
rotational component. The point of zero
motion parallax corresponds to the true
heading (dotted circle). (b) Rotational optic
flow can be decomposed into laminar flow
and dynamic perspective cues. Dynamic
perspective cues may signal eye rotations
even in the absence of depth structure. (c)
Scatterplot and marginal distributions of
shifts measured using the fronto-parallel
plane stimulus during RP and SP (n = 34
cells). Open and filled symbols denote data
collected during binocular and monocular
viewing, respectively. Errorbars denote
bootstrapped 95% Cls. All filled histograms
indicate shifts significantly < 37°. Dark
colored histogram bins indicate cells with
shifts not significantly different from 0°.

Uncolored bars indicate shifts37°.



0° (Wilcoxon signed-rank test; p < 0.001). Furthereyd@/34 (23.5%) neurons during RP and
5/34 (14.7%) neurons during SP had shifts that wee significantly different from ©
(darker colors in Figure 2-11c), implying rotatiowvariant heading responses. Only 6/34
(17.6%) neurons during RP and 12/34 (35.3%) neudumsrg SP showed shifts that were
statistically greater than or not different from°3bootstrap; sedethods). These results
indicate that, even in the absence of non-visugitads and 3D visual cues such as motion
parallax, a large sub-population of VIP neurons cae 2D perspective cues to at least
partially mitigate the effect of rotations on hesgltuning. Shifts measured during simulated
pursuit in the 3D cloud experiments were signifibatess than shifts measured using the FP
plane (Wilcoxon rank sum test; p = 0.02). This implthat both 3D motion parallax cues and
2D features such as dynamic perspective cues piggriant roles in visually dissociating
translations and rotations. It is also interestmguote that real pursuit shifts were smaller for
the 3D cloud stimulus than the FP plane (Wilcoxankrsum test; p = 0.007). From this we
can infer that having additional visual cues enkarfteading estimation even in the presence

of non-visual signals.

2.3.5 Referenceframesfor representing heading

Since the eyes physically rotate during real payrsuit the head does not, previous studies
interpreted rotation-invariant heading tuning asdence that VIP neurons represent self-
motion in a head-centered reference frame (Zhangl.et2004). In contrast, studies that
measured heading tuning with the eye and headfatafit static positions have revealed an
eye-centered reference frame for visual headinmguim VIP (Chen et al., 2013; Chen et al.,

2014). On the surface, these results appear tadmnpatible with each other. However, we
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posit that the issues of rotation-invariant headtoging and reference frames are not
necessarily linked. Indeed, we show below that Wé&arons can discount rotations and still
signal heading in an eye-centered reference frame.

The key to reconciling these issues is appreciatiteg, during eye pursuit, the eye-
centered reference frame rotates relative to aestibjheading (Figure 2-12a). As the eye
rotates, the direction of translation remains camistn head-centered coordinates (Figure 2-
12a, dashed green lines). However, in the rotagyg-centered reference frame, the
translation direction relative to the eye changesr dime, such that the focus of expansion
moves across the retina (Figure 2-12b). In our exyntal protocol, as well as that of
previous studies (Bradley et al., 1996; Shenoy.etl899; Shenoy et al., 2002; Zhang et al.,
2004), the average eye position during the traiosladnly, real pursuit and simulated pursuit
conditions is the same (centered on the screen) tbeeduration of a trial. Therefore, the
average eye position is the same as the averagk duosition. As a result, time-averaged
neural responses may provide insight into whataigs represented (heading or resultant
optic flow), but not about whether these signaks @presented in an eye- or head-centered
reference frame. To evaluate reference framespnsgs must be examined with the eye at
different positions relative to the head. In ousesave can examine the temporal responses of
neurons to study reference frames since the eyegelgposition over time. An eye-centered
representation of heading would result in tempoesponse variations due to the rotating
reference frame, but a head-centered representatialt result in responses that are constant
over time.

We analyzed the time course of VIP responses (duhe 3D cloud protocol) over the

same 750ms epoch used in the rest of the anallfsesurons signal heading in an eye-
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centered reference frame, the largest temporahtans in firing rate will occur at headings
along the steepest portion of the tuning curve. rdloee, we identified the heading
corresponding to the largest positive gradient édach tuning curve, and examined the
temporal dynamics of responses for that directibar a neuron with an eye-centered
reference frame, a rightward eye rotation (FigwkE2B) at the positive slope of the heading
tuning curve would result in an upward trend innfir rate. By contrast, a leftward eye

rotation would result in a downward trend. It ispontant to note that these trends are
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Figure 2-12. Distinguishing reference frames fratation invariance. (a) Schematic of a
rightward eye rotation while translating forwards Aye position changes during pursuit,
the eye reference frame (ERF, black axes) rotatatve to the head @) and the
direction of translation in the worldgl. The head reference frame (HRF, green axes)
remains constant with respect to the heading. ki) tfanslation component of optic flow
changes with eye position and results in a driftf@E (x) across the retina. The
translation direction represented by the FOE chsifrgen right to left of straight ahead.
(c,d) Heading corresponding to the largest firiatg rgradient was identified for each
neuronal tuning curve and the temporal responsegtiheading were evaluated. The
population average (n = 72 cells) of the normalifzedg rate over time is plotted for —
translation only (grey), rightward (red) and leftabaiotation (blue) for real pursuit (c) and

simulated pursuit (d). Shaded regions indicatedstecherrors.
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determined by the changing eye position and indg#grenof how tolerant the heading
representation is to rotations.

Average time courses of normalized responses opdipeilation of VIP neurons showed
trends consistent with the hypothesis of an ey¢eted or intermediate reference frame
(Figure 2-12c, d). Specifically, for real pursutjerage responses increased for rightward eye
rotation (r = 0.8, p = 0.002, Pearson correlatimm) decreased for leftward rotation (Pearson

= -0.6, p = 0.009). Since the temporal responsdile was essentially flat during the
translation only condition (Pearson r = 0.11, p.8)0these trends cannot be explained by
other basic aspects of neural response dynamics, & adaptation. Interestingly, similar
trends are also observed during simulated pursightvard: Pearson r = 0.6, p = 0.006;
leftward: Pearson r = -0.6, p = 0.02), for whicle #ye does not physically rotate. Previous
studies have demonstrated the role of non-visgalats in estimating the position of the eye
or head relative to the body (Squatrito and Maid97; Lewis et al., 1998; Klier et al.,
2005). In contrast, these results suggest tha@lisignals in VIP carry information about
dynamic eye position even in the absence of efterapies. In other words, the temporal
dynamics of an eye rotation may be inferred frommbtational components of optic flow and
used to modulate neural responses during simulptgguit. This further strengthens the
functional role of visual signals in VIP for estitimg rotational information and contributing

to a rotation-invariant heading representation.

2.4 Discussion

We evaluated how heading is represented in macagea VIP in the presence of

rotations. We showed that a sub-population of Véarons represent heading in a rotation-

59



invariant fashion while a majority of the populatics at least partially tolerant to rotations.
Importantly, rotation invariance can be achievedgigoth non-visual and purely visual cues.
Previous neurophysiology literature emphasizedriportance of non-visual cues, especially
efference copies, but clear evidence for the rbMsual cues has been missing, as discussed
below. In contrast, our study provides novel evidefor the role of visual cues in discounting
rotations and representing heading. Furthermoreshoev that both 3D (motion parallax) and
2D (dynamic perspective) visual cues present inicoffow play a significant role in
decomposing the components of self-motion. The mapae of visual signals is reinforced
by our finding that VIP neurons also carry rotatgignals derived from purely visual cues.
The significant correlation between visual and n@wal rotation responses is consistent with
a multi-sensory representation of rotations. Initald, we resolve an important ambiguity in
the literature between the concepts of tolerancerdttions and reference frames.
Specifically, we examine the effect of a rotating eeference frame on visual responses to
show that rotation tolerance does not necessanphyi a head-centered reference frame. Our
findings show conclusively that visual cues plawignificant role in achieving rotation-

invariant heading representations.

2.4.1 Importance of visual cues

It is important to recognize that the significamafevisual cues in discounting rotation
extends beyond eye pursuit to head-on-body)YRnd body-in-world (Bw) rotations as well.
The efference copy for each of these sources @itioot depends on the specific motor
commands generating the movement. If we considardlie, head, and body rotations are
often generated simultaneously, multiple effereocagy signals must be added together and

subsequently discounted from the resultant optiw fto signal heading accurately. Each of
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these non-visual signals is associated with sigepkendent noise (Gellman and Fletcher,
1992; Li and Matin, 1992; Crowell et al., 1998)ush combining multiple, potentially
independent, efference copy signals to estimatatiools may not always be an efficient
solution for the brain. On the other hand, the nmfation contained in visual cues is
independent of the source of rotation and represetation of the eye relative to the world
(Rew). The Rw information present in optic flow inherently refte the sum of all the
different sources of rotation @R = Rey + Ryg +Rsw) and thus provides direct information
regarding the total rotation of the eyes durindg-s®ition. Therefore, visual signals may have
important advantages when the goal is to accuraiynate heading in the presence of self-
generated rotations.

However, we also face situations in which visudbimation may be sparse, such as
driving at night on an open road (limited visuahga and depth structure), and non-visual
signals may be crucial. As expected, given thentsapropensity towards multi-sensory
integration, we find that both visual and non-vissignals contribute to discounting rotations
to represent heading. Real pursuit shifts are smé#llan simulated pursuit shifts, and both
types of shifts are smaller for a dense 3D clowaah th fronto-parallel plane.

Given the variety of efference copy signals presenparietal cortex (Andersen, 1997)
and the correlation observed between thg Rursuit in darkness) andeR (pure simulated
rotation) responses in our data (Figure 2-10), wstydate that VIP contains an integrated
representation of rotation that relies on both aissignals and efference copy inputs.
However, to conclusively test this theory, expermtsewith multiple rotation velocities as
well as different sources of rotation (e.g., eye head pursuit) need to be conducted. How

visual rotation cues are combined with efferenceycsignals and other non-visual sensory
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cues to rotation (e.g., vestibular inputs) warrdatther investigation.

2.4.2 Comparison with previous studies

Previous physiological studies emphasized the iriion of efference copy signals to
achieving rotation invariance (Bradley et al., 198%&ge and Duffy, 1999; Shenoy et al.,
1999; Zhang et al., 2004). However, these studmsldc not conclusively establish a
contribution of visual rotation cues to headingitgnfor various reasons. Some studies did
not use a simulated pursuit condition and theretméld not disambiguate visual and non-
visual contributions to the rotation-invariance tedading tuning they observed (Page and
Duffy, 1999; Zhang et al., 2004). On the other hadhdley et al. (1996) and Shenoy et al.
(1999; 2002) included a simulated pursuit conditiontheir experiments, but the visual
stimulus used to simulate pursuit was incorrectmiimic pursuit, they simply added laminar
flow to their expanding optic flow stimuli by drifig the stimulus across the display, and thus
their stimuli lacked the dynamic perspective cuessent during real rotations. When
rendering visual stimuli, dynamic perspective caksuld be incorporated any time the eye
changes orientation relative to the scene (Kim.etmder revision).

If eye rotation is simulated (incorrectly) as laanifilow on a flat screen, then it should not
be possible for neurons to exhibit rotation-toléraeading tuning because the addition of
laminar motion simply shifts the focus of expansiorthe flow field, and does not provide
any rotation cues. Indeed, Bradley et al. (199@ntbthat MSTd neurons did not compensate
for rotations when pursuit was simulated in thisnmex. In contrast, Shenoy et al. (1999;
2002) reported that MSTd neurons show consideraitdeance to rotation when pursuit was
simulated as laminar flow, despite the fact thatelior no rotation tolerance was reported

psychophysically by the same laboratory for simadapursuit (Crowell et al., 1998).
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Compared to Bradley et al. (1996), Shenoy et &022 used a smaller display size and yet
observed larger compensatory effects. This findiogtradicts theoretical and psychophysical
studies that have established that a larger disglsgy should improve pursuit compensation
based on visual cues (Koenderink and van Doorn7;188go and Lappe, 1999).

We believe that the counter-intuitive results atedi by Shenoy et al. (1999; 2002) stem
from the fact that the boundary of their visuaimstli moved across the retina during real and
simulated pursuit (but not during the fixation cdimh), and thus stimulated different regions
of the visual field in and around the receptivddfief a neuron over time. Such a moving
image boundary defined only by the rotation velpawould not occur under natural
conditions as a result of eye rotations. By chamgime region of visual space that was
stimulated over the course of a trial, Shenoy e{18199; 2002) likely invoked changes in the
amplitude (response gain) or shape of heading guaimves. Moreover, since they measured
heading tuning over a narrow range (¥)3@round straight ahead, such changes may have
confounded their estimates of tuning shifts withinga As shown in Figure 2-8, cross-
correlations are insufficient to deal with the baidth changes observed in our data. This is
especially of concern since a large percentagewofams in VIP prefer lateral headings (Chen
et al., 2011), resulting in bandwidth changes ia pinesence of rotations. Thus, we do not
consider the findings of Shenoy et al. (1999; 20@2providing reliable evidence for a role of
visual mechanisms in constructing a rotation-talerapresentation of heading.

More recently, Bremmer et al. (2010) and Kaminetral. (2014) reported that neurons in
areas MSTd and VIP, respectively, show rotatiorafiant heading tuning based solely on
visual cues. However, these studies only measumdah responses to three headings

(forward, 30° leftward, and 30° rightward), andidked rotation-tolerance based on a rank-
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ordering the heading responses across the diffeggntmovement conditions. Since absolute
firing rates were not considered, it seems likdigttshifts in tuning curves could go un-
detected by this method. For instance, their arsalysuld report identical rank-order for all
tuning curves shown in Figure 2-8, and erroneogtgsify them as rotation-invariant. In
addition, the authors did not attempt to compae# tlesults to the tuning shifts that would be
expected if neurons do not compensate for rotati©onsider that in their ground-plane
stimuli (e.g., Fig. 1 of Kaminiarz et al., 20149tation has a large effect on slow-speed optic
flow vectors near the horizon, and high-speed fanagd vectors are much less altered. For
neurons with receptive fields below the horizontaéridian or those with responses
dominated by high speeds, one might not expectahk ordering of heading responses to
change even if neurons do not compensate for ootalihus, the results of these studies are
difficult to interpret.

By comparison with the above studies, we accuradghulated eye rotations such that
correct 2D and 3D visual cues are present in timut We also measured full heading
tuning curves and our analysis methods allowedoudigambiguate response gain changes
from shifts or shape changes in the tuning curyeudng a large display and maintaining the
same area of retinal stimulation for all viewingnddions (see Methods), we eliminated
artifacts that likely confounded the results of soprevious studies (Shenoy et al., 1999;
Shenoy et al., 2002). Therefore, we are confideat our findings in the simulated rotation
condition reflect a true contribution of visual su® the problem of dissociating translations

and rotations.

2.4.3 Implicationsfor self-motion and navigation

In order to navigate through the environment andratt successfully with objects, it is
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imperative that we distinguish visual motion caubgdself-generated movements from that
caused by external events in the world (Probstl.et1884; Wallach, 1987; Warren and
Saunders, 1995). For instance, the visual consegsenf eye or head rotations need to be
discounted in order to accurately perceive whe#lmeobject is stationary or moving in the
world. The neuroscience literature has extensistlgied and emphasized the contribution of
efference copy signals to discounting self-gendrat®vements in several sensory systems
(Andersen, 1997; Cullen, 2004; Klier et al., 2008 have presented novel evidence for an
alternative solution that is available to the vissgstem — using large-field motion cues to
discount self-generated rotations. The ability dP\heurons to represent heading during
rotations, even in the absence of efference camats, suggests that visual mechanisms may
make substantial contributions to a variety of maeaomputations that involve estimating and
accounting for self-generated rotations.

The contribution of visual cues may be especiatiportant in situations where efference
copy signals are either unreliable or absent. Rstance, driving along a winding path and
looking in the direction of instantaneous headimgesd not result in any eye or head
movements relative to the body (i.e., no efferecagy signals). However, such curvilinear
motion still introduces rotational components ie tptic flow field and disrupts the FOE. In
order to estimate such motion trajectories, thealisystem would need to decompose self-
motion into both translational and rotational comguats. This study suggests that such
trajectory computations based purely on optic floay be feasible. How the visual system
may implement such computations warrants furtheeasech and may provide useful insights

to neuroscientists as well as those in the fiefdsomputer vision and robotic navigation.
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2.5 Experimental Procedures

2.5.1 Subjectsand Surgery

Two adult rhesus monkeysMécaca mulatta), weighing 8-10kg, were chronically
implanted with a circular molded, lightweight plasting for head restraint and a scleral coll
for monitoring eye movements (see Gu et al., 26@6sch et al., 2007; Takahashi et al., 2007
for more detail). Following recovery from surgethe monkeys were trained to sit head
restrained in a primate chair. They were subsefjuemined using standard operant
conditioning to fixate and pursue a small visuafjéa for liquid rewards, as described below.
All surgical and experimental procedures were aypguidoy the Institutional Animal Care and
Use Committees at Washington University and Bagotlege of Medicine, and were in
accordance with NIH guidelines.

The primate chair was affixed inside a field codrhe (CNC Engineering, Seattle, WA,
USA) with a flat display screen in front. The sidesd top of the coil frame were covered
with a black enclosure that restricted the animuaisiv to the display screen. A three-chip
DLP projector (Christie Digital Mirage 2000, Kitamer, Ontario, Canada) was used to rear-
project images onto the 60 x 60 cm display screeatéd ~30cm in front of the monkey (thus
subtending 90 x 9C° of visual angle). Visual stimuli were generated &y OpenGL
accelerator board (nVidia Quadro FX 3000G). Thepldiys had a pixel resolution of
1280%x1024, 32-bit color depth, and was updatetieasame rate as the movement trajectory
(60 Hz). Behavioral control and data acquisitiomevaccomplished by custom scripts written

for use with the TEMPO system (Reflective Computi&g Louis, MO, USA).
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2.5.2 Stimuli and Task

Visual stimuli were presented for a duration of @38 during each trial and consisted of
various combinations of eight heading directionthim horizontal plane (Figure 2-1c) and two
rotational directions (leftward and rightward). fistation and rotation velocities followed a
trapezoidal profile in which the velocity was cardt (translation: 24cm/s, rotation: °1$)
during the middle 750ms (Figure 2-1d) of the stinsyberiod.

The optic flow stimuli were generated using a 3Ddering engine (OpenGL) to
accurately simulate combinations of observer tedisi and rotation. In the 3D cloud
protocol, the virtual scene consisted of a cloudat that was 150cm wide, 100cm tall, 160
cm deep and had a density of 0.002 dotd/¢émorder to maintain a constant volume of dots
during the 27cm translation over the duration dfial, the cloud was clipped in depth to
range from 25cm to 125cm in front of the monkeglatimes. The stimulus was rendered as a
red-green anaglyph that the monkey viewed stergisaity through red/green filters. In the
second experimental protocol, a fronto-parallehpl@P) of dots was rendered with a density
of 0.2 dots/crh The plane of dots was rendered with zero binodalikparity and was viewed
by the monkey either binocularly or monocularly.ridg the course of a trial (1500ms), the
27cm translation resulted in the simulated distanicéhe wall changing from 45cm at the
beginning, to 18cm at the end.

During each session, the monkey’s eye positionm@asitored online using the implanted
scleral search coil. Only trials in which the moyikeeye remained within a pre-determined
eye window (see below) were rewarded with a drojuimke. Trials were aborted if the eye
position constraints set by the eye window werédatal.

The experiment consisted of 3 main trial types:epwanslation, translation + real eye
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pursuit (RP), and translation + simulated purs8®). i) For the pure translation condition,
the monkey fixated a visual target at the centdhefscreen and maintained fixation within a
2° eye window while the optic flow stimuli were presed. Optic flow stimuli simulated 8
headings within the horizontal plane, correspondm@ll azimuth angles in 45° steps. The
pure translation stimuli were rendered by transtathe OpenGL camera along one of the 8
headings with the velocity profile shown in Figu?eld. ii) For the real pursuit (RP)
condition, the animal actively pursued a movingéamwhile the same translational optic flow
stimuli were presented on the display screen. Atwgrd rotation trial started when the
fixation target appeared® %o the left of center. Once the monkey fixated tairget (within
1000ms), it moved to the right following a trapedaii velocity profile (Figure 2-1d).
Analogously, leftward pursuit trials began with tia@get appearing on the right and moving
leftward. The monkey was required to pursue the ingpvisual target and maintain gaze
within a & eye window during the acceleration and decelemaperiods (0:375ms and
1125:1500ms). During the middle 750ms of the tfa@nstant velocity phase), the monkey
was required to maintain gaze within @window around the visual target. Importantly, the
optic flow stimulus was windowed with a softwarendered aperture that moved
simultaneously with the pursuit target. Thus, themaaof the retina being stimulated during the
RP trials remained constant over time, eliminatpajential confounds from moving the
stimulus across the receptive field over time [®esussion). iii) For the simulated pursuit
(SP) condition, optic flow stimuli were presentéaitt accurately simulated combinations of
the same 8 headings with leftward or rightward trotes, while the monkey fixated at the
center of the screenq@vindow). These stimuli were rendered by transgaind rotating the

OpenGL camera with the same trapezoidal velocibfiler of the moving target in the RP
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condition. This ensured that the retinal optic flpatterns in the RP and SP conditions were
identical (assuming accurate pursuit in the RP ttimm). The area of retinal stimulation was
also identical in the SP and RP conditions.

In addition to these main stimulus conditions, thgerimental protocol also included
three types of pure rotation conditions for botfiward and rightward directions: i) eye
pursuit over a black background (with the projeain}, ii) eye pursuit over a static field of
dots, and iii) simulated pursuit across a stagtdfiof dots. We also included a blank screen
during visual fixation and a static field of dotarohg fixation to measure the spontaneous
activity and baseline visual response of the neuyrosspectively. Therefore, each block of
trials (for both 3D cloud and FP protocols) coreisbf 48 unique stimulus conditions: 8

directions * (1 translation only + 2 RP + 2 SP) edhtrols.

2.5.3 Electrophysiological recordings

To record from single neurons extracellularly, tsteg microelectrodes (FHC; tip
diameter, 3 um; impedance, 1-3(Mat 1 kHz) were inserted into the cortex through a
transdural guide tube, using a hydraulic microdriMeural voltage signals were amplified,
filtered (400-5000 Hz), discriminated (Plexon Sgsdg¢ and displayed on SpikeSort software
(Plexon systems). The times of occurrence of agtimtentials and all behavioral events were
digitized and recorded with 1ms resolution. Eyeitpms was monitored online and recorded
using the implanted scleral search coil. Raw nesigalals were also digitized at a rate of 25
kHz using the Plexon system for off-line spike syt

VIP was first identified using MRI scans as desediin detail in Chen et al. (2011).
Electrode penetrations were then directed to tinerged area of gray matter around the medial

tip of the intraparietal sulcus with the goal ofachcterizing the entire anterior-posterior
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extent of area VIP — typically defined as the ip&maetal area with directionally selective
visual responses (Colby et al., 1993; Duhamel.efi@b8). To determine direction selectivity,
we presented a patch of drifting dots for which #iee, position, and velocity could be
manipulated manually with a computer mouse. We u#ad mapping procedure to
characterize the presence or absence of stronglusiwve as well as the direction and speed
selectivity of multi-unit and single-unit activitit each location along the anterior—posterior
axis, we first identified the medial tip of theraparietal sulcus and then moved laterally until
there was no longer a directionally selective Visagponse in the multi-unit activity.

During each experimental session, we inserted glesmicroelectrode into the region of
cortex identified as VIP. Single unit action potalst were then isolated online using a dual
voltage-time window discriminator. Within the regi@f gray matter identified as VIP, we
recorded from any neuron that showed robust vieegdonses during our search procedure.
Once a single unit was isolated, we ran the 3Dclprotocol with all conditions randomly
interleaved (72 neurons). Each stimulus was refeaitéeast 4, and usually 5, times. At the
end of the 3D cloud protocol, if isolation of theunon remained stable, we ran the fronto-
parallel plane (FP) protocol for 4-5 repetitions4 (Beurons). For the FP protocol, the
red/green stereo glasses were either removed dthéenginocular viewing sessions (11/34),
or replaced with an eye patch during the monoculkaring sessions (23/34), such that the

eye ipsilateral to the recording hemisphere watuded.

254 Analyses
Analysis of spike data and statistical tests wendégpmed using MATLAB (MathWorks).
Tuning curves for the different stimulus conditiqtranslation only, RP, SP) were generated

using the average firing rate of the cell (spikeslsring the middle 750ms of each
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successfully completed trial. This analysis windeas chosen such that rotation/translation
velocities were constant and the monkey was pugsuoiirfixating the visual target in the small
2° window. To determine the effect of rotations orunaé responses, the translation only
tuning curve was compared to the RP/SP tuning surve

Previous studies (Bradley et al., 1996; Page arftiyD1099; Shenoy et al., 1999; Shenoy
et al., 2002; Zhang et al., 2004; Kaminiarz et 2014) only measured tuning curves over a
narrow range of headings around straight aheachdtitmeasuring the full tuning curve, it is
very difficult to distinguish between gain fieldadashifts in the tuning curves (Mullette-
Gillman et al., 2009; Chang and Snyder, 2010; Rosenand Angelaki, 2014). Furthermore,
these previous studies assumed that rotations wiauisle a global shift of the tuning curve in
the absence of pursuit compensation. However, as/rshn Figure 2-3 and Figure 2-4,
rotations can change the shape of the tuning cunaduding both skew and bandwidth
changes. Therefore, the cross-correlation methodsamk-ordering of responses used in
previous studies are insufficient to characterizanges in heading tuning due to rotations.

To account for these more complex changes in hgatining curves, we developed a
novel 3-step analysis procedure, as illustratedafoexample cell in Figure 2-&ep 1. We
measured the minimum and maximum responses of uhe tpanslation tuning curve. The
lowest response (trough) and amplitude (maximuminimum) of the RP/SP tuning curves
were then matched to those of the pure translatiove by vertically shifting and scaling the
responses, respectivelfep 2. Because the predicted effects of rotation areospg for
forward and backward headings (Figure 2-3a), RP @Rdtuning curves were split into
heading ranges of 0-18@nd 180-362 We tested whether each half of the tuning curas w

significantly tuned using an ANOVA (g 0.05). All the tuning curves were then linearly
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interpolated to a resolution of 1&ep 3: For half-curves that showed significant tuningg w
performed a shift analysis as follows. The puredlation tuning curve was circularly shifted
(in steps of 1°) to minimize the sum-squared ewith each half of the RP/SP tuning curves.
For neurons that were significantly tuned in alhdions and in both direction ranges, this
analysis yielded four shift values for real purant four shifts for simulated pursuit. In order
to quantify the transformation of heading tuning da rotations, the four shift values were
averaged to arrive at one shift value for real patirand one shift for simulated pursuit for
each cell.

In order to test the efficacy of our analysis methwe simulated neuronal tuning curves
using von Mises functions with preferred directiobandwidth and skew parameters
(Swindale, 1998). To simulate the transformations tb rotation, bandwidth and skew were
manipulated to correspond to a°Zhift around straight ahead. Random gain valueging
from 0.5 to 2 were multiplied and offset valuest@ 40 spikes/s) were added to these
transformed tuning curves. Poisson random noise added to both the original and
transformed tuning curves and sampled every gbnilar to the recorded data. Shifts were
measured between the original and transformed swsing the partial shift analysis method
described above. The results of this simulatiogyfé 2-7e) reveal that our method is capable
of measuring shifts in the presence of gain, oféset shape changes. To compare our method
with other commonly used analyses, data from amei& neuron was analyzed using the
cross-correlation method (Bradley et al., 1996;8lyeet al., 1999; Shenoy et al., 2002) and
rank ordering of the responses (Bremmer et al.02B&miniarz et al., 2014) for the narrow
range between 45and 138 (similar to those studies). In contrast with onalgsis, these

methods failed to identify the changes in bandwidtid erroneously classify responses as
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rotation-invariant (Figure 2-8).

The 95% confidence intervals (CIs) for the shifistged in Figures 2-9 and 2-11, were
calculated using a bootstrap analysis. Bootstragpeiohg curves for translation only, real
pursuit, and simulated pursuit were generated bgmgling responses with replacement. The
same offset, gain and shift calculations were peréal on each one of 300 bootstrapped
tuning curves to produce a distribution of shifis €ach neuron from which the 95% CI was
calculated by the percentile method.

To test the rotating reference frame hypothesiguffé 2-12), the time course of firing rate
was measured at the heading for which the tuningechad its steepest positive slope, for
neurons recorded during the 3D cloud protocol. dentify the heading direction to be
evaluated, the gradient of firing rate was caladaat each point on the measured tuning
curve and the heading associated with the largesitiye gradient was selected. For sharply
tuned neurons, it is possible that the true largeatlient lay between sampled headings.
Hence, the measured largest gradient could beop#ine peak or trough of the tuning curve.
To account for such instances in the data, we deduuning curves for which the mean
response at the largest gradient heading was goffisantly different (t-test; §0.05) from
the responses of its immediate neighboring head{8§£360 total tuning curves from 72
cells). The time course of firing rate during eacal for the selected heading was calculated
by convolving the spike events with a Gaussian &efm = 25ms). The temporal responses
from all selected tuning curves were averaged hydition and used to calculate the mean

and standard errors shown in Figures 2-12c, d.
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Chapter 3 — Joint Representation of
Translations and Rotations

3.1 Introduction

As we navigate through the world, all our complegvements and trajectories can be
described as a combination of translations andioois (Figure 3-1A). Both translations and
rotations results in specific motion patterns otfte retina (optic flow), which get added
together during simultaneous translation (T) artdtron (R) (Figure 3-1B). However, based
on the navigational task at hand, we may requiressiimate of T or R, or most likely both,
requiring a decomposition of the optic flow inte @omponents. For instance, travelling along
a curved path requires both the translation andtiost estimate to correctly predict the
trajectory and navigate around obstacles. A ratagistimate is also crucial for estimating the
velocity of a tracked object, for instance whenkstg moving prey.

Despite the importance of representing rotatiomsnduself-motion, most psychophysical
and electrophysiological studies refer to rotatiaasomething to be ‘subtracted out’ in order
to estimate heading (Royden et al., 1992; Royd8841Bradley et al., 1996; Crowell et al.,
1998; Page and Duffy, 1999; Zhang et al., 2004)es€hstudies have shown that the
translation representation in the visual systembmmvariant to rotations, but do not address
the question of representing rotations in the preseof translations. Furthermore, many of
these studies emphasize the importance of nonivisigs (such as efference copies of eye
movements) to derive an estimate of the rotaticoatponent. But efference copy signals are
often noisy or in some situations non-existent.(gayelling along a curved path). Therefore,

it is important that the rotational component df-gsotion can also be estimated based purely
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on optic flow when translations and rotations aespnt simultaneously.

Theoretically, optic flow can be decomposed ingoTitand R components, owing to the
differences in the properties of translational aottional flow fields (Longuet-Higgins and
Prazdny, 1980; Rieger and Lawton, 1985; see Chdptler details). However, the joint
representation of translations and rotations in #wual system, based solely on the
decomposition of optic flow has not been previouslydressed. Given the ecological
importance of having both translation and rotagstimates, we hypothesize that the visual
system can decompose optic flow into its transteti@nd rotational components and jointly
represent both at the single neuron level.

In this study, we test this hypothesis by recordsiggle cell responses in the macaque
ventral intraparietal area (VIP) during the preas@noh of visual stimuli simulating combined
translations and rotations. Our results providefitst evidence for a joint representation of
translations and rotations at the level of singdirons based purely on visual cues. We
further show that the gain fields observed in thiatj tuning are similar to the responses
observed during pure rotations, indicating a trepr@sentation of rotation velocity in area
VIP. Lastly, we show that the rotation responses similar during self-generated eye
rotations and simulated rotations, indicating timéétion tuning in VIP is largely independent

of the source of the rotation information (i.e.uasand non-visual cues).
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Figure 3-1. Simulation of joint T and R represeiotag. A) Self-motion consists of both
translations (T) and rotations (R) and navigatiequires information about both these
components. B) The optic flow patterns projectetbdhe retina during self-motion are a
combination of the translational and rotational poment patterns. C-F) Simulations of the
predicted range of joint translation and rotationing curves for cells preferring forward
heading (row 1) and lateral heading (row 2). C)@ation of joint tuning representing the
resultant optic flow without decomposing the T &domponents. D) Only the translation
component is extracted and represented. E) Both tHred R components are represented. F)
The translation representation is influenced byeadatations (i.e. not rotation-invariant),

but the rotation component is still represented.
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3.2 Results

To investigate whether neurons in area VIP joimdpresent both the translational and
rotational components of self-motion, we used Jisséimuli simulating different
combinations of heading and rotation velocities (Methods). The translational component
of the stimuli consisted of 8 headings in the hamial plane (Figure 3-2A) and the rotational

component consisted of either seven or three astatelocities ranging from 2k leftward to
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Figure 3-2. Methods. A) Translation was simulatsohg optic flow stimuli in the horizontal
plane in 8 azimuth directions. B) Trapezoidal rotatelocity profiles for different peak
rotation speeds. The total displacement of the(elysimulated displacement) was identical at
all rotation velocities. The blue and red linesidade rotation speeds used in the 3 and 7
rotation velocity protocols, respectively. C) Simaugld pursuit (SP) condition where there
monkey fixated while optic flow stimuli represerginombined translations and rotations was
presented. D) Real pursuit (RP) condition, wheeenttonkey smoothly pursued a visual target
while translational optic flow was presented in baekground. Both conditions had nearly
identical retinal stimulation, but the RP conditizad both visual and non-visual (efference

copy) cues of rotatio
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15°/s rightward (Figure 3-2B). The neural responsesmfrthese purely visual stimuli
(Simulated pursuit, Figure 3-2C) were evaluatedietermine the role of visual optic flow
processing in decomposing and jointly representthg translational and rotational
components of self-motion. These representationse veéso compared to the responses
resulting from pursuit eye movements, where nonaligues about rotation are also present
(Real pursuit, Figure 3-2D), to evaluate the rekatroles of visual and non-visual cues.
Importantly, the SP and RP stimuli (both T and Ryevcompared to their corresponding pure
rotation stimuli — with only visual information (aulated rotation-only) and both visual and

non-visual signals (real rotation-only).

3.2.1 Joint Trandation and Rotation Tuning

The simulations presented in Figures 3-1C-F dethiet range of joint translation and
rotation tuning that might be observed in area MfPVIP neurons represent the resultant
optic flow, without decomposing it into T and R geoments, we expect the translation tuning
to vary with added rotations. Depending on the garefl direction of the cell, this would
result in shifts or bandwidth changes that varyteapsatically with rotation speed (Figure 3-
1C; see Chapter Il for details). On the other hainthe translation and rotation components
are perfectly decomposed, we expect to see no esanghe shape of the translation tuning
curves. In such a scenario, the cells can represgntthe translation component, or both T
and R. If only the translation component is repnésg we expect to see no gain fields or
changes in the shape of the tuning curve in thegmee of rotations (Figure 3-1D). However,
if the information about rotation velocity is nasdarded, we expect to see gain modulation in
the translation tuning curves. The responses wthdd resemble the simulations shown in

Figure 3-1E, where both translations and rotatiemesjointly represented. It is also possible
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that the neurons only partially decompose the ofidv, resulting in neural responses for
which the translation tuning varies to some exvetit the rotation velocity, but the rotation is

still represented in the form of gain fields (Figu3-1F), i.e. combination of shift and gain
changes in the translation tuning curves. We etatupint tuning curves generated from the
neural data to see if VIP neurons do indeed reptasgation velocities in the form of gain

fields, as simulated in Figures 3-1E, F.

Joint tuning curves for each cell were generatednieasuring the neuronal firing rates
during combined translation and rotation stimuigu¥fe 3-3 shows joint tuning curves for two
example neurons and their corresponding conditibaaklation and rotation tuning curves on
the marginals. The response of the first exampileareduring simulated pursuit (Figure 3-
3A, left column) is modulated by translation difeant but not rotations. This is apparent from
the lack of gain modulation in the translation tgnhcurves as well as the lack of significant
tuning in the rotation tuning curves (1-way ANOVp:0.05). The joint responses observed
here are similar to the simulations presented guiés 3-1C, D and correspond to the
expected features of a cell that only represeatsstations (T-only cell). The cell in Figure 3-
3B, on the other hand, shows significant rotationirtg (1-way ANOVA, p<0.01) during
simulated pursuit with a preference for ¢/H) The response of this neuron is similar to the
expected tuning of a neuron that jointly represérasslations and rotations (T&R cell), as
simulated in Figures 3-1E, F. Importantly, for betkamples, the features of the joint tuning
curves are conserved even when the rotations aedad the form of real eye pursuit (right
column). These examples show that some VIP neunoag jointly represent T and R,

whereas others may represent only the translatmomaponent.
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Figure 3-3. Example joint tuning curves. A, B) idiming curves of these two example
neurons were generated based on firing rate dtimegombined translation and rotation
stimuli. The curves on the marginals are the camhd tuning curves for translations and
rotations. Left column shows SP responses and cglhinn shows RP responses. A) Joint
tuning response in this cell were similar to thawdations in Fig. 1 C,D. This cell only
represented heading and did not show significaint figlds in the presence of rotations,
making it a ‘T-only’ cell (during both RP and SB). This neuron showed significant gain
fields and preferred a rotation velocity of 2A9during both RP and SP, making it a ‘T&R’

cell. This response is similar to the simulationsven in Figure 3-1E, F.

In order to quantify the presence of rotation tgniuring combined translation and
rotation, we evaluated the rotation tuning curvéhat preferred heading for each cell. Based
on this analysis, 28/72 cells during the 3 rotapootocol and 24/50 cells during the 7 rotation

protocol showed significant rotation tuning (1-w&NOVA, p<0.05) during simulated
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pursuit and were classified as T&R cells (52/1223%) Of these T&R cells, only 2 did not
have significant gain fields during real pursuidah neurons showed significant gain fields
during real, but not simulated pursuit. In the nexttion we will evaluate if these gain fields
observed during added rotations correspond to aketional velocity present in the optic

flow.

3.2.2 Tuning Shifts and Rotation Velocities

The addition of rotations to translational optiowl results in a shift in the focus of
expansion (FOE; Figure 3-1B) and may therefore lreaua distortion of the translation
tuning curve of a neuron (Figure 3-1C, F). In ortlequantify these distortions, we measured
the shifts between the translation-only tuning euand the tuning curves measured in the
presence of different rotation velocities (see Mé#). A shift of O indicates a cell that
perfectly represents the translation componenthef stimulus even in the presence of
rotations. A positive shift indicates a shift irettuning curve in the direction of the FOE shift
(under-compensating for rotations) and a negathiét sdicates a shift in the direction
opposite to the FOE shift (over-compensating féations).

FOE shifts are dictated by the rotation velociggulting in larger expected shifts in the
tuning curve for larger rotation velocities (wheartslation velocity is constant). Based on the
translation and rotation velocities used in oumstus, the largest shift in tuning is expected
at the rotation velocities of +35&. The nearest plane in the 3D cloud stimulus 2&&sn from
the monkey, which resulted in an FOE shift of.2@ny plane farther away would result in a
larger FOE shift, making an expected tuning cuihiét sf 20° the most conservative estimate

for a non-compensating neuron (see Chapter Il &nit). We first measured the tuning
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curve shifts at the largest rotation velocities 5¥4) for all cells recorded during the 3
rotation and 7 rotation velocity protocols (n = 1&Is from 3 animals). The median shift at
this rotation speed during simulated pursuit (I8was significantly greater than the median
shift during real pursuit (98 (Wilcoxson rank-sum test, p=0.04), but both wagmificantly
less than the minimum expected shift of 20/ilcoxon signed-rank test; RP: p<0.001, SP: p
= 0.01; see also, Chapter II). However, we foundigaoificant difference between the shifts
present in T&R cells and T-only cells for eithealrpursuit or simulated pursuit (Figure 3-4A,
B; blue vs. red bars). This implies that the presear absence of rotation tuning is not

dependent upon the degree to which a neuron’slatams response is tolerant to rotations.
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Figure 3-4. Maximum tuning curve shifts for T-orlgd T&R cells. A, B) Mean tuning
curve shift for each cell was calculated by commathe translation only tuning curve with
the RP (A) and SP (B) tuning curves at the largasttion speeds (x15). Positive shifts
indices indicate a shift in same direction as tB&ERlue to added rotations. Negative shifts
indicate a shift in the opposite direction of tHeE-shifts and may correspond to an over-
estimation of the rotational component. The histotg are separated based on the type of
cell (T-only and T&R cells) and pointers at the togicate median shifts. Filled histograms
indicate shifts that were significantly (ased on the Cls calculated from bootstrapping.

Neither SP, nor RP, showed significant differencehifts between the two groups of cells.
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As shown in the simulations in Figure 3-1, rotatiaczan result in systematic shifts in
translation tuning based on rotation velocitiesoider to determine if such systematic shifts
exist, we evaluated the shifts in translation tgras a function of rotation velocity for cells
recorded using the 7 rotation velocity protocol=®0 cells, 2 monkeys). Figure 3-5 shows
example joint tuning curves for two T&R cells andgot T-only cells along with their
corresponding shifts as a function of the rotatietocity. Here, negative values correspond to
an expected shift consistent with leftward rotati@md positive shifts to that expected with
rightward rotations. If a cell does not compendatethe added rotations, we expect the
minimum shift to be +20at the £15/s rotation velocity respectively. Similarly themmmum
shift expected is +13at +10®/s and =8 at the +5/s. On the other hand, a perfectly
compensating cell would havé Bhifts at all rotation velocities and thereforslape of 0.
The example neural responses in the left colunfriigafre 3-5 show significant shifts at larger
rotation velocities. Importantly, they also showrsficant slopes describing the relationship
between rotation velocities and tuning curve shfitsear regression, 95% CI of slope not
overlapping 0). The examples in the right columswensmaller shifts and slopes that are not
significantly different from O (linear regressiddf% CI of slope overlaps 0).

Of the 50 cells tested with the 7 rotation protoanily 14 had significant slopes during
SP and 13 during RP (Figure 3-6A, B). The mean esldpwever, was not significantly
different from O during either condition (Wilcoxaigned-rank test; p<0.001). It should be
noted that two of the cells with significant slogesd negative slopes during both real and
simulated pursuit. This corresponds to tuning shifiat are in the direction opposite of the
expected FOE shift. A significant negative sloperdéfiore implies that these neurons were

over-compensating for the added rotations, buskiiies were still dependent on R.
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Figure 3-5. Examples of tuning curve shifts duadded rotations. A) Two T&R cells are
shown with their joint tuning curves and shiftsfasction of rotation velocity. The left
column shows an example neuron where the shiftgearerally larger and vary significantly
based on the rotation velocity. The solid line skdke linear regression fit to the
bootstrapped data which has a significant slop&(€% on slope does not overlap 0). The
right column shows an example neuron that doetawé significant shifts and where the
slope of the linear fit is not significantly difiemt from 0 (95% CI overlaps 0). B) Similarly,
two example T-only cells — one with a significaependence of shifts on rotation velocity

and one without a significant slope.
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Figure 3-6. Shifts as a function of added rotatignB) Linear fits to shifts as a function of
rotation velocity for cells collected using theofation velocity protocol. Dark colored lines
indicate slopes that were significantly larger tBafbased on 95% CI). Red lines indicate
mean slope. A) 14/50 cells during SP showed sicgnifi slopes, with two cells having
significant negative slopes. B) 13/50 cells duitig showed significant slopes, with the

same two cells as SP having significant negativpes.

During simulated pursuit, of the cells that showedsystematic shifts (36/50), 16 were
T&R cells (i.e. like Figure 3-1E) and 20 were Tyrdells (Figure 3-1D). The 14 cells
showing significant shifts were split evenly betweB&R (Figure 3-1F) and T-only cells
(Figure 3-1C). Hence, the range of joint tuningpmesses observed in area VIP was well
described by the predicted responses in FigureC3EL These results, in conjunction with
Figure 3-4, show that there was no correspondeateeen the rotation invariance of a cell

(i.e. shifts) and the presence of rotation tunirg gain).

3.2.3 Rotation Representation in VIP
Theoretically, the visual system should be capabldecomposing self-motion into its
translational and rotational components based ypuwsl optic flow (Longuet-Higgins and

Prazdny, 1980; Rieger and Lawton, 1985; Koendeaimk van Doorn, 1987; Tomasi and Shi,
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1996). Results from the previous chapter providgpsut for the hypothesis that the visual
system is capable of extracting the translatiooahmonent using only visual cues. However,
there has been no prior evidence that rotationssoaitarly be represented based purely on
optic flow processing in the presence of transfetioVe hypothesize that the 43% of neurons
that showed significant gain modulation during daed pursuit (i.e. T&R cells) encode the
rotational component of self-motion present in thaic flow stimuli. To quantify these
rotation responses, the gain modulation of eachscedsponse (i.e. rotation tuning) was
evaluated at the cell's preferred heading (Figur@3see Methods).

We evaluate the hypothesis that the gain fieldetesl during the ‘simulated pursuit’
condition (combined T and R) are indeed a represient of the rotation velocity in area VIP,
by comparing them to the ‘simulated rotation-or{lynly R) response (Figure 3-7B). We find
that the gain modulation of the translation tunmgves correlated significantly with the
modulation based on the simulated rotation-onlpeaese (Pearson r = 0.61, p = 0.01). While
some neurons showed significant response moduldtiong the pure rotation stimulus, but
not simulated pursuit (18/122), it must be noteat thone of those cells were classified as
T&R cells. Moreover, only 3/52 T&R cells did notashk significant responses during the pure
rotation stimulus.

Next, to test if the rotation representation basedisual and non-visual cues are similar,
we compared each cell’s response to real rotativp<{@ursuit over a static field of dots) and
simulated rotation-only conditions (see MethodsyjjuFe 3-7C shows that the responses to
these two rotation-only stimuli are also correla@darson r = 0.59, p = 0.01). Some neurons
tended to have significant responses to real motathut not simulated rotations (12/122) or

vice versa (15/122). However, a majority of theinoas that showed significant gain fields

86



during the combined translation and rotation stiniiué. T&R cells, filled symbols) showed

significant response modulation during both real amulated pure rotations (44/52 cells).
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Figure 3-7. Response modulation during rotationsExXample neuron showing the
calculation of the modulation index based on th&imam and minimum response at the
preferred heading. B) Scatterplot of response naditui during simulated rotation-only
condition and SP (combined T and R), calculateshasvn in A. Filled symbols correspond

to cells that showed significant gain fields durbbmh RP and SP. C) Scatterplot of response
modulation during real and simulated rotation-czdynditions. Filled symbols represent

cells with significant gain fields during both RR&&SP (same as in B). D) Scatterplot
showing the modulation of the rotation responsesidulSP and RP. ~43% of neurons (filled

symbols) showed significant gain fields during bB# and SP (1-way ANOVA, § 0.05).
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The results thus far establish that the responstulaton during pure rotations is similar
to the modulation during combined T and R and #hsd the amplitude of responses during
pure rotation based on visual and non-visual caesmilar. Next, we evaluate if the gain
fields observed in VIP neurons are similar durieglrand simulated pursuit. Figure 3-7D
shows that they are indeed correlated (Pearso@.75; p<0.01). The filled symbols indicate
cells that have significant gain fields during b&fR and RP (51/122). Importantly, only 4/122
cells showed significant gain fields in one coratiti but not the other (only SP: 1, only RP:
3). These results show that the response modul@iovlP is remarkably similar in the
presence or absence of non-visual cues and suppertsypothesis that the estimate of the
rotational component is independent of the souft¢kedinformation, i.e. visual or non-visual.

In order to establish the similarity in rotatiorspenses during combined T and R (SP,
RP) and the pure rotation stimuli, we examine ttation velocity preference of each cell
during the two conditions. For the purposes of #msalysis, we considered the T&R cells
from 7 rotation velocity data (n = 24) and fit Galdonctions to the rotation tuning curves
obtained from both types of stimuli (medign=r0.93). The example rotation tuning curves
for two cells, shown in Figure 3-8A, B have simifaeferred rotation velocities during both
simulated pursuit and pure simulated rotation. piteferred rotation velocities based on these
fits during the pure rotation and translation wittation stimuli are highly correlated for both
real (Pearson r = 0.76, p <0.01) and simulatedr@i®ea = 0.72, p<0.01) rotations (Figure 3-

8C). The rotation preferences were uniformly dmtted between -2% and 15/s.
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Figure 3-8. Rotation preferences. A,B) Two exanm@aronal rotation tuning curves
measured during simulated pursuit (combined tréinsiand rotation) and simulated
rotation-only. The responses in (B) are for the saell shown in Figure 3-7A. Solid lines
represent Gabor function fits to each of the fatation tuning curves. C) Cells recorded
during the 7 rotation velocity protocol with sigieint rotation tuning were fit with Gabor
functions. The scatterplot of preferred rotatiotoeey (based on the peak of the Gabor

function fit) during rotation-only conditions andrabined translation, rotation conditions.

These results highlight the similarity in the raiattuning curves during rotation-only and
combined T and R. Therefore, the gain fields obegras a result of added rotations indeed
represent the rotational component of self-motiothe presence of translations. Importantly,
this rotation representation can be achieved byithel system through the decomposition of

optic flow into its translational and rotationalnsponents based on purely visual cues.

3.3 Discussion

Deciphering both the translational and rotationamponents of self-motion is an
important task that the visual system must perflmmmavigating through the world. Previous

studies, both electrophysiological (Bradley et #096; Page and Duffy, 1999; Zhang et al.,
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2004) and psychophysical (Royden et al., 1992; Boyd994; Crowell et al., 1998) largely
focused on how translations (T) are estimated aptesented in the presence of rotations (R),
neglecting how the visual system represents rotati®Qur study is novel in its approach to
understanding the representation of rotations, ahdws for the first time, the joint
representation of T and R. We found that the gdithe translation tuning curve during
rotations was modulated in ~43% of neurons (T&Rsyekkcorded from macaque area VIP,
demonstrating a joint representation of T and Resehgain modulations as well as rotation
preferences were correlated with neuronal respotospare rotation stimuli, suggesting that
T&R cells encode an estimate of rotation velodiyportantly, we also show that even in the
absence of non-visual cues, T and R componentgt¢ flow are represented in a sub-
population (43%) of VIP neurons. This implies tha visual system may indeed be capable

of decomposing self-motion into T and R componéatsed purely on retinal signals.

3.3.1 Importance of a Rotational Estimate based on Retinal Cues

Efference copies of eye or head rotations have loegn implicated in maintaining a
stable visual percept as well as sensorimotor ¢oatidn (Bell, 1823; Purkinje, 1823; von
Holst and Mittelstaedt, 1950). Later studies imgiiéxl these extra-retinal signals in estimating
heading in the presence of self-generated rotatiBnadley et al., 1996; Page and Duffy,
1999; Zhang et al., 2004). This focus on self-gateet rotations resulted in the prevailing
idea that the visual system must discard rotatiansrder to estimate self-motion, but this
idea has two fundamental weaknesses.

First, as discussed in Chapter | and the Introdactihere are several scenarios in which a
rotational estimate is just as important as trdiwsia for navigation. Therefore, it seems

highly unlikely that the representation of self-ioat in the visual system is limited to
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encoding translations; there must also be an eimfthe rotational component of self-
motion. Several studies have evaluated how eyéiontaare encoded in the brain (mostly in
the form of efference copies), but not in the cehtef combined T and R self-motion
(Fukushima et al., 2002; Duhamel et al., 1997; &dhkt al., 2003). Other studies conducted
in area MSTd recorded tuning curves based on sppat flow patterns, which occur on
ground planes during combined T and R (Grazianal.et1994; Duffy and Wurtz, 1997,
Mineault et al., 2012). However, these studies ele spiral and expansion stimuli on a
continuum and do not attempt to study the undeglyiror R components separately. Despite
the importance of rotations, these previous stuckgsal very little about how rotations are
encoded in the visual system, especially in thegiree of translations.

Second, efference copy signals have several limitstwith regards to estimating rotation
velocities. Efference copies are, by definitioredrward signals that inform the brain of the
motor command signal. Thus, error between the motonmand signal and the actual
movement of the eye results in errors in the effegecopy. Moreover, studies have shown
that visual updating based on efference copiesahbmsg time course (Bridgeman, 1995;
Sommer and Wurtz, 2008), which would be a drawliackelf-motion processing (Grigo and
Lappe, 1999), since our movements are often dynahhso consider that we generally make
simultaneous eye, head or torso rotations, eactwvhath has a different motor command
signal. Retinal optic flow, on the other hand, @m$ information about the rotation of the
eye in the world (i.e. a sum of all rotations). fidfere, in the presence of multiple rotation
sources, the noise and errors associated with ffeeeece copies are likely additive and
would therefore largely reduce the efficacy of tation estimate based on efference copies.

But perhaps the largest limitation of relying ortraxretinal signals for a rotation estimate is
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that not all rotations are accompanied by effereruj@es of eye or head rotations. This is
especially true for the case of travelling alonguaved path where the angular velocity is a
result of the curvature of the path and not indepen of it, as in self-generated rotations.
These limitations of efference copies during natvage highlight the importance of
decomposing self-motion into T and R component&dbgmirely on optic flow. Indeed, our
results show, for the first time that both transkatand rotation estimates are derived from

purely retinal cues and are represented jointthévisual system.

3.3.2 Separability of T and R

Figure 3-1D represents a neural response wherérdahslation component is perfectly
extracted from optic flow even in the presenceat&tions. However, rotations can manifest
as either shifts in the translation tuning (Fig@4C) or gain fields (Figure 3-1E), or a
combination of both (Figure 3-1F). If the represg¢ion of translations and rotations are
independent of each other, they can be considesggiafrable’. This would imply that the
visual system perfectly decomposes optic flow i$oT and R components and represents
them jointly (like the simulation in Figure 3-1E5uch a joint and separable representation has
certain advantages for flexibly decoding eitherrTRoor both, depending on the navigational
task. A separable representation would imply thasiraple decoding strategy, such as
marginalizing the responses over either T or R @qubvide an estimate of the necessary
self-motion feature. If the representations aresegarable, it may still be possible to estimate
T and R, but would require more complex decodingtsgies.

In contrast, the simulations in Figures 3-1C, Fregpond to situations where the

translation tuning curve is deformed (shifts) dwethe added rotations — i.e. the two
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representations are not completely separable. ihbeparability manifests as large shifts in
the translation tuning that vary systematicallyhwibtation velocities. It should be noted that
even for cells with relatively large shifts, thes@parable component of the joint tuning is
small, as can be seen in the simulations in Fidife (simulated shift of Z0at rotation
velocity of 15/s). The observed shifts in tuning were on avemags smaller (Figure 3-4). In
addition to small shifts, the large bandwidth ofP\Viteurons and the sampling of the entire
horizontal plane in the joint tuning curves resutanseparabilities that are hard to detect.
Therefore, the most robust way of estimating thesmall, but potentially significant
inseparabilities was to evaluate the systematioentce of rotation speed on the shifts in the
translation tuning curve. Using this robust estioratof inseparabilities in the joint tuning
curves, we found that a majority of the neuron®4tring SP, 74% during RP) showed no
significant systematic shifts as a function of atldetations. These results all point to a
largely separable encoding of T and R in a sub-{atioun of VIP neurons.

It is also important to note that there were nmisicant differences in the shifts
observed in the population of T-only cells and T&&Is, i.e. they were similarly separable.
Hence, the errors associated with the translagpresentation (based on tuning curves) in the
presence of rotations from T-only cells are notndigantly different from T&R cells.
Moreover, as shown in Figures 3-4, 6, the tuningsim both populations are small (~13.7
and varied systematically only in a minority ofleg8%). This supports the hypothesis that
the visual system can employ simple decoding gji@éethat rely on the separability of T and

R (such as, marginalization), for both sub-popalai
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3.4 Experimental Procedures

3.4.1 Subjectsand Surgery

Three adult rhesus monkey#ldcaca mulatta), weighing 8-10kg, were chronically
implanted with a circular molded, lightweight plasting for head restraint and a scleral coll
for monitoring eye movements (see Gu et al., 26@6sch et al., 2007; Takahashi et al., 2007
for more detail). Following recovery from surgethe monkeys were trained to sit head
restrained in a primate chair. They were subsefuemiined using standard operant
conditioning to fixate and pursue a small visuafjéa for liquid rewards, as described below.
All surgical and experimental procedures were ayguidoy the Institutional Animal Care and
Use Committees at Washington University and Bagotlege of Medicine, and were in
accordance with NIH guidelines.

The primate chair was affixed inside a field codrhe (CNC Engineering, Seattle, WA,
USA) with a flat display screen in front. The sidesd top of the coil frame were covered
with a black enclosure that restricted the animuaisiv to the display screen. A three-chip
DLP projector (Christie Digital Mirage 2000, Kitamer, Ontario, Canada) was used to rear-
project images onto the 60 x 60 cm display screeatéd ~30cm in front of the monkey (thus
subtending 90 x 9C° of visual angle). Visual stimuli were generated &y OpenGL
accelerator board (nVidia Quadro FX 3000G). Thepldiys had a pixel resolution of
1280%x1024, 32-bit color depth, and was updatetieasame rate as the movement trajectory
(60 Hz). Behavioral control and data acquisitiomevaccomplished by custom scripts written

for use with the TEMPO system (Reflective Computi&g Louis, MO, USA).
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3.4.2 Stimuli and Task

Visual stimuli were presented during each trial andsisted of various combinations of
eight heading directions in the horizontal planggiFfe 3-2A) and two rotational directions
(leftward and rightward). The rotation velocity gamad from -18/s (leftward) to 1%/s
(rightward). The protocol consisted of either 3atain velocities (-15:15:1%s) or 7 rotation
velocities (-15:5:15°/s). The velocity profile of the rotations werepeaoidal and chosen
such that the constant velocity portion of the ézpd resulted in equivalent eye displacement
over the duration of a trial. Therefore, the tdalration ranged from 1500ms for the fastest
rotation velocity to 2500ms for the slowest (Fig@8r2B). The translation velocity profile was
also trapezoidal with a maximum velocity of 24cm\hen translations and rotations were
presented together, the duration of the trial wetatkd by the rotational component. For the
pure translation stimuli, the trial duration wa®Qms.

The optic flow stimuli were generated using a 3Ddering engine (OpenGL) to
accurately simulate combinations of observer tedisi and rotation. In the 3D cloud
protocol, the virtual scene consisted of a cloudat that was 150cm wide, 100cm tall, 160
cm deep and had a density of 0.002 dotd/¢émorder to maintain a constant volume of dots
during the 27cm translation over the duration dfial, the cloud was clipped in depth to
range from 25cm to 125cm in front of the monkeglatimes. The stimulus was rendered as a
red-green anaglyph that the monkey viewed stergosaldy through red/green filters.

During each session, the monkey’s eye positionmasitored online using the implanted
scleral search coil. Only trials in which the moyikeeye remained within a pre-determined
eye window (see below) were rewarded with a drojuimke. Trials were aborted if the eye

position constraints set by the eye window weréatéal.
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The experimental protocol consisted of pure tramsia, combined translations and
rotations, and pure rotations. The rotational congmd was introduced either by the monkey
performing smooth pursuit eye movements or by samig the rotational component using
OpenGL. Therefore, the experiment had 5 types sfiali stimuli: 1) Translation only, 2)
Translations with smooth pursuit eye movements | (aasuit), 3) Translations with
simulated eye rotations (simulated pursuit), 4)|Rettion-only, resulting from smooth eye
pursuit, 5) Simulated rotation-only.

1) For the pure translation condition, the monkggted a visual target at the center of the
screen and maintained fixation within & @ye window while the optic flow stimuli were
presented. Optic flow stimuli simulated 8 headingghin the horizontal plane, corresponding
to all azimuth angles in 45° steps (Figure 3-2Aje pure translation stimuli were rendered by
translating the OpenGL camera along one of the &dihgs with the velocity profile
corresponding to the 1500ms duration shown in [E@42B.

2) For the real pursuit (RP) condition, the animetively pursued a moving target while
the translational optic flow stimuli were presentedthe display screen. Hence, both retinal
and extra-retinal cues to rotation were presetitése trials. The translation stimuli simulated
8 headings sampling the horizontal plane, in 45fmath angle steps (Figure 3-2A). A
rightward rotation trial started when the fixati@mget appeared to the left of center. Once the
monkey fixated this target (within 1000ms), it mdvi® the right following a trapezoidal
velocity profile corresponding to the rotation speas described above (Figure 3-2B).
Analogously, leftward pursuit trials began with tia@get appearing on the right and moving
leftward. The monkey was required to pursue the ingpvisual target and maintain gaze
within a # eye window during the acceleration and decelemagieriods of the trapezoid.

96



During the constant velocity phase, the monkey regiired to maintain gaze within § 2
window around the visual target.

3) For the simulated pursuit (SP) condition, opmw stimuli were presented that
accurately simulated combinations of the same 8dihga with leftward or rightward
rotations at different velocities, while the monkiyated at the center of the screer? (2
window). These stimuli were rendered by translatng rotating the OpenGL camera with
the same trapezoidal velocity profiles of the mgviarget in the RP condition. This ensured
that the retinal optic flow patterns in the RP &l conditions were identical (assuming
accurate pursuit in the RP condition). Therefootational information was present only as
retinal cues from the optic flow stimulus duringsle trials.

4) The real rotation-only condition consisted o #nimal pursuing a visual target across
a static field of dots. This resulted in both ratiand extra-retinal cues signaling the rotation
component. Therefore, this condition was analogoueal pursuit, but without the translation
component.

5) The simulated rotation-only condition consistddthe animal fixating at the center,
while the optic flow stimuli simulated pure rotai@ This resulted in only retinal cues
signaling the rotation component (analogous to Kted pursuit).

Importantly, during the eye pursuit conditions, dpic flow stimuli were windowed with
a software rendered aperture that moved simultatgetith the pursuit target. Thus, the area
of the retina being stimulated during the eye piirsials remained constant over time,
eliminating potential confounds from moving thenstius across the receptive field over
time. Furthermore, this ensured that the area tialestimulation was identical when the
monkey was fixating or pursuing the visual target.
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The protocol also included a blank screen durirsyiadi fixation and a static field of dots
during fixation (1500ms) to measure the spontan@atisity and baseline visual response of
the neurons, respectively (controls). Therefore, ttiree rotation velocity protocol consisted
of 46 unique stimulus conditions: 8 translationyofl8 translation * (2 RP + 2 SP) + 2 real
rotation-only + 2 simulated rotation-only + 2 cané. Similarly, the seven rotation velocity
protocol consisted of 118 unique stimulus condgiod translation only + 8 translation * (6

RP + 6 SP) + 6 real rotation-only + 6 simulatection-only + 2 controls.

3.4.3 Electrophysiological recordings

To record from single neurons extracellularly, tsteg microelectrodes (FHC; tip
diameter, 3 um; impedance, 1-3(Mat 1 kHz) were inserted into the cortex through a
transdural guide tube, using a hydraulic microdriMeural voltage signals were amplified,
filtered (400-5000 Hz), discriminated (Plexon Sgsdg¢ and displayed on SpikeSort software
(Plexon systems). The times of occurrence of agtimtentials and all behavioral events were
digitized and recorded with 1ms resolution. Eyeitpms was monitored online and recorded
using the implanted scleral search coil. Raw nesigalals were also digitized at a rate of 25
kHz using the Plexon system for off-line spike syt

VIP was first identified using MRI scans as desedilin detail in Chen et al. (2011).
Electrode penetrations were then directed to tinerged area of gray matter around the medial
tip of the intraparietal sulcus with the goal ofachcterizing the entire anterior-posterior
extent of area VIP — typically defined as the iptnaetal area with directionally selective
visual responses (Colby et al., 1993; Duhamel.efil@P8). To determine direction selectivity,

we presented a patch of drifting dots for which #iee, position, and velocity could be
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manipulated manually with a computer mouse. We u#ad mapping procedure to
characterize the presence or absence of stronglusiwve as well as the direction and speed
selectivity of multi-unit and single-unit activitit each location along the anterior—posterior
axis, we first identified the medial tip of thernaparietal sulcus and then moved laterally until
there was no longer a directionally selective Visagponse in the multi-unit activity.

During each experimental session, we inserted glesmicroelectrode into the region of
cortex identified as VIP. Single unit action potalst were then isolated online using a dual
voltage-time window discriminator. Within the regi@f gray matter identified as VIP, we
recorded from any neuron that showed robust vieegdonses during our search procedure.
Once a single unit was isolated, we ran the expmaried protocol with all conditions
randomly interleaved. Each stimulus condition weyseated at least 4, and usually 5, times.
The three rotation velocity protocol was used fbnaurons recorded from the monkey X (n
= 38). In monkey E, 34 neurons were recorded utmeg3 rotation protocol and 20 were
recorded using the 7 rotation velocity protocoll éélls recorded from monkey R (n = 30)

were recorded using the 7 rotation velocity protoco

3.4.4 Analyses

Analysis of spike data and statistical tests wendégpmed using MATLAB (MathWorks).
Firing rates for each stimulus were calculated tasethe neural response during the middle
750ms of each trail since the shortest constarmtcitgl period was 750ms. This ensured that
the tuning curves were based on data from identicedtions despite the differences in total
trial duration for different rotation velocitieshi also ensured that the mean eye position

during each trial was the same — straight ahead.jdiht tuning curves for RP and SP were
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generated using these measured firing rates. Tihetiming shown in Figures 3-3, 5 were
generated using the firing rates calculated fohemmmbination of translation direction and
rotation velocity including @s (i.e. translation only trials). The colormap wgemnerated by
representing higher firing rates with warmer colargl linearly interpolating the firing rates
in between the difference translation, rotation borations. The tuning curves shown on the
marginal were conditioned on either the rotatiotoeity (top) or the translation direction
(right).

To determine the effect of rotations on neural oesgs, the translation only tuning curve
(O°/s rotation) was compared to the tuning curves oredsat the different rotation velocities
during both real and simulated pursuit. Since 8tgfts’ expected in the tuning curves in the
presence of rotations are complex and exhibit baftitiwehanges as well as skew, we used a
previously described method to measure the tunimgecdeformations (Sunkara et al, 2014).
Briefly, we used a 3-step analysis proced@tep 1. We normalized the responses of the
rotation added tuning curve to match that of tlagtation only tuning curve based on the
maximum and minimum firing rate of the tuning cufue. eliminated gain fields and vertical
offsets). Yep 2: Because the predicted effects of rotation areosipp for forward and
backward headings, the tuning curves in the presefaotations were split into heading
ranges of 0-180and 180-369 and linearly interpolated to a resolution of &&p 3. For the
half-curves that showed significant tuning (ANOMAx 0.05), we performed a shift analysis.
The pure translation tuning curve was circularlifted (in steps of 1°) to minimize the sum-
squared error with each half of the RP/SP tuningesu For neurons that were significantly
tuned in all conditions and in both direction rasginis analysis yielded two shift values for

real pursuit and two shifts for simulated pursoit €ach non-zero rotation velocity. In order
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to quantify the transformation of heading tuningdo rotations, the two shift values were
averaged to arrive at one shift value for real patirand one shift for simulated pursuit for
each rotation velocity, for each cell. The leftwartd rightward shifts at 25 were averaged
together for the shifts reported in Figure 3-4;rgwdere else in this paper, the leftward and
rightward shifts were not averaged.

The 95% confidence intervals (Cls) for each ofshdts measured were calculated using
a bootstrap analysis. Bootstrapped tuning curvestranslation only, real pursuit, and
simulated pursuit at different rotation velocitigsre generated by resampling responses with
replacement. The offset, gain and shift calculaidascribed above were performed on each
one of 300 bootstrapped tuning curves to produdistabution of shifts for each neuron and
each rotation velocity from which the 95% CI wascukated by the percentile method. For
the 7 rotation velocity protocol, the bootstrapmhifts as a function of the rotation velocity
were fit with a line (Figure 3-5) and the 95% CI ¢tme slope was determined using
MATLAB’s ‘regress’ function. Slopes with CI not oxapping 0 were determined to be
significant (dark lines in Figure 3-6).

Modulation indices were calculated to quantify ttetation tuning of a cell during
combined translation and rotation as well as rotatinly stimuli (Figure 3-7). For RP and SP
joint tuning curves, first the preferred headingswiatermined based on the heading angle that
elicited the largest response during pure trammsiati The modulation of the rotation tuning
curve at this preferred heading was then evaluatsing the equation [(max-
min)/(max+min)]. The same equation was used torgete the modulation index during
rotation-only stimuli, where the O rotation velgcitesponse corresponded to the baseline

visual response of the cell (static field of dot$he rotation tuning curves that were
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significantly modulated (1-way ANOVA, g 0.05) were also fit with Gabor functions for
cells with 7 rotation velocities. The peak of thab@r fit was reported as the preferred

rotation velocity of the cell (Figure 3-8C).

102



Chapter 4 — Discussion

The visual system plays a key role in helping ugigae through the world. Optic
flow or the movement of objects on the retina agwese through the world, carries complex,
but useful information about self-motion. Since igational tasks can be extremely varied,
such as deciphering heading or tracking moving pregstimating one’s motion trajectory, it
is important to decompose and represent both coemsrof optic flow — i.e. translations and
rotations. There are two strategies that the bcaim implement to represent the T and R
components of self-motion separately. First, n@sual cues, specifically efference copies of
self-generated rotations (such as eye movementspeaised to estimate rotations. Second,
retinal cues based on optic flow properties cande to decompose the resultant optic flow
into T and R.

A review of the current literature (Chapter I), slsothat the there are two important,
yet unanswered questions regarding the represemtafi translations and rotations during
self-motion. First, efference copies of self-getedarotations have long been implicated in
achieving a rotation-invariant perception of tratisin. More recent psychophysical results
have suggested that the visual system may be @apébkktracting the translation component
of optic flow in the presence of rotations, basedefy on retinal cues. However, conflicting
results cast doubt on the extent to which retinsscare useful in separating T and R.
Importantly, there was no conclusive neurophysiciaigevidence that the visual system is
capable of using only retinal cues (optic flow)decompose self-motion into its T and R
components. Therefore, it is unclear whether trseiali system performs the computations

necessary for estimating the T and R componenggléimotion based only on visual cues or
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if it relies on extra-retinal signals of rotation.

Secondly, most previous studies were limited ton@rang translation representation
in the presence of rotations. This led to a prewadeof the idea that rotations are a feature of
self-motion that needs to be discarded or compeddat. As a result, very little was known
about how the visual system may represent rotafiorike presence of translations, despite
the importance of rotation estimates for many natogal tasks. While several studies
examined the presence of efference copy signaleepnesenting R, there was no clear
characterization of rotation representation baseguwely visual cues, especially during self-
motion. An effective strategy for encoding self-roatwould be to represent both the T and R
components in a way that allows for flexibly estimg either T or R, or both. However, the
presence of joint T and R tuning or the interacti@tween these two components had never
been examined.

The two studies detailed in this document aim tdress these two fundamental
qguestions about how self-motion is representedhen vtisual system. Through single-unit
electrophysiology in macaque area VIP, we show thar first time that: (1) translation
representations are largely tolerant to rotatiomsnein the absence of efference copies,
suggesting that the visual system is indeed ablflie¢ompose self-motion into its translational
and rotational components. (2) Joint and sepanapeesentations of T and R are present at
the single-unit level in a sub-population of VIFunens. Together, these results imply that the
visual system can dissociate the T and R compor@ngglf-motion based purely on optic
flow and jointly represent T and R in a separabésner.

These results have several implications in expandar understanding of vision-

based navigation, and opening up new avenues eands in the field. Our results suggest
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that the visual system is capable of performinghsigated computations on optic flow
stimuli to decompose and represent self-motion. &&® show that both 2D (dynamic
perspective) and 3D (motion parallax) cues contelta the resolving of optic flow into its T
and R components. However, the exact neural mesimably which this computation is
performed deserves further investigation. MoreowEmputational vision scientists have
several other theories about which specific aspetctgptic flow are most important in this
computation that can be directly tested in thegtakicortex using appropriate stimuli. In
addition to the encoding of T and R, it is also aripnt to study how the information may be
decoded downstream. We hypothesize that the joititsgparable representation of T and R
can allow for flexibly decoding the feature of inmfamce depending on the behavioral task.
Experiments evaluating the neural response dugtigeabehavior may reveal a lot about how
the visual network accomplishes the complex nawgat tasks we perform on a daily basis.
In addition to perceiving our instantaneous motiea,often need to predict our trajectories to
navigate successfully. For instance, the instamaseoptic flow during path-independent
rotations (as studied here) and curvilinear motase highly similar, but the trajectory
estimates of the two may be very different. Thtiss important for the brain to resolve this
ambiguity. As discussed in Chapter |, despite ihelarity in instantaneous optic flow, the
temporal evolution of the flow patterns are digtifar the two types of motion. Thus, further
investigation into the temporal dynamics of how ¥isial system processes optic flow would

be of interest to scientists interested in humanwelkas robotic navigation.
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