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The objective of this dissertation is to study the emerging operations issues on data-driven platforms and digital operations. With the increasing availability of data and the development of information technologies, platforms process a large amount of data in order to efficiently make daily operational decisions. Understanding human behaviors and the human-algorithm connection is instrumental to the success of this process. In my research, I implement field experiments and use structural models to study in-warehouse worker behavior and out-of-warehouse customer behavior in the last mile of logistics.

In Chapter 1, “The Impacts of Algorithmic Work Assignment on Fairness Perceptions and Productivity: Evidence from Field Experiments”, we study in-warehouse worker behavior. We study how algorithmic (vs. human-based) task assignment processes change task recipients’ fairness perceptions and productivity. In a 15-day-long field experiment with Alibaba Group in a warehouse where workers pick products following orders (or “pick lists”), we randomly assigned half of the workers to receive pick lists from a machine that ostensibly relied on an algorithm to distribute pick lists, and the other half to receive pick lists from a human distributor. Despite that we used the same underlying rule to assign pick lists in both groups, workers perceive the algorithmic (vs. human-based) assignment process as fairer by 0.94-1.02
standard deviations. This yields productivity benefits: receiving tasks from an algorithm (vs. a human) increases workers’ picking efficiency by 15.56%-17.86%. These findings persist beyond the first day when workers were involved in the experiment, suggesting that our results are not limited to the initial phrase when workers might find algorithmic assignment novel. We replicate the main results in another field experiment involving a nonoverlapping sample of warehouse workers. We also show via online experiments that people in the U.S. also view algorithmic task assignment as fairer than human-based task assignment. We demonstrate that algorithms can have broader impacts beyond offering greater efficiency and accuracy than humans: introducing algorithmic assignment processes may enhance fairness perceptions and productivity. This insight can be utilized by managers and algorithm designers to better design and implement algorithm-based decision making in operations.

In Chapter 2, “The Value of Logistic Flexibility in E-commerce”, we study out-of-warehouse customer behavior in the last mile of logistics. We use the opening of hundreds of pick-up stations as a natural experiment to study the impact of these stations on consumers. We find that the introduction of pick-up stations has increased total sales by 3.9%. In contrast with past literature, we show that shipping time reduction is not the driving factor on the impact of pick-up stations. Yet, the logistic flexibility introduced by pick-up stations explains the sales impact. To explicitly examine how logistic flexibility affects consumers’ decisions on purchases, we develop and estimate a structural model of consumer choice. In our model, consumers value two types of logistics flexibility—the flexibility to pick up their items at their preferred time, denoted as the value of time flexibility, and the flexibility to delay pickup decisions until after packages arrive at a local station, denoted as the value of choice flexibility. We show that the value of time flexibility accounts for 76.2% of the impact on sales, while the value of choice flexibility accounts for the remaining 23.8%. Using our estimated model, we develop a counterfactual strategy in building pick-up stations that could achieve the sales
lift with 56.4%-63.6% fewer stations. Last but not least, using our estimated time flexibility, we also develop a novel shipping strategy without pick-up stations that could improve sales by 8.4%. Our estimates suggest that our counterfactual logistic strategies could increase consumer welfare by 2.0%-10.0%.
Chapter 1

The Impacts of Algorithmic Work Assignment on Fairness Perceptions and Productivity: Evidence from Field Experiments

1.1 Introduction

With the increasing availability of data and the development of information technologies, companies are rapidly implementing algorithms to process a large amount of data in order to efficiently make daily operational decisions. For example, digital service platforms such as Uber and Airbnb instantly match customers with service providers, taking high-dimensional information into account (e.g., customers’ willingness to pay, service providers’ availability) in their algorithms. Ad platforms such as Facebook and Google combine advertising algorithms
with rich data about consumers to identify specific audience groups for which to display certain ads.

Such growing interest in using algorithms in practice has inspired a large stream of research dedicated to improving algorithms’ performance [1, 2]. However, in many domains of daily operations, algorithms rely on human involvement to complete tasks. For example, retailing platforms such as Alibaba use algorithms to determine which set of items should be packed into which box but need human workers in warehouses to pack the items according to algorithmic prescriptions [3]. Similarly, sales platforms such as Salesforce use algorithms to decide which product to be advertised to whom but need human salespeople to make sales pitches following algorithmic recommendations.

Thus, a fundamental question about algorithm development in operations management is how humans perceive and interact with algorithms. A growing body of work has begun to study this question from both operational and psychological perspectives [3, 4, 5, 6, 7, 8, 9, 10]. This literature has largely documented that people are reluctant to use algorithms and prefer instead to defer to judgments made by a human. Another growing concern regarding human and algorithm collaboration is that algorithms may produce or reproduce discriminatory outcomes and lead to new or more systematic biases than what humans have historically exhibited (see [11] for a review). Motivated by this concern, researchers have studied various ways of defining and enforcing fairness when designing algorithms [12].

Extending these two lines of work on how to improve human and algorithm collaboration, we study how workers perceive the fairness of algorithmic decisions and how such fairness perceptions affect their behavior when algorithms are used to make decisions related to workers’ tasks.
In work settings, algorithms are increasingly replacing human decision makers to allocate resources and tasks (e.g., delivery trips, customers, cases) across workers. We specifically examine how an algorithmic task assignment process, relative to a human-based task assignment process, changes task recipients’ fairness perceptions and productivity. To causally answer this question, we conducted two field experiments in collaboration with Alibaba—the largest retailing platform in China—in its warehouse setting. In recent years, e-commerce warehouses have started digitizing equipment and applying algorithms to many key tasks, such as picking, routing, scheduling, and bin packing [3]. We focus on picking tasks for which workers follow a “pick list” to collect products from different stocking shelves.

During our experiments, workers in our partner warehouse were randomly assigned to one of two groups: workers in the algorithm group received picking tasks from a machine that ostensibly relied on an algorithm to distribute pick lists, whereas workers in the human group received picking tasks from a human distributor. We kept the objective nature of these two task assignment processes as well as the characteristics of the assigned pick lists as similar as we could, so the difference we observe between these two assignment processes can be attributed to workers’ beliefs and perceptions about the differences between algorithmic and human-based assignment.

The first, main experiment involved 50 temporary workers for 15 days in August-September, 2019. We collected data about all 4,486 pick lists completed by these workers during this experiment, along with 108 daily questionnaires from them. We present three key findings. First, we find that workers hold different views about the fairness of these two assignment processes: workers receiving tasks from an algorithm on average perceive their assignment process as fairer than workers receiving tasks from a human distributor, and the difference is 0.94-1.02 standard deviations (depending on our model specifications). Second, we document productivity differences between these two assignment processes: receiving tasks from an
algorithm significantly increases workers’ picking efficiency by 15.56%-17.86%, compared to receiving tasks from a human distributor. Third, since unobserved variables such as worker ability, can be correlated with both how fair workers believe they are treated and their productivity, we estimate via an instrumental variable approach the effect of fairness perceptions on productivity. We show that a one-standard-deviation increase in fairness perceptions is associated with a boost of picking efficiency by 12.97%-16.98%. We conducted the second field experiment with a nonoverlapping sample of workers in December, 2019-January, 2020 and validated the robustness of our main results.

To further validate our findings from the field, we conducted an online experiment to study the effect of algorithmic (vs. human-based) task assignment on perceived fairness among a different population—201 people in the United States recruited from an online labor market (Amazon’s Mechanical Turk). Study participants imagined working in a warehouse and receiving picking tasks from either a machine or a human distributor. Despite imagining receiving the same picking tasks, people on average perceived the assignment process run by a machine based on an algorithm as fairer than the process run by a human. We replicated this pattern in another online experiment with a slightly different design.

In sum, we examine people’s psychological and behavioral responses to algorithmic decision-making processes across experiments and settings, and we present the first field experiments to our knowledge in an actual workplace to study this issue. By keeping the nature of pick lists the same between conditions, our design provides a clean test of how people perceive algorithmic (vs. human-based) decision-making processes and how people behave after receiving decisions made by these processes. Theoretically, this angle differentiates our study from the large body of research that examines sources of algorithm-engendered biases and compares algorithms with humans in the actual level of inequality they produce [12, 13, 14, 15, 16, 17]. Practically, through this unique design, our findings can help companies
understand workers’ perceptions about algorithmic decision-making processes and optimize the framing of task assignment processes. Altogether, our research complements the existing literature about human-algorithm collaboration, highlights the importance of understanding workers’ fairness perceptions when utilizing algorithms, and provides insights for designing better human-algorithm collaboration in daily operations.

1.2 Literature Review and Theoretical Contributions

Our work is mainly related to four research areas: human collaboration with algorithms, algorithmic bias, operations management research about automation, and behavioral operations.

1.2.1 Human Collaboration with Algorithms

Our work is closely connected to the growing stream of literature studying how people perceive and react to algorithms and automation. The primary focus of this literature has been on examining whether humans, as users of algorithms, are willing to rely on algorithmic prescriptions and utilize automated systems. With a few exceptions [4, 8], research in this area has largely documented algorithm aversion, whereby people are reluctant to utilize algorithms and automation (compared to their own judgment, human experts’ advice, or their peers’ aid), despite the fact that algorithms give identical output or, in some cases, even superior performance than humans [5, 6, 7, 9].

More recently, this literature has begun to examine how people as recipients of decisions (e.g., employees receiving personnel decisions) respond to algorithmic decision processes. This line of research so far has found that people view algorithms as less capable of taking into account their unique, contextual, and personal characteristics [18]; as a result, people perceive
algorithmic decision-making as less procedurally fair and express less commitment to their organizations if algorithms (rather than humans) drive decision making [10].

We make several contributions to this literature. First, while recent research suggests that people disfavor algorithms when they want decision-making processes to consider their unique and personal characteristics [10, 18, 19], we recognize that people often have the equality motive—that is, they would like to receive equal treatment and opportunity relative to others [20, 21, 22]. We complement prior research by documenting that algorithmic decision-making processes are viewed more favorably than human-based decision-making processes in settings where people prioritize the equality motive over other motives that consider personal characteristics. Second, while prior research has focused on how people collaborate with algorithms on prediction tasks and consumer decision-making, we examine how employees perceive algorithms that determine their tasks at work. Our empirical context in the field studies—a labor-intensive working environment—is also a complement to the literature. Third, while the prior research reviewed above has largely used laboratory and online experiments, we conducted field experiments in a common operation setting (warehouse operations) to provide more external validity of our insights. Fourth, going beyond examining people’s perceptions of algorithms, we further study employees’ work behaviors and find a downstream consequence of algorithmic work assignment process on productivity.

1.2.2 Algorithmic Bias

This chapter is also related to the emerging literature about biases and discrimination engendered by algorithms. Scholars are concerned that algorithms may reproduce, codify, or even amplify disparities due to biases in objective functions, people building the algorithms, or historical data [11], and have provided evidence that algorithms perpetuate existing inequality across domains. For example, algorithms have been shown to derive semantics
that associate female names more with family than career-related words [14], produce gender discrimination in ad delivery [16], and yield racial bias in health risk assessments [17]. This concern has motivated researchers to study how to define and enforce fairness when designing algorithms [12]. Despite the concern around algorithmic bias, the scarce research that compares algorithms to human decision makers suggests that algorithmic judgment actually appears less biased than human judgement, even when algorithms are trained on historical data involving biased human decisions [15]. This provides some empirical support for the more optimistic view that the use of AI could have positive implications for social equality and fairness.

While prior work in this literature has focused on identifying when algorithms produce biased outcomes and has compared algorithms to humans in the actual level of fairness generated, we study people’s perceptions of algorithms’ ability to deliver fair treatments. We ask the fundamental question of how knowing that one’s outcome is determined by an algorithm (vs. a human) affects people’s perceived fairness about the decision process, which subsequently influences their behaviors. To examine this question, we keep the underlying decision-making logic and the assigned outcomes the same but investigate how people’s perceptions change when they are led to believe that their outcomes are decided by an algorithm rather than a human decision maker.

1.2.3 Automation in Operations Management

Our work adds to the literature in operations management studying problems that arise in the presence of automation, particularly research that incorporates the role of humans in the design of automated systems [2, 3, 23, 24, 25]. For example, [23] and [3] study how managers’ and workers’ deviations from algorithmic prescriptions could yield insights for improving operational efficiency. While prior research in this area has focused on how to make
algorithms and automated systems more powerful, we study how people’s perceptions about automation affect their efficiency. We show that in the presence of automation, psychological factors such as fairness perceptions impact worker productivity.

1.2.4 Behavioral Operations

Finally, our work builds on the behavioral operations literature. This literature has documented a number of behavioral and psychological drivers of productivity, such as team familiarity, time pressure, peer pressure, quality monitoring, and free-rider effect [26, 27, 28, 29, 30, 31], mostly based on archival data analysis. Through longitudinal field experiments, we document that perceived fairness about task assignment is another important driver of productivity. Also, the behavioral operations literature has shown that people in various operation settings fall prey to behavioral biases, such as framing [32, 33]. For example, [33] shows that the framing of patients’ admission time may affect doctors’ discharge decisions. Our finding—that people view a decision process as fairer and work more productively when the process is seemingly driven by an algorithm (vs. a human)—provides an example where the framing of work assignment affects operational efficiency.

1.3 Hypothesis Development

We present two hypotheses regarding how assigning tasks via algorithms versus humans affects task recipients’ fairness perceptions and productivity in prevalent work settings where workers tend to prioritize the equality motive and desire equal treatment and opportunity relative to others.

When evaluating the fairness of a process that is used to make allocation decisions, people often consider whether the process is free from decision makers’ personal biases, applies decision
rules consistently across people and across time, and uses appropriate factual information to make decisions [34, 35]. People may worry that a human decision maker would consciously or unconsciously make favorable or disadvantageous decisions about some individuals for unjustifiable reasons (e.g., close relationships, physical attractiveness), but they may expect algorithms to be free of these personal biases and more capable of consistently applying rules and providing equal treatment across individuals. The differential beliefs about human versus algorithmic decision makers may arise because people often evaluate the fairness of an allocation based on how they attribute the outcome to the decision maker’s intentions [36] and people tend to perceive algorithmic decision makers as less intentional than humans [37, 38].

Even in settings as our field experiments where, as explained later in Section 1.4.1, human distributors actually allocated tasks following a specific guideline (rather than using their own discretion), task recipients may still infer that assignment outcomes are more attributable to human distributors’ preferences and biases than algorithms’. This psychological process may reflect people’s beliefs about the intentionality of different assignment processes. Altogether, we propose the following hypothesis for settings where workers prioritize the equality motive:

Workers perceive a task assignment process as fairer if they believe the process is implemented by an algorithm than if they believe the process is implemented by a human.

Our next hypothesis pertains to how algorithmic (vs. human-based) assignment affects productivity. Research in psychology, organizational behavior, and behavioral economics consistently suggests that people desire fair treatments and behave differently at work in accordance to whether they think they are fairly treated in their organizations (see [35, 39, 40] for reviews of relevant research). In particular, meta-analyses of hundreds of studies suggest that procedural fairness perceptions have a moderately positive correlation with work performance on average (r = 0.30; [35]) and that the relationship is stronger among actual employees in work settings (r = 0.47) than among students in laboratory studies.
Building on prior research, we predict that as an algorithmic task assignment process increases people’s perceived fairness (Hypothesis 1), it should subsequently have a positive impact on their productivity.

Workers are more productive if they believe their task assignment process is implemented by an algorithm than if they believe the process is implemented by a human.

1.4 Experiment Design and Data

1.4.1 Field Setting and Experiment Design

Our field experiments were conducted in collaboration with Alibaba. In 2013, along with five package delivery companies, Alibaba co-founded Cainiao Network (hereafter, “Cainiao”), a logistic platform operator dedicated to digitizing the shipping industry and building a smart logistic network nationally and globally. Cainiao has the largest bonded warehouse network in China and manages more than 60% packages from Alibaba’s Chinese retail marketplaces.

We study one core task that workers perform in warehouses: picking, which requires workers to collect certain products from different shelves following specific “pick lists”. When an online purchase order is placed on Alibaba, Cainiao’s warehouse management system first decides which warehouse should fulfill the order based on the Stock Keeping Units (SKUs) included in the order and their stocking information. After accumulating a number of purchase orders for a given warehouse, the system generates a set of pick lists for this warehouse, with each pick list usually covering multiple purchase orders. A pick list contains information about products that a worker should pick, including SKU name, the quantity the worker should pick for each SKU, and the stocking location of each SKU (see Appendix A.1 for an example pick list).
We conducted two experiments in one of Cainiao’s warehouses where picking workers were paid hourly. These experiments had the same design but were run at different times involving nonoverlapping samples of workers. We focus on the first field experiment in this chapter, and report the second field experiment as a replication study in Appendix A.2. Our first, main experiment involved 50 temporary workers and spanned 15 days, starting from August 20, 2019 and ending on September 6, 2019. On August 25-26 and August 30, 2019, the warehouse had a much heavier workload than usual due to Alibaba’s platform-wide “shopping holidays” so the experiment was temporally halted on these days.

Before and in between our field experiments, a staff member in the warehouse periodically printed out pick lists as physical hard copies and placed them on a table at the pick list distribution station so that workers could get pick lists themselves based on their own preferences. During our experiments, we manipulated how workers received pick lists and randomly assigned workers into either the human group or the algorithm group. Once assigned, workers stayed in the same group during the span of the experiment. We set up two tables side by side at the distribution station, one for the human group and the other for the algorithm group.

In the human group, hard-copy pick lists were printed and assigned by a human distributor. Specifically, a human distributor stood at the human-based assignment table and periodically printed out a stack of hard-copy pick lists from the pool of available pick lists. The selection of pick lists from the pool and the printing order were designed to be random. When a worker in the human group came to the human-based assignment table, the human distributor handed the worker the hard-copy pick list at the top of the stack. Upon receiving the pick list, the worker scanned the bar code on the pick list using a radio-frequency hand-held monitor, at which time Cainiao’s system would record the starting time of this pick list. After scanning the bar code on the hard-copy pick list, the picking worker no longer needed the hard-copy
pick list since she could access the pick list’s information on her hand-held monitor. In the algorithm group, picking tasks were assigned to workers by an algorithm. Specifically, when a worker in the algorithm group came to the distribution station for her next pick list, she would scan a bar code on the algorithmic assignment table at the station. This would trigger the algorithm to randomly choose a pick list from the pool of available pick lists and then display the selected pick list on the worker’s hand-held monitor. At that time Cainiao’s system would record the starting time of this pick list.

From this point on, the process of completing a pick list was the same in the algorithm and human groups. Upon a pick list showing up on their monitor, workers in both groups would walk to the stocking location of the first SKU on the pick list. Once they found the first SKU and put the corresponding quantity into a cart, they scanned the bar code of the first SKU to record the time. When workers picked the last SKU in a pick list and scanned its bar code, the completion time of the pick list would be recorded. Figure 1.1 illustrates the pick list generation and picking process for both groups of workers.

Note that the pick list assignment process in both the human and algorithm conditions differed from how pick lists were assigned in this warehouse before and in between our
experiments. Thus, the preexperiment assignment process could not have served as an anchor that differently affected workers’ perceptions of their assignment process during our experiments. Workers, human distributors, and the operation manager in this warehouse were unaware of the objectives of our experiments or our hypotheses, and they did not have information about the algorithm in use.

To cleanly examine workers’ perceptions of algorithmic (vs. human-based) assignment processes and the subsequent implications for productivity, we took several measures to ensure that the accessibility of pick lists and the assignment outcomes are comparable between conditions so that the two conditions only differ in workers’ perceived distributor (i.e., algorithm vs. human).

First, in both conditions, pick lists assigned to workers at any given point were drawn from the same pool of pick lists using the same underlying rule. Specifically, in the human group, we instructed human distributors to give out pick lists in the same order as how pick lists were randomly selected from the pool and printed. This instruction prevented human distributors from handing out pick lists at their own discretion. In the algorithm group, the algorithm by design randomly selected a pick list from the pool of available pick lists each time. Therefore, in essence, workers in both groups received pick lists that were randomly drawn from a common pool of pick lists. Our following randomization check in Section 1.4.3 also confirms that the characteristics of pick lists are comparable between conditions.

Second, workers in both groups had to walk to the same location to obtain pick lists, which eliminated the effects of different walking distances on productivity. In other words, it cannot be the case that workers in one group walked less, were less fatigued, and thus were more productive than workers in the other group. Third, we sought to make the process of receiving pick lists equally simple for workers in both groups, so differences in productivity could not
be driven by how inconvenient workers found the assignment process. Indeed, as shown in 1.4.3, workers in both groups rated the process of receiving pick lists as similarly convenient.

We also tried to address the potential influence of operational transparency. Research about operational transparency suggests that when people have more knowledge about how things work during an operation process, their trust and engagement will be enhanced [41]. For example, showing customers who is serving them and how service is done can increase customers’ service satisfaction [32, 41, 42]; and allowing employees to observe customers can improve service quality and efficiency [42]. Particularly related to our research, [43] find that people disfavor algorithms relative to their own decision-making processes because they perceive algorithmic decision processes as less transparent. To mitigate the influence of transparency in our field experiments, we decided not to tell workers how the human distributor or the algorithm assigned pick lists. In addition, as we have mentioned, the assignment process in both the human and algorithm conditions differed from how pick lists were assigned in the warehouse prior to our experiments; thus, workers in both conditions may similarly have uncertainty about how the assignment of pick lists was exactly determined.

Another potential concern about our experimental design is the interference between workers; that is, the behavior of a particular worker may depend not only on her own pick list assignment process but also on the assignment process experienced by others in the warehouse (e.g., because they may communicate with each other). We use a post-experiment statistical test [44] to show that the behavior of workers in our experiments was unlikely to have been affected by the assignment process of others working around them. We discuss this test later in Section 1.6.2. In Online Appendix C, we also explain why we consider our design (similar to [45, 46]) the cleanest among all feasible approaches given the constraints.
1.4.2 Data and Survey Design

During our experiments, we collected two types of data: (1) operations data from the warehouse management system tracking the characteristics and processing time of each pick list, and (2) workers’ responses to surveys that we administered every day. For each pick list, we tracked the pick list size \((i.e., \) the total quantity of items to be picked\()\), the number of stocking positions \((i.e., \) the number of shelf positions in which SKUs in the pick list were stocked\()\), the identifier of the worker who handled this pick list, and the times when the worker started versus completed the pick list.

On average, workers in the first experiment worked 2.16 days during the experimental period, yielding a total of 108 worker-day level observations. These workers completed 4,486 pick lists in total. Figure 1.2 provides the distributions of pick list characteristics across all pick list observations in our first experiment. Figure 1.2(a) shows the distribution of pick list size. Since the picking carts where workers temporarily stored products they collected had capacity limits, most (72.96\%) pick lists contained no more than 20 items. Figure 1.2(b) shows the distribution of the number of stocking positions, which is highly skewed to the right. Since pick lists were designed to combine items in the same stocking position, the number of stocking positions was generally smaller than the number of items in a pick list. Figure 1.2(c) displays the distribution of picking efficiency. Picking efficiency equals the total quantity of items in a pick list divided by how long (in minutes) it took a worker to complete the pick list. It captures the average quantity of items a worker picked per minute while working on a pick list.

At the end of each day, we distributed surveys to all picking workers who showed up that day. Workers were told that their responses would be kept confidential and would be used exclusively for research purposes. Our daily survey collected workers’ perceptions about their
pick list assignment process as well as their demographics. When assessing people’s attitudes towards algorithmic and human-based decision-making, prior research has often had people make head-to-head comparisons of these two methods [5, 6, 18]. Therefore, we developed two questions to assess workers’ perceived fairness about their current assignment process (relative to the alternative assignment process; see Table 1.1).

First, we asked workers whether they thought it would be fairer to assign pick lists using the alternative process than using their current process. Specifically, workers in the algorithm group were asked, “Do you think it would be fairer if pick lists were assigned by a human distributor?” Workers in the human group were asked, “Do you think it would be fairer if pick lists were assigned by an algorithm?” Workers in both groups responded using a
Table 1.1: Measures of Fairness Perceptions

<table>
<thead>
<tr>
<th>Question number</th>
<th>Group</th>
<th>Question wording</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Algorithm</td>
<td>Do you think it would be fairer if pick lists were assigned by a human distributor?</td>
</tr>
<tr>
<td></td>
<td>Human</td>
<td>Do you think it would be fairer if pick lists were assigned by an algorithm?</td>
</tr>
<tr>
<td>2</td>
<td>Algorithm</td>
<td>Which assignment process do you think would be more appropriate if you were paid by item instead of by time?</td>
</tr>
<tr>
<td></td>
<td>Human</td>
<td>Which assignment process do you think would be more appropriate if you were paid by item instead of by time?</td>
</tr>
</tbody>
</table>

Note: The English translation does not match the Chinese version of our survey word by word, but it captures the meaning of our survey questions and scale response anchors well after considering the context.

five-point Likert scale from 1 (“Definitely would”) to 5 (“Definitely would not”). In both groups, choosing a higher value (relative to a lower value) indicates that the worker viewed their current assignment process more favorably and less strongly believed the alternative assignment process would be fairer.

Second, we asked workers, “Which assignment process do you think would be more appropriate if you were paid by item instead of by time?” (with the five-point scale ranging from 1 = “Definitely algorithmic assignment” to 5 = “Definitely human-based assignment”). We framed the question this way because people are generally sensitive to fairness in task assignment when receiving performance-based incentives [47]. Thus, we expected workers to report what they deemed as a fairer assignment process when they were asked to pick their preferred assignment process under a piece-rate pay scheme. For workers in both groups, choosing a higher number in response to our second question indicates that the worker viewed human-based assignment more favorably. Since we wanted to compare between groups how fair workers believed their current assignment process to be, we reverse coded the responses of workers in the algorithm group so that a higher value instead would indicate that the worker viewed the algorithmic assignment process—their current assignment process—as fairer. Reverse coding scale items is a common practice in psychology and other fields that
use survey responses (e.g., [48, 49]). Specifically, we used six to subtract the original answer of each worker in the algorithm group. For example, if a worker in the algorithm group gave an answer of one, the worker's reverse-coded answer would be five. For workers in the human group, we made no adjustment to their original answers. In the end, for workers in both groups, a higher (vs. lower) value indicates that the worker more strongly viewed their current assignment process as fairer than the alternative process.

Workers’ responses to the aforementioned two questions (after we reverse coded the second one) are significantly and positively correlated ($r = 0.31; p = 0.001$). For each worker each day, we averaged her responses to these two questions to measure the extent to which she perceived her current assignment process as fairer than the alternative process (Perceived Fairness). In Appendix A.4, we show that our results are largely robust to separately using each fairness question. To facilitate the interpretation of how fairness perceptions affect productivity, we constructed Standardized Perceived Fairness, which equaled Perceived Fairness divided by its standard deviation in the whole sample. Moving forward, we report results using this standardized measure.

To evaluate the convenience of their assignment process, we asked workers, “How convenient do you feel it was to receive your pick lists today?” Workers responded using a five-point Likert scale (from 1 = “Very convenient” to 5 = “Very inconvenient”). We reverse coded their answers such that a higher value indicates greater convenience. We collected this measure to confirm that it did not seem easier to receive pick lists in one group than in the other.

To evaluate workers’ emotional sensitivity to receiving difficult tasks, we asked workers how often they would feel upset if they received pick lists that were difficult to handle. Workers responded using a five-point Likert scale (from 1 = “Always” to 5 = “Never”). We reverse coded their answers to this question such that a higher value indicates that the worker was
more sensitive to task difficulty. We used this variable for an analysis of heterogeneous treatment effect.

Finally, we asked workers for their gender (female or male), education (middle school or under, high school, or college or above), residence (rural or urban), and age. Since two workers did not report residence (both of whom only worked one day during our first experiment), when we add demographic controls to regressions, two observations are dropped from regressions predicting perceived fairness and 71 observations are dropped from regressions predicting picking efficiency.

1.4.3 Randomization Check

To confirm that our randomization process was successful, we compare workers’ demographics and the number of days they came to work in the warehouse between the algorithm and human groups. As shown in Panel A of Table 1.2, the proportion of females, education levels, the proportion of workers born in urban areas, age, and the number of work days during our experiment do not significantly differ between two groups. The Kolmogorov–Smirnov test further shows that the distributions of age and work days (the two continuous demographics variables) are comparable between the two groups of workers. These findings suggest that we have a comparable sample of workers between groups and thus our randomization process was successful.

In addition, workers’ survey responses confirm that they found it similarly convenient to receive pick lists in the algorithm and human groups (Panel A in Table 1.2). Moreover, as mentioned earlier, an important feature of our experiment is that pick lists were distributed to workers in two groups using the same underlying process. Indeed, key pick list characteristics—pick list size and the number of stocking positions—are quite similar between groups (Panel
Table 1.2: Randomization Check

<table>
<thead>
<tr>
<th></th>
<th>Human-based assignment</th>
<th>Algorithmic assignment</th>
<th>p-value of</th>
<th>p-value of</th>
<th>p-value of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>t-test</td>
<td>prop-test</td>
<td>ks-test</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
<td>(5)</td>
</tr>
</tbody>
</table>

### Panel A: Worker characteristics and perceived convenience

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.40</td>
<td>0.44</td>
<td>–</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>(0.50)</td>
<td>(0.51)</td>
<td>(0.51)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>1.52</td>
<td>1.60</td>
<td>0.69</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(0.65)</td>
<td>(0.76)</td>
<td>(0.76)</td>
<td>(0.76)</td>
</tr>
<tr>
<td>Residence</td>
<td>0.25</td>
<td>0.13</td>
<td>–</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>(0.44)</td>
<td>(0.34)</td>
<td>(0.34)</td>
<td>(0.34)</td>
</tr>
<tr>
<td>Age</td>
<td>29.36</td>
<td>24.88</td>
<td>0.08</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(9.17)</td>
<td>(8.35)</td>
<td>(8.35)</td>
<td>(8.35)</td>
</tr>
<tr>
<td>Number of work days</td>
<td>2.40</td>
<td>1.96</td>
<td>0.41</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(2.00)</td>
<td>(1.37)</td>
<td>(1.37)</td>
<td>(1.37)</td>
</tr>
<tr>
<td>Process convenience</td>
<td>3.72</td>
<td>4.08</td>
<td>0.15</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(0.98)</td>
<td>(0.76)</td>
<td>(0.76)</td>
<td>(0.76)</td>
</tr>
<tr>
<td>Observations</td>
<td>25(24 for residence)</td>
<td>25(24 for residence)</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

### Panel B: Pick list characteristics

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pick list size</td>
<td>20.09</td>
<td>21.04</td>
<td>0.12</td>
<td>–</td>
</tr>
<tr>
<td>Number of stocking positions</td>
<td>7.10</td>
<td>7.34</td>
<td>0.25</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>(6.41)</td>
<td>(7.30)</td>
<td>(7.30)</td>
<td>(7.30)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.474</td>
<td>2.012</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Note: The categorical variables in the table are defined as follows: gender = 0-male, 1-female; education = 1-middle school or under, 2-high school, 3-college or above; residence = 0-rural, 1-urban. Process convenience equals the average of a worker’s responses across days if the worker showed up in our experiment for more than one day. Standard deviations are reported in the parentheses. “prop-test” refers to the two-sample proportion test, and “ks-test” refers to the Kolmogorov–Smirnov test. In addition to the tests reported in the table, we also predict pick list characteristics as a function of each worker’s assignment group, following the ordinary least squares regression specification (2) described later, which further confirms that pick list characteristics do not significantly differ between conditions (p-values ≥ 0.37).

B of Table 1.2), confirming that the two groups of workers received pick lists of the same nature.
1.5 Main Results from Our Main Field Experiment

1.5.1 The Effect of Algorithmic Assignment on Perceived Fairness

We first test whether assigning pick lists via an algorithm boosts workers’ perceived fairness about their task assignment process, relative to assigning pick lists via a human (Hypothesis 1). To test this hypothesis, we apply the following regression specification to worker-day level observations, with each observation representing worker \( i \) on day \( t \):

\[
\text{Standardized perceived fairness}_{it} = \eta_0 + \eta_1 \text{Algorithm}_i + \eta_2 X_i + \lambda_t + \epsilon_{it}, \tag{1.1}
\]

where \( \text{Standardized perceived fairness}_{it} \) refers to worker \( i \)’s standardized perceived fairness on day \( t \), \( \text{Algorithm}_i \) is a binary variable equaling one if worker \( i \) was in the algorithm group and zero if worker \( i \) was in the human group, and \( X_i \) is the vector of demographics controls including worker \( i \)’s gender, education, residence, and age. \( \lambda_t \) captures day fixed effects. We cluster standard errors at the worker level (our results are robust to clustering standard errors at the day level). We analyze fairness at the worker-day level because this is our most granular level of observation for capturing fairness, given that each worker provided their fairness perceptions once each work day.

We report results from specification (1.1) and its variants (with or without controls) in Table 1.3. In Column 1 (without control variables), a positive and significant coefficient on the indicator \( \text{Algorithm} \) \( (p < 0.0001) \) indicates that receiving pick lists from an algorithm significantly increases workers’ perceived fairness about their assignment process, compared to receiving pick lists from a human distributor. Specifically, algorithmic assignment (relative to human-based assignment) increases perceived fairness by 0.94 standard deviations. This
Table 1.3: The Effects of Algorithmic (vs. Human-based) Assignment on Perceived Fairness and Productivity

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Standardized perceived fairness</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Algorithm</td>
<td>0.94**** (0.20)</td>
<td>0.96**** (0.20)</td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Hour fixed effects</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Pick list controls</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>108</td>
<td>108</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency in the human group was 3.92.

effect is robust when we control for day fixed effects (0.96 standard deviations, p < 0.0001; Column 2) as well as when we control for both day fixed effects and worker demographics (1.02 standard deviations, p < 0.0001; Column 3). Overall, these results support Hypothesis 1 that assigning pick lists by an algorithm (vs. a human) boosts workers’ perceived fairness about their pick list assignment process.

We suspect that the positive effect of algorithmic assignment on fairness perceptions occurs because in our labor-intensive working environment where tasks are easier to be quantified, picking workers hold a strong equality motive for task assignments. To test this intuition, we distributed a survey to workers involved in our second field experiment (from December 27, 2019 to January 5, 2020) when they started their shift (see Appendix A.2). We asked workers whether they believed it is more important to ensure equality in task assignments or to customize task assignments based on workers’ personal characteristics. Workers responded to this question using a five-point Likert scale from 1 (“Definitely prefer equality”) to 5 (“Definitely prefer consideration of personal factors”). Workers’ average response was 2.49 (95% confidence interval [2.28,2.69]), which is significantly lower than 3, the mid-point of the scale (p < 0.0001). This suggests that workers in our field setting on average consider it more important to ensure equality than to take into account everyone’s personal characteristics in task assignment.
To further understand why workers perceive algorithmic assignment fairer than human-based assignment when they care strongly about equality, we conducted structured interviews with 13 workers after both of our field experiments ended. When asked whether a pick list assignment process run by a human distributor would be fair or unfair, more than half of workers (n = 7) indicated that a human-based assignment process might cause unfair outcomes. These workers mostly justified their judgment by mentioning that they believed human distributors are subject to personal biases. In addition, when asked whether they thought the assignment process would be more or less fair if they could receive pick lists by scanning a bar code (as opposed to from a human distributor), most workers (n = 10) believed that the process run by a machine would be fairer; and most of these workers (n = 8) explained that they believed an algorithmic assignment process does not fall prey to human distributors’ personal preferences, would be able to deliver equal treatments across workers, and would not selectively favor or disadvantage certain workers. We present details about our interviews in Appendix A.5.

1.5.2 The Effect of Algorithmic Assignment on Productivity

We next test whether assigning pick lists via an algorithm (vs. a human) enhances workers’ productivity (Hypothesis 2). To test this hypothesis, we apply the following specification to pick list observations:

$$Picking\ efficiency_{ikt} = \delta_0 + \delta_1 Algorithm_i + \delta_2 X_{ikt} + \lambda_t + \epsilon_{ikt},$$

where $Picking\ efficiency_{ikt}$ refers to the quantity of items worker $i$ picked per minute for pick list $k$ at time $t$, $Algorithm_i$ is defined the same as in specification (1.1), and $X_{ikt}$ is the vector of demographics controls (gender, education, residence, and age) and pick list controls (pick list size and the number of stocking positions). In addition to day fixed effects, $\lambda_t$ also
includes hour fixed effects since pick list characteristics often change across hours within a
day. We cluster standard error at the worker-hour level (our results are robust to clustering
standard errors at the day-hour level). We analyze productivity at the pick list level because
this is our most granular level of observation for capturing picking efficiency.

As shown in Columns 4-6 in Table 1.3, the coefficient on the indicator \textit{Algorithm} is positive and
statistically significant (all p-values ≤ 0.008) with or without controls, which means that the
algorithmic assignment treatment significantly improves workers’ productivity. Specifically,
without control variables (Column 4), we estimate that assigning pick lists via an algorithm
increases worker productivity by 0.70 items per minute, or 17.86% relative to the average
picking efficiency of 3.92 in the human-based assignment group. When we add controls
for time, worker demographics, and pick list characteristics, the effect remains statistically
significant though decreases slightly in magnitude (17.35% in Column 5 and 15.56% in Column
6).

1.5.3 The Effect of Perceived Fairness on Productivity

Next, we estimate how workers’ perceived fairness about their work assignment process affects
their productivity. To causally estimate this effect, we take the instrumental variable (IV)
approach and use the following specifications to explain our IV estimation:

\[
Picking\ efficiency_{ikt} = \alpha_0 + \alpha_1 Standardized\ perceived\ fairness_{ikt} + \alpha_2 X_{ikt} + \lambda_t + \epsilon_{ikt}\quad (1.3)
\]

and

\[
Standardized\ perceived\ fairness_{ikt} = \beta_0 + \beta_1 Algorithm_i + \beta_2 X_{ikt} + \lambda_t + \epsilon_{ikt}.
\quad (1.4)
\]
Directly using specification (1.3) to estimate the effect of fairness perceptions on productivity does not yield a causal estimate because of the omitted variable bias. Unobserved variables, such as worker ability, can be correlated with both how fair workers believe they are treated and their productivity. Therefore, we use the random assignment of workers to the algorithm group as an IV for their fairness perceptions. The two-stage least squares estimate is given in specifications (1.3) and (1.4), and standard errors are clustered at the worker-hour level (our results are robust to clustering standard errors at the day-hour level). Though workers reported perceived fairness once each work day (which is why specification (1.1) has the notation \( \text{Standardized perceived fairness}_{it} \)), here we use \( \text{Standardized perceived fairness}_{ikt} \) as the notation to indicate the level of observation (i.e., pick list level) used in the two-stage least squares estimation.

To validate our IV estimation, we first check the relevance assumption: the IV Algorithm\( _i \) should be correlated with the independent variable \( \text{Standardized perceived fairness}_{ikt} \). As shown earlier in Table 1.3, the algorithmic (vs. human-based) assignment process significantly affects workers’ perceived fairness at worker-day level under specification (1.1). We confirm that this effect is statistically significant at pick list level under specification (1.4) used in our IV estimation (all p-values < 0.0001 with or without control variables). Also, our IV passes the weak instrument test \( (F = 1477.71) \).

We next check the exclusion restriction assumption, which requires that the IV Algorithm\( _i \) be independent of \( \epsilon_{ikt} \) in specification (1.3). That is, assigning pick lists by an algorithm (vs. a human) should only affect productivity by altering the workers’ fairness perceptions and should not be correlated with other factors that influence productivity. We think this assumption is satisfied for two reasons. First, since we randomly assigned workers to receive pick lists from either an algorithm or a human distributor, Algorithm\( _i \) by design should not
be correlated with variables whose value was determined before the experiment (e.g., worker characteristics), which we verify in Section 1.4.3.

Second, while it is impossible to statistically prove, we carefully designed our experiment to ensure that our experimental manipulation was unlikely to affect productivity via other mechanisms than fairness perceptions. During our structured interviews, we asked workers, “what factors usually influence your motivation and productivity?” The most frequently mentioned factors, brought up by 7 out of 13 workers, involve pick list characteristics including the number of items they have to collect and how many stocking positions they have to get products from. As explained in Section 1.4.1 and confirmed in Table 1.2, we ensured that human-based assignment and algorithmic assignment essentially used the same underlying rule. Another factor, which was brought up by 2 workers, is the convenience of obtaining pick lists. As explained in Section 1.4.1 and confirmed in Table 1.2, we made it similarly convenient to obtain pick lists between the algorithm and human groups. We also asked workers in the interviews, “besides pick list characteristics and the assignment process, what other factors may influence your productivity?” Workers brought up special circumstances (whether certain products are out of stocks, whether picking carts are temporarily unavailable), physical work environment (warehouse temperature, weather), and their physical well-being. All these factors should be comparable between two groups of workers since they worked in the same environment and were randomly assigned to the algorithm or human group. Furthermore, as discussed in Section 1.4.1, operational transparency is unlikely to be an alternative mechanism since workers in both groups were likely to have uncertainty about how pick lists were assigned.

Table 1.4 shows the average treatment effect of perceived fairness on productivity using IV estimation. We consistently find that workers’ perceived fairness has a positive effect on productivity regardless of whether we include control variables (all p-values $\leq 0.009$
Table 1.4: IV-Estimated Effect of Perceived Fairness on Productivity

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Standardized perceived fairness</td>
<td>0.71***</td>
</tr>
<tr>
<td>(0.27)</td>
<td>(0.23)</td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>No</td>
</tr>
<tr>
<td>Hour fixed effects</td>
<td>No</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>No</td>
</tr>
<tr>
<td>Pick list controls</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>4,486</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency across algorithm and human groups was 4.24.

in Columns 1-3). Specifically, as perceived fairness increases by one standard deviation, worker productivity is estimated to significantly increase by 0.55-0.71 items per minute, or 12.97%-16.98% relative to the average pick efficiency of 4.24 across both algorithm and human groups.

1.6 Additional Results about Our Main Field Experiment

1.6.1 Persistence of the Treatment Effects of Algorithmic Assignment

In this section, we compare the effects of algorithmic (vs. human-based) assignment between the first day when a worker was involved in the experiment (hereafter, “the first experiment day”) and later days during the experiment (hereafter, “subsequent experiment days”). This allows us to test whether our findings are primarily driven by the first experiment day when workers were new to the experiment and had little experience with either the algorithmic pick list assignment process or the revised human assignment process.

We first analyze all workers in our main field experiment, and split the sample based on whether an observation was associated with a worker’s first experiment day. As shown in
Table 1.5: Effects of Algorithmic (vs. Human-based) Assignment Broken Down by First Experiment Day versus Subsequent Experiment Days

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Standardized perceived fairness</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsample:</td>
<td>First experiment day</td>
<td>Subsequent experiment days</td>
</tr>
<tr>
<td>Algorithm</td>
<td>1.52**** (0.35)</td>
<td>0.67*** (0.23)</td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hour fixed effects</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Pick list controls</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>48</td>
<td>58</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency in the human group was 4.01 for workers on first experiment day and 3.87 for workers on later experiment days.

Table 1.5, the effects of algorithmic (vs. human-based) assignment on perceived fairness and productivity are positive and significant both on the first experiment day and subsequent experiment days (all p-values ≤ 0.032). This indicates that the effect of algorithmic assignment is not limited to the first day when workers might find algorithmic assignment novel and instead persists on later days after workers have gained more experience with it.

As robustness checks, we perform the same set of analyses on two additional samples. First, we focus on a filtered sample that includes only workers who participated in the experiment for more than one day, so we ensure that observations about the first experiment day came from the same set of workers as observations about subsequent experiment days. Second, we create a combined sample of workers who participated in either the first or the second field experiment for more than one day. For both samples, we consistently find that algorithmic assignment has significantly positive effects on fairness perceptions and productivity for subsequent experiment days.

### 1.6.2 Checking Interference Between Workers

Following [44], we use a statistical test to check whether the behavior of a particular worker depends only on her assignment process, not on the assignment process of others working...
around her. This is an ex post method to detect interference between units (where each unit represents a worker in our context) in a randomized experiment. In our setting, interference between workers could occur if (1) workers in the human group viewed their assignment process as less fair and became less motivated (relative to workers in the algorithm group) because they learned that workers in the other group scanned a bar code to get their pick lists; or (2) if workers in the algorithm group perceived their assignment process fairer and became more motivated (relative to workers in the human group) because they learned that workers in the other group got their pick lists from a human distributor.

The idea of this test is to randomly draw simulations to rearrange workers into either the algorithm group or the human group, recalculate the treatment rate each day (which refers to the proportion of workers in the algorithm group that day in a simulation), and estimate the relationship between the daily treatment rate and each worker’s focal outcome variables of interest (either productivity or perceived fairness). Specifically, we first randomly select 12 workers in the human group as a fixed subset and randomly re-assign the remaining 38 workers (the variant subset) in our first field experiment to be in either the human group or the algorithm group each day. For each simulation (i.e., each time we re-assign the 38 workers), we compute the Spearman’s rank correlation coefficient $\rho$ between the simulated daily treatment rate and workers’ productivity (or perceived fairness) across workers in the fixed subset across days they came to work. Across 1,000 simulations, we obtain 1,000 values of $\rho$. The distribution of the 1,000 $\rho$s represents the approximate distribution of $\rho$ associated with the null hypothesis that interference on productivity between workers did not occur for workers in the human group, since the 38 workers in the variant subset were purely randomly assigned to the algorithm vs. human condition in each simulation and 1,000 simulations were independent. If the productivity and perceived fairness of workers in the human group were actually affected by those in the algorithm group as a result of interference between groups,
these outcome variables should be strongly correlated with the proportion of workers in the algorithm group on a day in our actual data. However, the observed correlation coefficient $\rho$ in our first field experiment does not significantly deviate from the center of null distribution. Therefore, we cannot reject the null hypothesis that there is no interference on productivity for workers in the human group.

To confirm the robustness of our test (and ensure that the null effect is not unique to the specific fixed subset we have drawn), we randomly re-draw 12 out of 25 workers in the human group as the fixed subset for 1,000 times, and each time a fixed subset is selected, we repeat the process described above involving 1,000 simulations. This additional step further suggests that the perceived fairness and productivity of workers in the human group are unlikely to have been affected by the interference between the algorithm and human groups. We also go through the same simulation process by treating workers in the algorithm group as the fixed subset. Similarly, we show that workers in the algorithm group are unlikely to have been affected by the interference, either. See details about our test in Appendix A.3.

1.6.3 Heterogeneous Treatment Effects Based on Task Difficulty and Sensitivity to Difficult Tasks

We have also explored how the effects vary across workers and tasks. Understanding for whom and for what type of task algorithmic assignment yields a greater impact may not only shed light on why algorithmic assignment boosts fairness perceptions and productivity in our setting but also suggest to managers who will benefit the most from algorithmic assignment processes. For example, we find that algorithmic assignment (vs. human assignment) improves productivity to a larger extent among workers with at least a high school degree than workers with a lower level of education—a finding we report in detail in Appendix A.6 in the interest
of space. In this section, we explore whether the effects of algorithmic assignment change with task difficulty and workers' sensitivity to task difficulty.

**Heterogeneous Treatment Effects Based on Task Difficulty**

The number of stocking positions is a key characteristic that reflects the difficulty of a pick list. A pick list with more stocking positions usually requires workers to walk more. Besides, the number of stocking positions was mentioned most frequently by workers in our interviews as a factor that could affect the difficulty of a pick list. Therefore, we use the number of stocking positions in a pick list as a measure of task difficulty (see Appendix A.6 for more details about this variable).

As mentioned in Section 1.5.1, workers in our setting on average believe that it is more important for a pick list assignment process to achieve equality than to consider individuals' characteristics. This emphasis on the equality motive is in line with prior research suggesting that people exhibit aversion to both disadvantageous inequity (when they are worse off than others) and advantageous inequity (when they are better off than others) [20, 21, 22]. Under the equality motive, receiving particularly difficult tasks from a human distributor may be perceived by workers as reflecting the distributor's bias against them, but receiving particularly easy tasks may also be attributed by workers to the distributor's intentional decisions and be viewed as reflecting the distributor’s preference in favor of them. In other words, as long as pick lists assigned by a human distributor obviously deviate from the middle range of task difficulty, workers may attribute the deviations to the human distributor’s personal biases and cast doubt on the fairness of human-based assignment process. Thus, workers may tend to view human-based assignment as less fair than algorithmic assignment when they receive either particularly difficult tasks or particularly easy tasks.
Table 1.6: Effects of Algorithmic Assignment Broken Down by Task Difficulty

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Standardized perceived fairness</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workload characteristics:</td>
<td>Low task difficulty</td>
<td>Medium task difficulty</td>
</tr>
<tr>
<td>Algorithm</td>
<td>1.57****</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(1.06)</td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hour fixed effects</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Pick list controls</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>52</td>
<td>29</td>
</tr>
</tbody>
</table>

Note: *p < 0.1; **p < 0.05; ***p < 0.01; ****p < 0.001. Average picking efficiency in the human group was 3.95 for tasks with low difficulty, 3.64 for tasks with medium difficulty, and 3.16 for tasks with high difficulty.

To test this possibility, we calculate the average stocking positions across all pick lists assigned to a given worker on a given day, and we then categorize the worker-day level observations into three subsamples by splitting the range between the minimum (2.41) and maximum (15.17) of average stocking positions into three equal intervals. Specifically, if a worker’s average stocking positions on a day were in the interval of [2.41, 6.66], this worker on average faced low task difficulty that day; the interval of (6.66, 10.92] represents medium task difficulty; and the interval of (10.92, 15.17] represents high task difficulty. As shown in Table 1.6, when task difficulty is either lower or higher than normal, algorithmic (vs. human-based) assignment (marginally) significantly increases fairness perceptions by 1.57 or 1.09 standard deviations (p < 0.0001 in Column 1 and p = 0.078 in Column 3) respectively. Under medium task difficulty, algorithmic assignment does not significantly increase fairness perceptions (p = 0.51 in Column 2), and the estimated (insignificant) treatment effect is directionally smaller than the estimated effect under low and high task difficulty. These results provide suggestive evidence for the speculation that algorithmic assignment boosts fairness perceptions (relative to human-based assignment) both when people receive particularly easy or particularly hard tasks.
To explore the further implications for productivity, we similarly categorize pick lists into three subsamples by splitting the range between the minimum (1.00) and maximum (49.00) of the number of stocking positions into three equal intervals. Specifically, if the number of stocking positions on a pick list was in the interval of $[1.00,17.00]$, $(17.00,33.00]$, $(33.00,49.00]$, we deem this pick list as having a low, medium, or high task difficulty, respectively. As shown in Table 1.6, when a pick list is associated with low task difficulty, algorithmic assignment significantly boosts picking efficiency by 0.64 items per minute (or 16.20% relative to the average efficiency in the human group among low difficulty pick lists; $p = 0.001$ in Column 4); and when a pick list is associated with high task difficulty, algorithmic assignment significantly boosts picking efficiency by 0.81 items per minute (or 25.63% relative to the average in the human group among high difficulty pick lists; $p = 0.022$ in Column 6). There is not a statistically significant effect of algorithmic assignment on picking efficiency when workers handle pick lists with medium difficulty ($p = 0.66$ in Column 5), and the estimated (insignificant) treatment effect is directionally smaller than the estimated effect under low and high task difficulty.

These patterns are consistent with our speculation that since workers in our setting on average hold the equality motive, they view substantial deviation from the medium range of task difficulty as reflecting a human distributor’s intentionality and perceive the human-based assignment process as less fair than algorithmic assignment. We acknowledge that the number of observations in each subsample is small, especially when we analyze productivity in the medium and high task difficulty subsamples. Thus, we present the results as suggestive evidence. We have also tried splitting both worker-day and pick list level observations into two subsamples based on the corresponding median value in the full sample and reported the results in Appendix A.6 for full transparency. We hope that reporting the suggestive evidence can encourage future research to more systematically integrate inequality aversion with workers’ attribution of assignment outcomes.
Heterogeneous Treatment Effects Based on Worker Sensitivity to Task Difficulty

We next explore whether the effects of algorithmic assignment change with workers’ sensitivity to task difficulty. In the field experiment, we asked workers how often they felt upset when they received difficult tasks. We use responses to this survey question to assess workers’ sensitivity to task difficulty. For workers who worked for more than one day during our experiment, we take the average of their responses across days. The median of this measure was 2.00 across workers. We treat workers whose average response was higher than 2.00 as “high sensitivity” workers ($n = 21$) and workers whose average response was equal to or lower than 2.00 as “low sensitivity” workers ($n = 28$). For these two types of workers, we first separately estimate the effect of algorithmic (vs. human-based) assignment on perceived fairness using specification (1) and on productivity using specification (2); then we run an interaction model whereby we predict fairness perceptions and productivity as a function of the algorithmic treatment indicator, a binary variable indicating whether a worker is in the “high sensitivity” category, and the interaction of these two indicators.

As shown in Table 1.7, among high-sensitivity workers, algorithmic assignment is viewed as significantly fairer than human-based assignment by 1.59 standard deviations ($p < 0.0001$ in Column 1). The effect holds among low-sensitivity workers though with a directionally smaller size: among this subsample, algorithmic assignment significantly increases perceived fairness by 1.15 standard deviations, relative to human-based assignment ($p = 0.014$ in Column 2). The treatment effect of algorithmic assignment on fairness perception is directionally but not significantly amplified among high-sensitivity workers relative to low-sensitivity workers ($p = 0.36$ in Column 3).
Table 1.7: Heterogeneous Treatment Effect Based on Sensitivity to Task Difficulty

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standardized perceived fairness</td>
<td>1.59***</td>
<td>1.15**</td>
<td>0.81**</td>
<td>1.34***</td>
<td>-0.33</td>
<td>0.15</td>
</tr>
<tr>
<td>Picking efficiency</td>
<td>(0.32)</td>
<td>(0.44)</td>
<td>(0.39)</td>
<td>(0.26)</td>
<td>(0.24)</td>
<td>(0.24)</td>
</tr>
<tr>
<td>High sensitivity</td>
<td>-0.64</td>
<td>0.49</td>
<td>(0.41)</td>
<td>(0.22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low sensitivity</td>
<td>-0.11</td>
<td>0.84***</td>
<td>(0.54)</td>
<td>(0.29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All sample</td>
<td>0.33 0.15</td>
<td>0.15</td>
<td>0.24</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Day fixed effects | Yes | Yes | Yes | Yes | Yes |
Hour fixed effects | No | No | No | Yes | Yes |
Demographics controls | Yes | Yes | Yes | Yes | Yes |
Pick list controls | No | No | No | Yes | Yes |
Observations | 53 | 53 | 106 | 2,311 | 2,104 | 4,415 |

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency in the human group was 3.90 among high-sensitivity workers and 3.95 among low-sensitivity workers.

Further, as shown in Table 1.7, algorithmic assignment boosts the productivity of high-sensitivity workers by 1.34 items per minute (or 34.36% relative to the average picking efficiency of high-sensitivity workers in the human group; p < 0.0001 in Column 4), but does not significantly impact the productivity of low-sensitivity workers (p = 0.16 in Column 5). The treatment effect of algorithmic assignment on productivity is significantly amplified among high-sensitivity workers relative to low-sensitivity workers (p = 0.003 in Column 6).

Altogether, using all observations in the field experiment, we present suggestive evidence that the assignment process (algorithmic vs. human-based) affects high-sensitivity workers more than low-sensitivity workers. Interestingly, we also replicate this pattern when we examine only the subset of observations whose task difficulty is above the median (see Appendix A.6).
1.7 Online Experiments Assessing the Impact of Algorithmic Assignment on Fairness Perceptions

Following our field experiments, we conducted two additional online scenario-based experiments with survey respondents in the United States to replicate the effect of algorithmic (vs. human-based) assignment on perceived fairness. Online experiments have often been used to complement field studies [42, 50]. In their recent book chapter about field experiments, [51] highlighted that “lab and field should be seen as complements rather than substitutes; in particular...researchers can go back to the lab after field experiments” (p. 125).

We designed online experiments to complement our field experiments in a few ways. First, we intended to demonstrate the generalizability of our findings about fairness perceptions and the preference for equality in the warehouse context. By using a larger sample of participants under a different culture than the population in our field experiments, the online experiments help us address external validity concerns about the field results being specific to the Alibaba warehouse workforce. Second, both of our field experiments measured workers’ fairness perceptions about their current assignment process by asking them to compare the algorithmic assignment process with the human-based assignment process. In our online experiments, we measured people’s perceptions about their current assignment process without drawing any comparison with alternative assignment processes. Third, although we adopted the best design possible in our field experiments, workers could communicate with each other across groups. In addition to leveraging the ex post method discussed in Section 1.6.2 to detect interference between experimental groups, we seek to rule out the influence of interference in our online experiments. Since in the online experiments, participants did not know about alternative assignment processes, the contamination effect could not have played a role in the online setting. Our two online experiments followed the same design with one
exception and yielded consistent results. We report one of the experiments below and detail the other experiment in Appendix A.7.

1.7.1 Experimental Design and Analysis

We recruited study participants from an online labor marketplace, Amazon’s Mechanical Turk, to complete a 4-minute study in exchange for $0.60. Only people who accessed our study on a non-mobile device, successfully completed a CAPTCHA, and passed an attention check were allowed to start our study. People who satisfied these criteria were asked to imagine themselves as a warehouse picking worker and read about descriptions of picking tasks. To ensure that participants understood this work setting and could immerse themselves into the scenario, we required that participants had to correctly answer three questions about the scenario in order to continue with the study. Those who passed our comprehension check questions and completed our study (N = 201; 41.29% female, $M_{age} = 39.47$) comprised our final sample.

Upon passing our comprehension check questions, participants were randomly assigned to either the algorithm condition (n = 100) or the human condition (n = 101). The descriptions of the two conditions mimicked the set-up in our field experiments. In the algorithm condition, participants were told that their pick list assignment process was run by a machine and that they received pick lists by scanning a bar code marked at the distribution station. In the human condition, participants were told that their pick list assignment process was run by a human and that they received hard-copy pick lists from a manager at the distribution station. Then participants in both conditions were told that the average pick list size (or the average number of items in a pick list) in the warehouse was 21 (based on the actual average pick list size in our main field experiment). Participants were also presented with their average pick list size on each of the past 10 workdays, and this information was the same between the
algorithm and human conditions. We presented this information about pick list size and kept it the same between conditions so as to control for pick list assignment outcomes and cleanly investigate people’s perceptions of a given assignment process, as we did in the field. In our other online experiment, we did not provide information about pick list size and obtained similar results (see Appendix A.7).

One assumption underlying our Hypothesis 1 is that people believe humans are subject to personal biases and algorithmic assignment processes are more capable of delivering equal treatments across workers. In our field setting, most workers in our interviews did express such beliefs (as we discussed in Section 1.5.1). To test this assumption in our online experiment, we asked participants to indicate their agreement with the following statement about the assignment process they imagined getting pick lists from (either algorithmic or human-based): “I think this assignment process would treat every worker perfectly equally” (from 1 = “Strongly disagree” to 7 = “Strongly agree”). Choosing a higher (vs. lower) value indicates that the participant viewed their assignment process as more capable of preserving equality.

Then we assessed fairness perceptions about an assignment process by asking participants to indicate their agreement with four statements adapted from [52] and [10]: (1) “the way this warehouse assigns pick lists seems fair,” (2) “the warehouse’s process for distributing pick lists is fair,” (3) “the decision regarding whether I get more difficult pick lists is fair,” and (4) “the outcome of the pick list distribution is fair.” The anchors on the scale ranged from 1 (“Strongly disagree”) to 7 (“Strongly agree”). Choosing a higher (vs. lower) value indicates that the participant viewed their assignment process as fairer. Participants’ ratings of these four statements reached a high inter-item reliability (Cronbach’s alpha = 0.96) and were thus averaged to form a composite score of Perceived Fairness. Following the analysis in our
field experiment, we constructed Standardized Perceived Fairness, which equaled Perceived Fairness divided by its standard deviation in the whole sample.

Next, to check whether people in our online experiment held a strong equality motive for the assignment of picking tasks, we measured the perceived importance of equality and uniqueness. Specifically, we asked participants to separately rate how important they thought it was for a pick list assignment process to treat all workers equally and how important it was for a pick list assignment process to take into account individual workers’ characteristics. The anchors on both scales ranged from 1 (“Not important at all”) to 7 (“Very important”). Choosing a higher value indicates a higher perceived importance. In addition, we also used a single item as in our field setting and asked participants which of the two objectives they thought the warehouse should prioritize when it comes to assign picking tasks: treating all workers equality or taking into consideration personal characteristics. We obtained consistent results using these two methods to examine the relative importance of the equality versus uniqueness motive (see Appendix A.7), and focus on the former in the chapter. Finally, participants reported their gender, age, and education.

1.7.2 Results

By comparing participants’ importance ratings for equality versus uniqueness, we first confirm that people on average prioritize equality over uniqueness in the warehouse task assignment setting ($M_{equality} = 5.88$, $SD = 1.27$ vs. $M_{uniqueness} = 4.53$, $SD = 1.71$; $t(200.00) = 8.84$, $p < 0.0001$ for a paired t test, Cohen’s $d = 0.90$). Second, supporting the assumption underlying our Hypothesis 1, people view the assignment process run by a machine as more capable of preserving equality than the assignment process run by a human ($M_{algorithm} = 4.95$, $SD = 1.12$ vs. $M_{human} = 4.36$, $SD = 1.13$; $t(198.61) = 2.74$, $p < 0.001$, Cohen’s $d = 0.73$). Further, in support of Hypothesis 1, participants in the algorithm condition perceived their
assignment process fairer than those in the human condition ($M_{algorithm} = 4.23, SD = 0.99$ vs. $M_{human} = 3.79, SD = 0.96$; $t(198.70) = 3.20, p < 0.005$, Cohen’s $d = 0.45$). Note that since the variances are unequal between groups, we report degrees of freedom that have been adjusted for variance.
Chapter 2

The Value of Logistic Flexibility in E-commerce

2.1 Introduction

E-commerce has been expanding aggressively and taking over the retail world in the last several years. In the United States, the proportion of e-commerce sales in total retail sales was 13.2% in 2021. From 2017 to 2021, the total e-commerce revenue in the United States has nearly doubled from 443.2 billion dollars to 870.8 billion dollars (US Census Bureau Annual Retail Trade Survey Quarterly E-Commerce Report released in February 2022\textsuperscript{1}). Meanwhile, we have observed the world’s fastest e-commerce growth in some Southeast Asia countries. This number has even grown ten times from 9.0 billion dollars to 90.2 billion dollars during the same period in Indonesia (Statista Global Consumer Survey 2021\textsuperscript{2}).

\textsuperscript{1}See https://www.census.gov/retail/index.html\#arts.
\textsuperscript{2}See https://www.statista.com/outlook/dmo/ecommerce/indonesia.
This transition from offline to online retail is partially driven by the reduction of shipping time. Therefore, improving delivery speed is a core consideration in competing e-commerce platforms. According to a survey of 250 merchants across different industries, fast delivery drives more repeat customers and better online reviews—and helps beat competitors (Propeller Insights 2020[^3]). Research has also shown that increasing shipping speed stimulates online store sales [53]. Therefore, platforms have been increasing their investments in reducing shipping time. Amazon, for instance, has developed a logistics system and offered same-day delivery for consumers who subscribe to its Prime membership. From 2017 to 2021, the company’s annual shipping costs more than tripled from 21.7 billion dollars to 76.7 billion dollars (Amazon Annual Reports 2017-2022[^4]).

However, it is becoming increasingly expensive to improve shipping speed. In the United States, a delivery option shift from five-day ground delivery to two-day express delivery could increase the shipping cost three to six times (e.g., FedEx Shipping Rates[^5]), which creates a decreasing marginal return of investment in shipping time. Many retailers have reached the point where further investment in reducing shipping time may mean not breaking even; they may only be able to afford to offer free shipping for ground delivery. To increase consumer purchases, retailers are exploring other ways to improve the delivery experience, especially by pursuing greater convenience, higher transparency, and better communications in logistic services.

One of the most prominent shipping strategies to provide consumers better logistic experiences is offering them the flexibility to pick up orders at a local station. In traditional e-commerce deliveries, the delivery time window is usually determined by third-party logistics providers, such as FedEx. Consumers have little freedom to decide what time of day they will receive

[^3]: See https://ware2go.co/faster-shipping-to-drive-a-competitive-advantage-for-merchants/.
[^5]: See https://www.fedex.com/en-us/online/rating.html#.
their package. Even if they can decide on a time window to receive packages, they typically must make this decision when the item is shipped. This creates a large inconvenience cost to consumers since they may have to wait at home to sign for the package. However, if the package is first shipped to a pick-up station, a consumer would then be able to choose the pickup time according to their preference after the item has arrived at the station. Although the platform would need to pay the pick-up station for taking care of the package by piece rate, it can reduce logistic costs by batching last-mile deliveries. Meanwhile, there could also be inconvenience costs to consumers as they need to pick up the package in person from the station. Since different inconvenience costs exist in both home and pick-up station deliveries, it is unclear whether and to what extent pick-up stations would benefit consumers in various parts of a city.

In this chapter, we use pick-up stations to study an alternative core aspect of the delivery experience other than shipping speed—improving the flexibility for consumers to pick up orders at their convenience (hereafter denoted as “the logistic flexibility”). Specifically, we seek answers to the following research questions: Do pick-up stations have a positive impact on consumer purchases on the online retailing platform? If so, what is the mechanism behind this positive impact? How could these mechanisms help us to develop better pick-up station strategies, such as determining locations, as well as better shipping strategies?

To answer these questions, we collaborate with the Alibaba Group, a leading e-commerce platform in China with a nationwide logistics service. The platform has been setting up pick-up stations to extend its delivery capacity over the last several years. In 2022, it already had nearly 100 thousand stations in China that handle over 50 million packages per day on average. On a high level, we combine three data sets to conduct our research. The first data set tracks package-level logistic and transaction records for both pick-up stations and home delivery. The second data set contains consumer characteristics information. The third
data set includes the locations and opening times of pick-up stations. The combination of these three data sets enables us to trace consumers within the affected distance around the newly opened pick-up stations and observe changes in their logistic decisions and purchasing behavior.

The data sample we use in this study is based on the logistic records in Shenyang, the largest city in Northeast China. The observation period runs from June to December 2019. We observe 55 pick-up stations open in Shenyang in September 2019. Using the introduction of pick-up stations as a natural experiment for consumers, we apply the difference-in-difference (DiD) approach to compare consumers who are just inside and outside the service region of these newly opened pick-up stations. We find that the store opening has increased sales by 3.9%, and such increases mostly come from existing consumers. More importantly, we find empirical evidence that the effect of shipping speed could not be the primary driver of this increase since the average order-to-receive time for pick-up station packages is longer than that for home-delivery packages. Instead, we argue that logistic flexibility should be the primary driver of this increase.

To quantify the impact of logistic flexibility introduced by pick-up stations and conduct counterfactuals to explore better shipping strategies, we build a two-stage structural model that explicitly models how logistic flexibility may affect consumer choices. In our model, consumers’ utility of receiving the package during a certain time in a day consists of a time preference that may change on a day-to-day basis. At the first stage of our model, consumers choose among home delivery, pick-up station delivery, and outside option that may reflect the utility of purchasing on other platforms, purchasing offline, or not purchasing. Facing the uncertainty of home or pick-up station delivery times (i.e., the time when the packages arrive at home or pick-up station), at the second stage, consumers’ true time preferences will be realized. If consumers have chosen home delivery, the delivery time and the idiosyncratic
shocks for each time preference will be realized in the second stage and in turn, consumers’ utility will also be realized. If consumers have chosen the pick-up station, the delivery time to the pick-up station and the idiosyncratic shocks for each time preference will be realized, and consumers can then choose the optimal time to pick up the package from the station. Notice that our model allows two types of flexibility introduced by the pick-up stations: First, consumers may pick up at their preferred hour; second, consumers could postpone their decisions about the preferred hour until after their true time preference is realized. However, there is also a traveling cost induced by the need to go to the station, which increases with the distance.

After estimating our model, we first demonstrate that consumers generally prefer to receive the package after work hours. Specifically, when dividing a day into three intervals (10 a.m.-4 p.m., 4 p.m.-8 p.m., and other operation hours), if a consumer could get her package during after-work hours (4 p.m.-8 p.m.) instead of daytime hours (10 a.m.-4 p.m.), the consumer is willing to wait for 8.523-11.627 more hours on average. This demonstrates that consumers value the flexibility of choosing a preferred time slot. We denote this as the value of time flexibility. Consumers also gain utility from the realization of idiosyncratic shocks before picking up from stations. In other words, consumers enjoy the flexibility to make pick-up choices until the last minute to accommodate time uncertainty, which we denote as the value of choice flexibility. Running a counterfactual simulation shows that the overall improvement of opening a pick-up station can be broken down into these two benefits: 76.2% corresponds to the value of pickup time flexibility and 23.8% comes from the value of choice flexibility. Our estimation results also reveal that there are three classes of consumers. While all three classes of consumers exhibit qualitatively similar preferences, compared to a small segment (18% of consumers), the other two segments (71% and 11% of consumers, respectively) have
a higher value in choice flexibility and time flexibility. Therefore, the pick-up station is more valuable for these two segments.

Motivated by our estimation results, we conduct two counterfactual studies to improve the logistics decisions of Alibaba with the knowledge of consumers’ time and flexibility preferences and their traveling costs. The first counterfactual study aims to find the optimal number of pick-up stations at optimal locations to improve the purchase rate. We run a greedy algorithm considering consumers’ logistic flexibility utilities. This new location strategy can improve the purchase rate by 2.1%-6.9% and improve consumer welfare by 2.0%-7.5% using the same number of pick-up stations. We can also use our algorithm to decrease the number of pick-up stations by 56.4%-63.6% without decreasing the purchase rate. Most of the benefits from this strategy compared to the existing one is that we find new locations with a high density of consumers who are more likely to make purchases from the platform. The second counterfactual study tries to improve the shipping policy for home delivery instead of setting up pick-up stations that may be costly for Alibaba. Because different classes of consumers may have different time preferences, the shipping strategy can prioritize the consumers who feel the most pain from receiving packages during inconvenient hours (e.g., during work hours). In particular, we arrange for more consumers to have their preferable delivery windows subject to the constraint of delivery capacity, and such shipping rearrangement can potentially improve the purchase rate by 8.4% and improve consumer welfare by 10.0%.

This chapter strives to make three main contributions. First, we study the impact of an offline logistic channel on the online sales channel. In particular, we demonstrate the impact of pick-up stations on consumer purchases. Second, in contrast with prior research on e-commerce logistics that mainly focused on delivery speed, we show that the impact of pick-up stations is driven by logistic flexibility, which is an alternative core aspect of the delivery experience. Third, we provide the first empirical model to study the value of logistic
flexibility, a new direction for improving logistic service. In our model, we further decompose two types of logistic flexibility—time flexibility and choice flexibility. Our work has several critical managerial implications. With the structural model, we can find a better pick-up station locations policy, which could assist the platform to achieve the same sales lift from logistic flexibility with fewer stations. We also use our model to help the platform explore a better shipping policy and put more consumers in their preferable delivery windows. Our counterfactual policies could potentially create billions in annual sales increases in CNY for the platform.

The remainder of the chapter is organized as follows. Section 2.2 reviews the literature related to our study. Section 2.3 describes the empirical setting and data. Section 2.4 shows the reduced-form evidence of the impact of pick-up stations on the e-commerce business and the potential mechanism. We develop our structural model and present the corresponding estimation results in Section 2.5 and 2.6 and conduct several counterfactual analyses in Section 2.7. Finally, we draw the conclusions in Section 2.8.

2.2 Literature Review

Our work is mainly related to three streams of prior literature: e-commerce logistics, e-commerce business strategies, and operations flexibility.

First, our study is closely connected to the growing stream of literature studying the impact of logistic services on e-commerce sales. Most of this literature has focused on delivery speed. Research in this area has found that the reduction of shipping time generates referrals in consumer acquisition [54] and increases future orders or sales for the platform [53, 55, 56, 57]. Especially, [53] uses the DiD approach to identify the causal impact of unannounced faster deliveries resulting from the opening of a new distribution center. On the contrary, the
delay of deliveries results in consumer dissatisfaction and a reduction of repurchase intentions [58]. Under the demand for faster and more reliable delivery speed, recent studies forecast delivery speed for shipping time promise policy [59] and optimize delivery speed considering the trade-off with inventory operation costs [60], assortment planning [61], and public safety [62]. Only a small proportion of this literature studies other aspects of e-commerce logistic services to encourage consumer purchases such as better word of mouth about logistic service [63] and offering a high-quality delivery option [64]. [65] examines how consumers respond to operational transparency in parcel delivery. In contrast with prior research on e-commerce logistics, we show that shipping time reduction is not the driving factor on the impact of pick-up stations. We study an alternative core aspect of delivery experience to affect sales—logistic flexibility.

Second, our research contributes to the literature studying e-commerce business strategies, such as optimizing pricing policy [66], sharing inventory information [67], decreasing search frictions [68, 69] and applying business innovations [70, 71]. This chapter extends this literature by introducing business innovations in advancing logistics functionalities. In particular, our work is related to a stream of literature studying the integration of online and offline retail channels, or omnichannel retail [72]. Research has found that retail channel integration creates a shift of consumers from online to offline channels [73], increases sales dispersion [74], and expands fulfillment flexibility [75]. Research has shown that this business implementation does not always benefit the retailer. The shift of consumers across channels may hurt profits when the store fulfillment is less cost-effective than the online fulfillment [76] or when both store visiting and online waiting costs are high [77]. While prior research in this area has focused on the shift of consumers and sales across offline and online sales channels, we complement prior research by studying the impact of the offline logistic channel...
(pick-up stations) on the online sales channel (e-commerce platform). We explicitly model how sales on the online channel are lifted by the offline logistic channel.

Third, this chapter relates to the literature on store entry, in particular, spatial treatment and location selection. Building on the classic literature of game theoretic entry models [78, 79], recent literature incorporates spatial correlations and studies choice of locations in developing store networks, considering the local competition, consumer transportation, and distribution cost [80, 81, 82, 83]. [82] finds there is a trade-off between population density and income level in selecting store locations. [83] combine demographics and the retailer’s historical sales to predict demand at potential locations. Furthermore, [84] quantify the impact of e-commerce access on domestic consumer welfare in reducing spatial inequality. We extend this literature by examining the impact of location selection of pick-up stations on sales in the online channel.

Finally, our work builds on the vast literature studying operational flexibility in using multipurpose resources, [85, 86], and especially, the large body of literature studying supply chain and manufacturing flexibility. This literature studies the flexibility of the manufacturing process [87, 88], the flexibility of the manufacturing resource [89, 90] and the flexibility of distribution. Specifically, an emerging stream of literature considers the flexibility of the distribution process in e-commerce [91, 92, 93]. We contribute to this literature by providing the first research on the flexibility in the last-mile delivery of the e-commerce supply chain.
2.3 Empirical Setting and Data

2.3.1 Empirical Settings

We collaborate with Alibaba (hereafter denoted as “the platform”), a leading e-commerce platform in China that has a nationwide logistics service. The platform handles a gigantic number of packages in China: The daily average package amount is more than 200 million; during annual promotion days, such as the double eleven holiday (i.e., November 11th), the daily number of packages could even reach more than 3,000 in a single residential community. Therefore, the platform is establishing pick-up stations to stretch its “last-mile” package delivery network and extend the delivery capacity. Moreover, pick-up stations offer consumers more time flexibility, privacy, and safety in receiving packages. From 2019 to 2022, the daily number of packages handled by pick-up stations showed approximately 100% year-on-year growth. In 2022, Alibaba already had nearly 100,000 pick-up stations in China that handle over 50 million packages per day on average, reaching more than 100 million consumers in more than 200 cities.

The area of a pick-up station is between 20$\text{m}^2$-200$\text{m}^2$. While establishing some of its own spots, the platform mostly enrolls pick-up stations by franchising. Pick-up stations could be set up either as independent stations or in existing businesses such as convenience stores, newsstands, or community offices. The franchisee, in return, gets paid by piece rate and drives store footfall. Figure 2.1(a) shows a typical pick-up station in Alibaba. In this figure, the worker is retrieving the packages from the shelf for consumers. When placing an order, consumers can choose to ship their items to nearby pick-up stations. In this way, instead of waiting for the delivery to arrive at home, consumers are free to collect packages that have arrived at the selected pick-up station anytime during operation hours. When they arrive at
a pick-up station, consumers normally present the worker with the shipping code or a QR code to identify their packages. In the U.S., Amazon also adopted this business practice in recent years (e.g., offering a pick-up option in Whole Foods Market).

Figure 2.1(b) shows a brief timeline of how pick-up stations function for online orders. When a consumer shops at a platform in Alibaba, such as Taobao and Tmall, before checking out, she can change the package delivery option to pick-up station delivery. After she checks out, her package is prepared by online stores and sent on its way to the distribution center. When the package leaves the distribution center, it will shipped either directly to the consumer’s home, or to the consumer’s selected pick-up station. A message will be sent to the consumer when the package arrives at the station. Then the consumer can choose a time to pick up the package at her convenience.

2.3.2 Our Data

We conduct our empirical study based on logistic records in Shenyang, the largest city in Northeast China. The observation period runs from June 2019 to December 2019. We also provide a robustness check on our reduced-form evidence based on data from another city in Appendix B.1.
combine three data sets to conduct our research. The first data set tracks 169,319,246 package-level logistic and transaction records from 7,584,151 consumers, where 24,179,337 (16.7%) records are from pick-up stations delivery and 145,139,909 (83.3%) records are from home delivery. All consumers’ transactions and corresponding logistic timelines were recorded during this period, including the time that packages were purchased (hereafter denoted as “checkout time”), attempted to deliver (hereafter denoted as “delivery time”; for station delivery this is the time packages were delivered to the station), and signed or received (hereafter denoted as “receiving time”). We also observe the item value for each package.

The second data set contains consumers’ location information. For the purpose of protecting consumer privacy, the platform helps us to convert the locations of consumers into an equivalent discrete space according to the longitudes and latitudes of their addresses. Specifically, the city of Shenyang is divided into 1.3 million locations of discrete grids (0.1 km × 0.1 km), and each consumer is put into the corresponding grid based on her location. Among these locations, we observe consumers from 35,766 locations during the observation period. The third data set includes the locations (longitudes and latitudes) and opening times of pick-up stations. We focus on the introduction of 55 pick-up stations opened in Shenyang within September 2019 and, in Appendix B.1, we conduct a robustness check on a sample involving pick-up stations opened during another period.

Table 2.1 summarizes the important variables in our data set at the package level for the full sample, the sub-sample of station delivery, and the sub-sample of home delivery. The checkout hour, delivery hour, and receiving hour are recorded in a 24-hour format, and are the corresponding hours of checkout time, delivery time, and receiving time. The order-to-deliver time is the time duration that a package is processed on its way to shipping, defined by the time difference between the delivery time and checkout time in days. The order-to-receive time is the actual waiting time for consumers to receive a package after placing the order,
Table 2.1: Summary Statistics of Package Attributes

<table>
<thead>
<tr>
<th></th>
<th>Full sample</th>
<th>Station delivery</th>
<th>Home delivery</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Checkout hour (24-hour)</em></td>
<td>13.754</td>
<td>13.622</td>
<td>13.776</td>
</tr>
<tr>
<td></td>
<td>(6.251)</td>
<td>(6.450)</td>
<td>(6.217)</td>
</tr>
<tr>
<td><em>Delivery hour (24-hour)</em></td>
<td>12.998</td>
<td>12.008</td>
<td>13.182</td>
</tr>
<tr>
<td></td>
<td>(3.457)</td>
<td>(3.067)</td>
<td>(3.495)</td>
</tr>
<tr>
<td><em>Receiving hour (24-hour)</em></td>
<td>14.132</td>
<td>15.172</td>
<td>13.938</td>
</tr>
<tr>
<td></td>
<td>(3.645)</td>
<td>(3.397)</td>
<td>(3.657)</td>
</tr>
<tr>
<td><em>Order-to-deliver time</em> (days)</td>
<td>3.801</td>
<td>3.718</td>
<td>3.817</td>
</tr>
<tr>
<td></td>
<td>(3.449)</td>
<td>(2.978)</td>
<td>(3.529)</td>
</tr>
<tr>
<td><em>Order-to-receive time</em> (days)</td>
<td>4.008</td>
<td>4.469</td>
<td>3.922</td>
</tr>
<tr>
<td></td>
<td>(3.531)</td>
<td>(3.238)</td>
<td>(3.576)</td>
</tr>
<tr>
<td><em>Items value (CNY)</em></td>
<td>111.766</td>
<td>72.720</td>
<td>118.271</td>
</tr>
<tr>
<td></td>
<td>(495.098)</td>
<td>(215.053)</td>
<td>(527.216)</td>
</tr>
<tr>
<td><em>Observations</em></td>
<td>169,319,246</td>
<td>24,179,337</td>
<td>145,139,909</td>
</tr>
</tbody>
</table>

Note: Standard deviations are reported in parentheses. The mean receiving hour and the mean delivery hour for home delivery packages are not equal because home delivery orders can also have some deliver-pending such as multiple delivery attempts and shipping box delivery.

calculated by the time difference between the receiving time and checkout time in days. On average, an order takes 4.008 days to arrive in the hands of consumers and each order on average costs 111.80 CNY, equivalent to 16.69 USD at the time of writing. Interestingly, while the order-to-deliver time is longer for home delivery orders compared to station orders (3.817 days vs. 3.718 days), the actual time to receive the order, *i.e.*, order-to-receive time, is longer for station orders compared to home delivery orders (4.469 days vs 3.922 days). This signals that the consumers are willing to wait longer to take the station orders at specific times, which will be important later for our empirical analyses.

**2.4 Empirical Evidence**

In this section, we first analyze the impact of introducing pick-up stations and the potential mechanism, which later motivates our structural model and estimation in Section 2.5.

**2.4.1 The Impact of Pick-up Stations**

In order to estimate the impact of the pick-up stations, we aggregate our data at the location-day level from June 2019 to December 2019. Similar to our settings, [74] also compare
consumer purchases across different locations and study the aggregated impact of opening a retail store. However, in contrast with their settings where locations are divided by districts, we are able to refine locations into 0.1 km \(\times\) 0.1 km grid units. Smaller location units are crucial in studying the impact of pick-up stations in our setting since the effective distance of a pick-up station is much shorter than a retail store—most consumers pick up packages from a station within their community.

Our empirical strategy is to compare consumers who are affected by an opening of a new station to those who are not to understand the impact of opening pick-up stations on consumer behaviors. Since the sales of e-commerce are largely influenced by promotions and seasonality, we use a DiD approach to rule out the influence of time trends between the pre-treatment and post-treatment periods. This strategy relies on the assumptions that (a) opening a pick-up station is an exogenous decision to consumers, which is confirmed by the platform and (b) consumers who are affected by the opening are parallel or comparable to those who are not, which we will explain later. According to the platform, 90\% of consumers who choose to send purchases to pick-up stations in the city are within 0.4 km of this station. Therefore, we define 0.4 km as the treatment distance: The consumers who live within 0.4 km of a newly opened station are the affected consumers, and those who live outside this circle are consumers unaffected by this station\(^7\).

Moreover, because we want consumers who are affected by a station to have parallel trends with those who are not, we would like to compare customers who are just inside and outside of the treatment distance since these consumers are more likely to have parallel trends due to their proximity. Therefore, when doing our analyses, we define our observation distance to be 0.4 km, which means we are comparing consumers who live within 0 to 0.4 km of a station

\(^7\)If consumers who live outside the circle are still affected by the opening of the stations, our comparison results will only underestimate the true positive effects of the stations.
to those who are within 0.4 to 0.8 km. We confirm that the parallel trend assumption is satisfied using such treatment and observation distances in Appendix B.2. Later we conduct various robustness analyses to vary the treatment distance as well as the observation distance to demonstrate that our empirical results are not affected by the choices of these parameters.

In total, 6,655 grids are left in our observations. They span over 33 residential districts, and 2,102 grids are within the affected distance of stations opened in September. In this analysis, each observation is a location-day pair, representing location (grid) \( i \) on day \( t \), and is either identified in the treatment or control group based on whether the distance between the location and the pick-up station closest to her is within a treatment distance of 0.40 km.

Our main analysis covers an observation period of 180 days for each geographical location. These include 90 days of the pre-treatment period and 90 days of the post-treatment period, which are counted relative to the closest station’s open date. In total, there are 1,197,900 location-day observations. The following DiD specification is used to test the effect of the pick-up stations:

\[
\text{Outcome Variable}_{it} = \beta_1 \text{After}_t + \beta_2 \text{Station}_i + \beta_3 \text{Station}_i \times \text{After}_t + \mu_i + \lambda_t + \epsilon_{it},
\]

where \( \text{Outcome Variable}_{it} \in \{ \text{GMV}_{it}, \text{Items value}_{it}, \text{Orders}_{it}, \text{New comers}_{it} \} \) represents the outcome consumer behaviors that we are interested in. \( \text{GMV}_{it}, \text{Items value}_{it}, \text{Orders}_{it} \) and \( \text{New comers}_{it} \) are the gross merchandise volume, \( i.e., \) total sales, the average items value per order, number of orders and number of new customers at location \( i \) on day \( t \). \( \text{After}_t \) is a binary variable equaling one if the closest treatment station is already open on day \( t \) and zero otherwise, \( \text{Station}_i \) is a binary variable equaling one if the closest station is within 0.40 km from the center of the grid and zero otherwise. \( \mu_i \) and \( \lambda_t \) are area and time fixed effects. Time fixed effects include weekday fixed effects and year-week fixed effects. In area
Table 2.2: Impact of Pick-up Stations

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>GMV (1)</th>
<th>Items value (2)</th>
<th>Orders (3)</th>
<th>New comers (4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>After</td>
<td>211.416***</td>
<td>-1.491</td>
<td>1.780***</td>
<td>0.013</td>
</tr>
<tr>
<td>Station</td>
<td>233.033***</td>
<td>-1.884**</td>
<td>2.471***</td>
<td>0.022***</td>
</tr>
<tr>
<td>Station*After</td>
<td>106.989**</td>
<td>0.438</td>
<td>0.708**</td>
<td>-0.010</td>
</tr>
</tbody>
</table>

| Relative Effect Size | 3.9% | 0.4% | 2.9% | -5.4% |
| Time fixed effects   | Yes  | Yes  | Yes  | Yes   |
| Area fixed effects   | Yes  | Yes  | Yes  | Yes   |
| Observations         | 1,197,900 | 957,018     | 1,197,900 | 1,197,900 |

Note: *p<0.05; **p<0.01; ***p<0.001.
Note: Average of GMV was 2774.850, average of Items value was 109.744, average of Orders was 24.108, average of New comers was 0.185.

fixed effects, we control for the fixed effect of each residential district, which is the level of residence and logistic distributions of the platform.

The coefficient $\beta_3$ captures the impact of a pick-up station on those locations that are close to a station, compared with other locations. Table 2.2 shows the results of these regressions. Column 1 in Table 2.2 demonstrates that opening a station can increase the total sales of a grid in a day by 106.99 CNY (15.81 USD), which represents a 3.9% sales lift. Moreover, Column 2 and Column 3 in Table 2.2 show that the sales gain comes mainly from the increasing number of orders rather than the average order size. Last but not least, Column 4 demonstrates that the number of new customers does not change significantly after the introduction of the stations, which means the sales lift is predominantly driven by existing customers’ behavior changes.

Furthermore, we show that the impact of pick-up stations is qualitatively the same across different choices of treatment and observation distances. Figure 2.2(a) shows that the impact of opening a store on GMV is robust if we change the treatment distances from 0.4 km to 0.35 km, 0.3 km, and 0.25 km. Figure 2.2(b) shows that if we change the observation
distance from 0.8 km to 0.75 km, 0.7 km, and 0.65 km, the results on GMV remain consistent. Moreover, Figures 2.3(a) and 2.3(b) confirm that the estimates on the number of orders also remain qualitatively similar when we vary the treatment and observation distances.

2.4.2 Possible Mechanism

Although past empirical work in e-commerce logistics documents higher shipping speed is an important driver of platform profits (e.g., [53]), we show that the speed effect is not the driving factor on the impact of pick-up stations in our setting. From Table 2.1, the average time-to-receive an order in station delivery is 8.1% longer than that in home delivery, and the difference is statistically significant ($p < 0.0001$). This means that the sales lift after opening a pick-up station cannot be accredited to the shipping speed reduction. Moreover, Table 2.1 also shows that the average delivery time to the station is 9.3% shorter than the delivery time to the home, and such difference is statistically significant ($p < 0.0001$). Combining these two
pieces of empirical evidence, we can see that consumers receive their orders later after using pick-up stations because they strategically wait longer to pick them up. This motivates us to hypothesize that pickup time flexibility is the driving force behind the impact of stations.

To further validate our hypothesis, we compare logistics time records for station delivery orders and home delivery orders in Figure 2.4(a)–2.4(b). Figure 2.4(a) depicts the distribution of package receive hours, *i.e.*, the time when consumers sign the packages at home or the time when they pick them at the station. Both distributions for station pickups and home deliveries are bimodal but their highest peaks differ. The highest peak for station orders occurs from 4 p.m. to 7 p.m., which is commonly perceived as after-work hours. While the two peaks are more similar for home delivery orders, the slightly higher peak is between 10 a.m. to 2 p.m., which is considered as working hours. While Figure 2.4(a) shows that the peak of delivery pick-up time is during after-work hours, it cannot refute the possibility that consumers can only pick up packages during after-work hours because these packages are delivered to the stations during this time frame. Figure 2.4(b) rules out this possibility. It shows the distribution of package delivery time, and it can be seen that most station orders were delivered in the morning, *i.e.*, during working hours. Combining these two figures, we can again infer that although orders mostly arrive at pick-up stations in the morning,
consumers typically wait until after-work hours to pick up their packages. This suggests that they may have different time preferences than the assigned delivery time in home delivery. In the next section, we will propose a structural model that explicitly accounts for such time preferences and estimate consumers’ time preferences from their choices between home and station deliveries in our data.

2.5 Structural Model and Results

To study how logistic flexibility explicitly affects consumer purchases, in this section we present a structural model considering consumers’ decisions about purchasing and delivery options, demonstrate how we estimate the model, and provide estimation results.

2.5.1 Consumer Choice Model

In our model, a consumer has two decision stages. In the first stage, the consumer chooses among home delivery, pick-up station delivery, and the outside option, which may reflect the utility of purchasing on other platforms or offline. If a consumer chooses the home delivery or the outside option, she does not need to make a decision in the second stage and the delivery time and the final utility will be realized in the second stage. However, if station delivery is chosen, after the package is delivered to the station, the consumer will receive a message and choose a time to pick up her package in the second stage. The time that a package arrives at the station determines the consumer’s second-stage choice set of pick-up time slots.

Given the complexity of station delivery, let us focus on the second-stage decision in station delivery first. Specifically, consider a potential order $i$ in the second stage. The consumer $j$ would optimally choose her pick-up time from the feasible pickup time choice set. We denote the time a package shipped to the pick-up station as $T_{ij}^S = \delta$ ($\delta \in O$), where $O$
is the set of operating hours in a day. We define \( x \) as the hour of a day the consumer chooses to pick up from the station, where \( x \in \mathcal{V}(\delta) \), and \( \mathcal{V}(\delta) \) is the feasible pickup time choice set (i.e., \( x \) must be later than \( \delta \)). Since in our data set, nearly all packages were picked up within three days of the delivery time, for the reduction of estimation dimensionality, we focus on packages that were picked up within three days during the operation hours from 8:00 a.m. to 21:59 p.m., this includes 95.4% of all packages in station deliveries. We denote 0:00-0:59 a.m. in the ship-to-station day as hour 0. As discussed in Section 2.5.2, the set of operation hours is \( \mathcal{O} = \{8, 9, ..., 21\} \). The pick-up choice set is \( \mathcal{V} = \{8, 9, ..., 21\} \cup \{32, 33, ..., 45\} \cup \{56, 57, ..., 69\} \). Therefore, for a package shipped to the pick-up station at hour \( T_{ij}^S = \delta \) (\( \delta \in \mathcal{O} \)), the consumer can choose a pickup hour, \( x \), in the subsequent operation hours within the choice set. This means that the feasible pickup choice set is \( \mathcal{V}(\delta) = \{\delta, \delta + 1, ..., 21\} \cup \{32, 33, ..., 45\} \cup \{56, 57, ..., 69\} \). For example, if the order arrives at 11 a.m. on Monday, the feasible choice set for this consumer will be from 11 a.m. to 21 p.m. on Monday (\( \{11, 12, ..., 21\} \)), 8 a.m. to 21 p.m. on Tuesday (\( \{32, 33, ..., 45\} \)), and 8 a.m. to 21 p.m. on Wednesday (\( \{56, 57, ..., 69\} \)).

Let \( L_{ij}^S = l \) (\( l \in \mathbb{L} \)) be the in-transit period (in hours) that package \( i \) takes from the time the consumer made the order to 0 a.m. of the day when the package was out for delivery, where \( \mathbb{L} \) is the feasible set of the in-transit period. \( d_j \) denotes the consumer’s distance to the closest pick-up station. \( \beta_{jx} \), \( \gamma_j \), and \( \eta_j \) represent the individual specific utility of time preference at hour \( x \), sensitivity on shipping time, and sensitivity on pickup travel distance, respectively. \( \theta_j^S \) is the constant utility term for consumer \( j \) in choosing a pick-up station compared to home delivery. The stochastic component \( \varepsilon_{ijx} \) represents the individual idiosyncratic time preferences over pickup hours and is realized before consumers make decisions in the second stage. We assume that \( \varepsilon_{ijx} \) follows a Gumbel distribution \( \varepsilon_{ijx} \sim Gumbel(0, \sigma_j) \) and is independent and identically distributed over pickup hours \( x \). Since \( \varepsilon_{ijx} \) is unknown in the
first stage, we call the scale parameter $\sigma_j$ as the uncertainty parameter, where a larger $\sigma_j$ represents a larger uncertainty of her time preference for hour $x$ at the time of first-stage decision-making. With these notations, if order $i$ is shipped to a pick-up station with in-transit time $l$, and at the second stage consumer $j$ picks up at hour $x$, her utility is then

$$U^S_{ij}(\epsilon_{ijx}, x, \delta, l) = \beta_{jx} + \gamma_j(l + x) + \eta_j d_j + \theta_j^S + \epsilon_{ijx}, \quad x \in V(\delta).$$

Given consumers will maximize their utility in choosing the pick-up time, the utility in the second stage given the feasible pickup time choice set is:

$$\tilde{U}^S_{ij}(\epsilon_{ij}, \delta, l) = \max_{x \in V(\delta)} U^S_{ij}(\epsilon_{ijx}, x, \delta, l) = \max_{x \in V(\delta)} \beta_{jx} + \gamma_j(l + x) + \eta_j d_j + \theta_j^S + \epsilon_{ijx}.$$

In the first stage, the consumer makes the purchase and delivery decisions. There is uncertainty regarding when the package will arrive at the pick-up station (i.e., $\delta$) as well as how her time preferences (i.e., $\epsilon_{ijx}$'s) will evolve. The consumer would form an expectation on her utility for choosing the pick-up delivery option. Let $Pr(T^S_{ij} = \delta)$ denote the probability of the package arriving at the pick-up station at hour $T^S_{ij} = \delta$, $Pr(L^S_{ij} = l)$ denote the probability for the in-transit time to be $L^S_{ij} = l$. Therefore, facing the uncertainty of package arrival time to the station, package in-transit period, and idiosyncratic time preferences ($\epsilon_{ij}$), when the consumer makes the delivery option decision in the first stage, her expected utility in choosing the pick-up station is:

$$v^S_{ij} = \sum_{l \in L} \sum_{\delta \in \delta} \int \tilde{U}^S_{ij}(\epsilon_{ij}, \delta, l) d\epsilon_{ij} Pr(T^S_{ij} = \delta) Pr(L^S_{ij} = l).$$
In the first stage, we assume that there is an idiosyncratic utility shock, $e_{ij}^S$, where $e_{ij}^S \sim Gumbel(0, 1)$, that will affect the preference for the option. For example, there may be an advertising effort from Alibaba’s platform to encourage consumers to choose the pick-up station option which researchers do not observe. For model identification, we normalize the scale parameter of $e_{ij}^S$ to 1. Therefore, consumer $j$’s utility on order $i$ conditional on choosing the pick-up station is:

$$u_{ij}^S(e_{ij}^S) = v_{ij}^S + e_{ij}^S. \tag{2.1}$$

The following proposition provides a closed-form representation for the expected utility $v_{ij}^S$ that is later used in estimation:

At the first stage, if station delivery is chosen, consumer $j$ has a utility upon purchasing order $i$:

$$u_{ij}^S(e_{ij}^S) = v_{ij}^S + e_{ij}^S, \tag{2.2}$$

where the first term is

$$v_{ij}^S = \sigma_j \sum_{\delta \in O} Pr(T_{ij}^S = \delta) \ln \left[ \sum_{k \in V(\delta)} \exp \left( \frac{\beta_{jk} + \gamma_j k}{\sigma_j} \right) \right] + \sigma_j C + \gamma_j \sum_{l \in L} l Pr(L_{ij}^S = l) + \eta_j d_j + \theta_j^S,$$

and $C$ is the Euler constant.

**Proof.**

In deriving $v_{ij}^S = \sum_{l \in L} \sum_{\delta \in O} \int \hat{U}_{ij}^S(e_{ij}, \delta, l) d\epsilon_{ij} Pr(T_{ij}^S = \delta) Pr(L_{ij}^S = l)$, we rewrite $\int \hat{U}_{ij}^S(e_{ij}, \delta, l) d\epsilon_{ij}$ as $\int \max_{x \in V(\delta)} (\beta_{jx} + \gamma_j x + \epsilon_{jx}) d\epsilon_{ij} + \gamma_j l + \eta_j d_j + \theta_j^S$. Let $Y = \max_{x \in V(\delta)} (\beta_{jx} + \gamma_j x + \epsilon_{jx})$. We first show that $Y$ follows a Gumbel distribution:
Since $P_r(Y \leq y) = \prod_{k \in \mathcal{V}} P_r(\beta_{jx} + \gamma_j x + \varepsilon_{ijx} \leq y)$, we have

$$
\ln P_r(Y \leq y) = \sum_{k \in \mathcal{V}} \ln P_r(\varepsilon_{ijx} \leq y - \beta_{jx} - \gamma_j x) = - \sum_{k \in \mathcal{V}} \exp[-(y - \beta_{jx} - \gamma_j x)/\sigma]
$$

$$
= - \exp(-y/\sigma + \ln \sum_{k \in \mathcal{V}} \exp(\beta_{jx} + \gamma_j x)/\sigma_j) = \ln P_r(Z \leq y'),
$$

where $y' = y/\sigma_j$. Since $P_r(Z \leq y')$ is the cumulative density function of Gumbel distribution with location parameter $\ln \sum_{k \in \mathcal{V}} \exp[(\beta_{jx} + \gamma_j x)/\sigma_j]$ and scale parameter 1, $Y = \sigma_j Z$ follows a Gumbel distribution with location parameter $\sigma_j \ln \sum_{k \in \mathcal{V}} \exp[(\beta_{jx} + \gamma_j x)/\sigma_j]$ and scale parameter $\sigma_j$.

Therefore

$$
\int \max_{x \in \mathcal{V}} (\beta_{jx} + \gamma_j x + \varepsilon_{ijx}) d\varepsilon_{ij} = E[Y] = \sigma_j \ln \sum_{k \in \mathcal{V}} \exp[(\beta_{jx} + \gamma_j x)/\sigma_j] + \sigma_j C,
$$

where $C$ is the Euler constant. Then we have

$$
v_{ij}^{S} = \sigma_j \sum_{\delta \in \mathcal{O}} P_r(T^{S}_{ij} = \delta) \ln \left[ \sum_{k \in \mathcal{V}} \exp(\beta_{jx} + \gamma_j x)/\sigma_j \right] + \sigma_j C + \gamma_j l + \eta_j d_j + \theta_j^{S}.
$$

□

If order $i$ is directly shipped to home and arrived at hour $T^{H} = \delta$ ($\delta \in \mathcal{O}$), consumer $j$’s utility is defined as

$$
U^{H}_{ij}(\varepsilon_{ij\delta}, \delta, l) = \beta_{j\delta} + \gamma_j (l + \delta) + \theta_j^{H} + \varepsilon_{ij\delta},
$$

where $L^{H}_{ij} = l$ ($l \in L^{S}$) is the in-transit period (in hours) that package $i$ takes from the time that the consumer made the order to 0 a.m. of the date the package was out for delivery, and $\theta_j^{H}$ is the difference in the utility in the utility of choosing the home delivery option over the pick-up station option (after controlling for the time preference, delivery time, and traveling distance differences). We allow $\theta_j^{H}$ to exist because, as home delivery was the only delivery option in the past, some consumers may choose this option out of habit or inertia in making choices.

Notice that consumers share the same set of idiosyncratic time preference shocks, i.e., $\varepsilon_{ij}$, regardless of whether she chooses home or pick-up station deliveries. This makes sense empirically since consumers’ time preferences during the pickup day should be correlated with their other activities instead of their mode of delivery. This means the scale parameter
for the idiosyncratic shocks in home and station delivery options is the same. Similarly, at
the first stage, we denote the idiosyncratic utility shock for choosing the home delivery for
consumer \( j \) and order \( i \) as \( e_{ij}^H \sim Gumbel(0,1) \). The following lemma provides the closed-form
utility for consumer \( j \) on order \( i \) conditional on choosing home delivery: At the first stage, if
home delivery is chosen, consumer \( j \) has a utility upon purchasing order \( i \):

\[
U_{ij}(e_{ij}^H) = \sum_{l \in L_{ij}} \sum_{\delta \in O} \int U_{ij}(\varepsilon_{ij\delta}, \delta, l) d\varepsilon_{ij\delta} Pr(T^H = \delta) Pr(L^H = l) + e_{ij}^H = v_{ij}^H + e_{ij}^H,
\] (2.3)

where the term

\[
v_{ij}^H = \sum_{\delta \in O} (\beta_{ij\delta} + \gamma_j \delta) Pr(T^H = \delta) + \sigma_j C + \gamma_j \sum_{l \in L_{ij}} Pr(L^H = l) + \theta_j^H.
\]

Finally, we normalize the expected utility of the outside option to 0. If the consumer chooses
the outside option in the first stage, her utility will be represented by an idiosyncratic shock
\( e_{ij}^0 \sim Gumbel(0,1) \):

\[
u_{ij}(e_{ij}^0) = e_{ij}^0.
\] (2.4)

Combining the above utilities, in the first stage, a consumer decides between purchasing on
the platform with station delivery or home delivery, and the outside options to purchase on
other platforms. The consumer solves the maximization problem:

\[
\hat{u}_{ij} = \max \{ u_{ij}^S, u_{ij}^H, u_{ij}^0 \}.
\]

Let \( c_{ij} \) be the choice the consumer \( j \) makes on order \( i \), which equals 0 if it is an outside option,
1 if it is a station delivery, and 2 if it is a home delivery. Let \( \Theta_j \) be the vector of all model
parameters, $P_i(\Theta_j)$ denote the likelihood for the consumer to make the choice. Especially, the likelihood to choose station delivery and pick up at hour $x = k$ is a joint probability $P_i(c_{ij} = 1, x = k) = P_i(c_{ij} = 1)P(x = k|c_{ij} = 1)$, where $P_i(c_{ij} = 1) = \frac{\exp(v_{ij}^S)}{1 + \exp(v_{ij}^S) + \exp(v_{ij}^H)}$ and $P(x = k|c_{ij} = 1) = \sum_{m \in \mathcal{V}(\delta)} \exp[\beta_m + \gamma(t_{ij}^S + m) + \eta_d^j + \theta_{ij}^S]/\sigma_j] = \sum_{m \in \mathcal{V}(\delta)} \exp[\beta_m + \gamma m]/\sigma_j]$. Therefore, given the idiosyncratic utility shock $e_{ij}^S, e_{ij}^H, e_{ij}^0 \sim Gumbel(0, 1)$, the probability of choice for each potential order $i$ is then

$$P_i(c_{ij}, \Theta_j) = \begin{cases} \frac{\exp(v_{ij}^S)}{1 + \exp(v_{ij}^S) + \exp(v_{ij}^H)} \sum_{m \in \mathcal{V}(\delta)} \exp[\beta_m + \gamma m]/\sigma_j] & \text{if } c_{ij} = 1, \text{ and } x = k, T_{ij}^S = \delta; \\ \frac{\exp(v_{ij}^H)}{1 + \exp(v_{ij}^S) + \exp(v_{ij}^H)} & \text{if } c_{ij} = 2; \\ \frac{1}{1 + \exp(v_{ij}^S) + \exp(v_{ij}^H)} & \text{if } c_{ij} = 0. \end{cases} \quad (2.5)$$

We allow consumers to be heterogeneous in their preferences using latent class estimation. We assume there are multiple latent types of consumers. Let $Pr(\text{Type} = k)$ be the probability of consumers in type $k$, $k = 1, 2, ..., K$, the log-likelihood function for $K$ types of consumers is

$$L = \sum_i \log \sum_k Pr(\text{Type} = k)P_i(c_{ik}, \Theta_k). \quad (2.6)$$

We estimate $\Theta_1, \Theta_2, ... \Theta_K$ by maximizing the log likelihood function in Equation (2.6).

**2.5.2 Model Estimation and Identification**

In our structural estimation, observations are at the order level. We use the logistic records of 5,486,243 orders from 893,126 consumers within 1.00 km distance to the 55 pick-up stations in the next month after the stations were opened (i.e., October 2019). Since we do not observe outside options in the data, we need a proxy for market potential; similar to the past
literature (see [94]), we assume consumers consider products offered by the platform each day. In other words, on a calendar date, a consumer either purchases on the platform or chooses the outside option to purchase elsewhere, online or offline. To estimate the time preferences for different periods, we model the logistic timeline in discrete hours. Consumers form rational expectations on the probabilities of delivery hours of station delivery and home delivery. We derived the delivery probabilities based on the empirical distribution (see Figure 2.5(b)) of delivery hours in the city in our whole observation scope.

Our model can be essentially reduced to a two-stage multinomial choice model; following the classic literature on the multinomial choice model [95], the parameters are identifiable in our model. Specifically, the time preference is identified by the choices of consumers in their pick-up hours. The utility parameters related to station versus home delivery are identified by consumers’ first-stage decisions in choosing between station and home delivery when the station becomes available in our data. Station distance sensitivity is identified by consumers’ first-stage decisions because consumers with different traveling distances to the station would be affected differently in their decisions between station and home delivery choices. Moreover, package waiting sensitivity is identified by the choices of consumers in both their pick-up hours considering the realized waiting length in the second stage when choosing station delivery, and their first stage decisions between station and home delivery choices considering the expected waiting length in station delivery and home delivery. Last but not least, the scale parameter of the second-stage time idiosyncratic shock is identified by, at the individual level, the variance of the time an individual picks up the order from the station.

Last but not least, we will briefly introduce our numerical method choices in estimating our likelihood function. We use the gradient-free Nelder-Mead method to optimize the

---

8For the consumers who have one or more orders in a day, we consider it as a purchase decision in the day and save the first logistic timeline in model estimation.
Table 2.3: Estimation Results

<table>
<thead>
<tr>
<th></th>
<th>Low type</th>
<th>Medium type</th>
<th>High type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daytime receiving value</td>
<td>2.291</td>
<td>0.618</td>
<td>10.218</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>After-work receiving value</td>
<td>4.916</td>
<td>11.536</td>
<td>22.122</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.002)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Scale parameter (uncertainty)</td>
<td>5.361</td>
<td>14.802</td>
<td>16.642</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.003)</td>
</tr>
<tr>
<td>Package waiting sensitivity</td>
<td>−0.308</td>
<td>−0.939</td>
<td>−1.032</td>
</tr>
<tr>
<td></td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
</tr>
<tr>
<td>Station distance sensitivity</td>
<td>−2.596</td>
<td>−0.991</td>
<td>−0.106</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.002)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Home constant</td>
<td>−2.422</td>
<td>−1.968</td>
<td>−10.254</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Station constant</td>
<td>−18.996</td>
<td>−40.914</td>
<td>−51.081</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.001)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>Type probability</td>
<td>0.184</td>
<td>0.711</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>(&lt;0.001)</td>
<td>–</td>
<td>(&lt;0.001)</td>
</tr>
</tbody>
</table>

Observations: 893,126

Note: Standard errors are presented in parentheses. Daytime receiving is between 10:00 a.m.-3:59 p.m., after-work receiving is between 4:00 p.m.-7:59 p.m.

We bootstrap the standard errors by random drawing the sample at the consumer level 100 times, and repeatedly estimating the model. We use BIC criteria to select the optimal number of latent classes. With the number of latent classes increasing from one to two, three, and four, the BIC would reduce by 4.3%, 4.4%, and 0.7%, respectively. Since with the number of classes increases from three to four, the marginal BIC reduction is smaller than 1%, and the additional class only takes a small segment of 5.5%, so we choose to have only three latent classes of consumers.

2.5.3 Results

Table 2.3 reports the estimates of the consumer choice model. Our latent class model shows that there are three types of consumers with different preferences and they account for 18.4%. We do not use the closed-form asymptotic distributions to derive standard deviations since we find the calculated Hessian matrix imprecise depending on the absolute error we set in function convergence. Therefore, we use bootstrapping which has been shown in the literature to be more robust. We report the estimation results from one to four latent classes in Table B.3 Appendix B.3, which demonstrate that using four latent classes will generate qualitatively similar results compared to using three latent classes.
71.1%, and 10.5% of the total consumers respectively (Row 8). The estimates of daytime (i.e., 10 a.m.-4 p.m.) receiving values for these three types of consumers are 2.291, 0.618, and 10.218, respectively (Row 1). The estimates of after-work (i.e., 4 p.m.-8 p.m.) receiving values are 4.916, 11.536, and 22.122, respectively (Row 2). For each type of consumer, the after-work receiving value is statistically significantly greater than the daytime receiving value. This result shows that consumers would prefer to receive/pick up their packages at the end of a day rather than in the middle of a day, since most people have more flexibility to handle packages during the after-work period. This is also consistent with our reduced-form evidence from Figure 2.4(b) that consumers wait strategically until after-work hours to pick up their packages. Note that the difference between daytime receiving value and after-work receiving value is an indicator of the consumer’s value on flexibility of being able to choose a preferred pickup time before the last-minute idiosyncratic shock is realized, i.e., the time flexibility. We sort three types of consumers in ascending order by how much they value time flexibility, and thereafter, we label them as low type, medium type, and high type, respectively.

The scale parameter (uncertainty) captures the consumer’s variation of receiving value in each hour (Row 3). For low-type consumers, the uncertainty parameter is estimated to be 5.361 (Column 1). The uncertainty parameter is much larger in medium-type consumers (14.802, Column 2), and even slightly larger in high-type consumers (16.642, Column 3). These results imply that, when consumers make the choice in the first stage, there is a larger uncertainty about their actual preferences for when to receive their packages for the home delivery option. For the pick-up station option, however, consumers can choose the pick-up time after the idiosyncratic shocks are realized. We label such benefits as choice flexibility. Our estimation results show that the last two types of consumers place a higher value on choice flexibility. Since they also place a higher value on time flexibility, pick-up stations bring these two types higher value than the low type.
All consumers have negative waiting sensitivity ranging from $-0.308$ to $-1.032$ per hour (Row 4). Comparing this parameter to the time flexibility, for low-type consumers, the time flexibility is worth around $\frac{4.916 - 2.291}{0.308} = 8.523$ hours of waiting. In other words, a low-type consumer is willing to wait another 8.523 hours to receive her package if she can get it during after-work hours compared to daytime hours. Such cutoffs for medium-type and high-type consumers are 11.627 hours and 11.535 hours, respectively. Moreover, in general, consumers experience disutility if they need to travel longer to the pick-up station: The low-type, medium-type, and high-type consumers experience $-2.596$, $-0.991$, and $-0.106$ (Row 5) disutility, respectively, if they travel one more km to the pick-up station. A simple comparison shows that each kilometer of traveling distance is worth 0.103 to 8.429 hours of waiting depending on the type of consumers. Last but not least, we see that all consumers have higher utility for home delivery compared to station delivery holding everything else equal. Specifically, low-type, medium-type and high-type consumers have 16.574, 38.946, and 40.827 utility differentials between home delivery and station delivery (calculated by the difference between Row 6 and Row 7). Since we have controlled for the traveling distance in the pick-up option, these differences do not reflect such costs. Rather, they may indicate that consumers have inertia in switching options (since many are used to home delivery), or there are other inconveniences related to this option (e.g., they must leave home for the package and wait in the station during peak hours). Besides, these differences also include the difference in expected waiting disutilities for the in-transit period between home delivery and station delivery.

2.6 Counterfactual Policies

One reason we estimate the structural model is to use counterfactuals to explore better logistic solutions for the platform. In this section, we will use our estimated structural model
to perform several counterfactual studies. We will first present a counterfactual study to break down the value of pick-up stations into the value of time flexibility and the value of choice flexibility. We will then develop a strategy for selecting new pick-up station locations based on our estimates. Last, we will also demonstrate how to rearrange the shipping time across different types of consumers to improve sales based on our estimated logistic flexibility.

### 2.6.1 Time Flexibility and Choice Flexibility

We first use a counterfactual study to quantify the effect of pickup time flexibility and choice flexibility in driving total sales. Using our estimated structural model, we first simulate the sales before and after the introduction of pick-up stations to quantify the impact of pick-up stations in driving sales. We then repeat the same exercise but restrict the average time preference for daytime and after-work hours to be the same and equal to the weighted average time preference, which then restricts the value of the time flexibility to zero in the post-station simulation. This shows us the impact of pick-up stations in driving sales through only choice flexibility. We then compare these two simulation results to break down the impact of pick-up stations on sales into the impact of time flexibility and choice flexibility.

Specifically, in the first simulation, we randomly draw consumers’ uncertainty in Stage 1 based on Equations (2.2) and (2.3). For each consumer, we first determine the consumer’s type based on the estimated type probability in Table 2.3. We then simulate the consumer’s decisions based on her type and corresponding preference parameters in Table 2.3 for both prior-station and post-station scenarios. In the prior-station scenario, consumers are only allowed to choose between home delivery and the outside option since the station is not available to them. In the post-station scenario, consumers are allowed to choose between not only home delivery and the outside option, but also station delivery. In our second simulation, we repeat the same procedure except for one change—we assume that consumers have the
same time preference for daytime and after-work hours, which equals the weighted average of those two parameters in Table 2.3 for each corresponding type.

Table 2.4 reports the simulation results. From Panel A, the purchase probability from the Alibaba platform prior to the introduction of the station is 11.5% and this rate has increased by 2.1 percentage points (\textit{i.e.}, a 18.3% increase) to 13.6% (Column 1) after the pick-up station is introduced. Moreover, if we force the time preference to be the same across daytime and after-work hours after the station is introduced, and equal to the expectation of time preference given the distribution of delivery hours, the purchase probability for an average consumer is 12.0%. Since prior to the introduction of the station, the purchase probability is 11.5%, the choice flexibility on average increases the purchase probability by $12.0 - 11.5 = 0.5$ percentage points (Column 5, \textit{i.e.}, a 4.3% increase), while the time flexibility increases the purchase probability by $2.1 - 0.5 = 1.6$ percentage points. In other words, $\frac{1.6}{2.1} = 76.2\%$ of the purchase rate increase is from the value of pickup time flexibility, and the rest $1 - 76.2\% = 23.8\%$ is from the value of choice flexibility\textsuperscript{11}. As shown in Panel B, when the value of pickup time flexibility is zero, the purchase rate with the station delivery option would be largely reduced from 2.3% to 0.6% (Column 1 and Column 5, \textit{i.e.}, a 73.9% decrease).

\textsuperscript{11}Note that choice and time flexibility may interact in the utility function. Here we treat the impact of choice flexibility as the impact of knowing the realization of idiosyncratic shocks prior to making the decision and everything else as the time flexibility.
Similarly, from the prior-station and post-station purchase probabilities for each type of consumer in Columns 2-4 and Columns 6-8 of Panel A, we derive that the value of logistic flexibility decomposition differs across different types of consumers: pickup time flexibility accounts for 33.3%, 83.3% and 73.9% of total sales lift for low-type, medium-type, and high-type consumers respectively. That is, in medium-type and high-type consumers, the logistic flexibility is mainly driven by pickup time flexibility. In low-type consumers, since the difference between daytime receiving value and after-work receiving value is much smaller, the logistic flexibility is mainly driven by the flexibility to delay the pick-up time decisions after packages arrive, or choice flexibility. We also find that the purchase rate increase after the pick-up station is introduced mainly comes from high-type consumers since, for this type of consumer, the absolute value of logistic flexibility is the highest.

2.6.2 Pick-up Station Location Strategy

Since consumers need to pick up a package in person for station deliveries, those who are closer to pick-up stations will benefit more. However, Alibaba mostly enrolls pick-up stations by franchising without giving much consideration to locations. With the consideration of consumer-type distribution and consumer utilities of logistic flexibility, Alibaba should be able to better serve consumers by placing pick-up stations near those who are more sensitive to the opening of these stations (i.e., medium-type and high-type consumers). With this idea in mind, we use the estimated structural model to run a counterfactual logistics strategy for selecting better locations to set up new pick-up stations among potential locations in the whole city. Figure 2.5(a) shows the citywide population density map, as well as the locations of the 55 pick-up stations in the city (in blue circles). On the density plot, each bin represents the associated consumer population, and a darker bin suggests a higher population (see the color bar on the right side)
To run the counterfactual analysis of pick-up station locations, we need to know each customer’s type in the entire city in addition to the type of each customer in our estimated sample. Therefore, we first predict each consumer’s type from their purchasing records within the estimation sample based on a Bayesian method. Specifically, let $U_j$ be the set of order decisions that consumer $j$ chooses. If the consumer $j$ is in type $k$, the probability of her logistic choices can be written as

$$Pr_j(\Theta_k) = \prod_{i \in U_j} Pr_i(c_{ij}, \Theta_k).$$

Therefore, based on her purchase history $U_j$, the posterior probability for consumer $j$ to be in type $k$ can be written as:

$$Pr_j(\text{Type} = k) = \frac{Pr_j(\Theta_k)}{\sum_{m=1}^{3} Pr_j(\Theta_m)}, \ k = 1, 2, 3.$$ 

For each consumer in our estimation sample, we assign her to be low-type, medium-type, or high-type by comparing and selecting the type associated with the largest posterior probability. From our prediction results, 19.5% of consumers are predicted as low type, 67.7% are predicted as medium type, and 12.9% are predicted as high type, which is consistent with our estimation in Table 3.

Moreover, we also need to determine the type for all consumers in the city of Shenyang who are not in our estimation sample. Since we don’t observe logistic choices for consumers outside our estimation sample, we are not able to estimate consumer type using the above method. Therefore, we use the following logistic regression to extrapolate consumer type from the estimation sample for the whole city given consumers’ previous aggregated purchasing
information from Alibaba:

\[ Pr_i(\text{Type} = k) = \frac{\exp(\beta_k Z_i)}{1 + \sum_m \exp(\beta_m Z_i)}, \]

where \( Z_i \) is the vector of demographics including the consumer's average total value in a package, the average value per item in a package, the average value for the most expensive item in a package, and the average total monthly purchases. The average values are measured during the observation period from June 2019 to December 2019. Using the logistic regression, we extrapolate consumer type for the entire city including 47,920 locations and 7,141,676 consumers. After the extrapolation, 5.2% consumers are assigned to the low type, 85.7% are assigned to the medium type, and 9.2% are assigned to the high type.

Figure 2.5: Picking Better Locations of Pick-up Stations (length/height of one grid: 0.1 km)
With each consumer’s predicted type and corresponding preference parameter, we then use a greedy algorithm to rearrange the locations of these newly introduced 55 pick-up stations over potential locations in the whole city to maximize the overall consumer purchase probability after the introduction of stations. We fix the locations of all other stations and only move the locations of the 55 new stations. In this greedy algorithm, we select the locations of pick-up stations sequentially. In selecting the location of the first pick-up station, we search through each possible location in our grid map and calculate consumers’ corresponding travel distances to that location. For each location, we then compute each consumer’s utility by Equation (2.2)-(2.4) and in turn her overall purchase rate across home and station delivery by Equation (2.5). Finally, we calculate the average purchase rate among all consumers and select the best location of the first pick-up station by searching through each possible location and choosing the one with the largest average purchase rate. In selecting the location of the second pick-up station, we again search among all potential locations. Since we have already selected a location, this time consumers’ corresponding travel distances to the closest station under each potential location are calculated by the minimum value between the distance to this potential location and the distance to the previously selected locations. Then we repeat the same process as the previous step to get the best location of the third pick-up station. In choosing the locations of the 3rd to the 55th pick-up stations, we repeat the same step 53 times.

Figure 2.5(b) shows our rearranged pick-up station locations (in red triangles) along with their original locations (in blue circles) and the population density map. Our location strategy concentrates more on grids with higher consumer density compared to the original station distribution of Alibaba. For example, the locations in eastern rural areas are moved to the northwest where consumer density is much higher. We also demonstrate the marginal sales lift as new stations are gradually introduced using our greedy algorithm in Figure 2.5(c).
Table 2.5: Performance of Location Counterfactuals

<table>
<thead>
<tr>
<th>Panel A: Without effective distance</th>
<th>Before</th>
<th>After</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purchase rate</td>
<td>0.097</td>
<td>0.099</td>
<td>0.002</td>
</tr>
<tr>
<td>Annual GMV (million)</td>
<td>33,247</td>
<td>33,945</td>
<td>698</td>
</tr>
<tr>
<td>Daily consumer welfare</td>
<td>262.88</td>
<td>268.24</td>
<td>5.36</td>
</tr>
<tr>
<td>95% group daily welfare</td>
<td>41.23</td>
<td>44.00</td>
<td>2.77</td>
</tr>
<tr>
<td>75% group daily welfare</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: 1 km effective distance</th>
<th>Before</th>
<th>After</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purchase rate</td>
<td>0.087</td>
<td>0.093</td>
<td>0.006</td>
</tr>
<tr>
<td>Annual GMV (million)</td>
<td>33,247</td>
<td>35,535</td>
<td>2,288</td>
</tr>
<tr>
<td>Daily consumer welfare</td>
<td>234.59</td>
<td>252.18</td>
<td>17.59</td>
</tr>
<tr>
<td>95% group daily welfare</td>
<td>27.71</td>
<td>35.90</td>
<td>8.19</td>
</tr>
<tr>
<td>75% group daily welfare</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note: Annual GMV is measured in CNY. Consumer welfare is measured in CNY per consumer per day.

Specifically, the blue dashed line shows the average purchase rate among all consumers (i.e., consumers inside and outside our estimation sample) with the original 55 pick-up station locations (0.097), and the red dots mark the average purchase rate when we gradually add pick-up stations to locations selected by our greedy algorithm. Panel A of Table 2.5 summarizes the purchase rate before and after the rearrangement. After rearranging the locations of these pick-up stations, the average purchase rate would increase to 0.099, representing a 2.1% sales lift compared to the original locations (Row 1 of Panel A). Considering the annual GMV in the city (33,247 million CNY), our back-of-envelope calculation shows that the rearrangement could potentially increase annual sales by $33,247 \times 2.1\% = 698$ million in CNY (Row 2 of Panel A).

More importantly, as shown in Figure 2.5(c), there is diminishing marginal return in adding new pick-up stations and we can reach the original purchase probability using just 24 new locations based on our rearrangement strategy. This represents a 56.4 percentage reduction in the number of pick-up stations required. These 24 station locations (in red circles) as well as the locations of the original pick-up stations are shown in Figure 2.5(d). Compared with the station locations in Figure 2.5(b), Figure 2.5(d) focuses on locations in the center of the city where more population is covered. As a robustness analysis, we also conduct
the counterfactual exercise under the assumption that stations have an effective distance of 1.00 km, which matches the distance scope of our structural estimation. The performance is summarized in Panel B of Table 2.5. After the rearrangement, the increase in average purchase rate would be even higher (from 0.087 to 0.093, or a 6.9\% sales lift, Row 1 of Panel B). Besides, we can reach the original purchase probability using just 20 new locations based on our strategy (or a 63.6\% reduction).

Last but not least, we calculate the welfare implications of our counterfactual policy. For each consumer, we draw a simulation to estimate the average daily consumer welfare, where we randomly draw the consumer’s idiosyncratic shock for station delivery, home delivery, and the outside option. The utilities are calculated from Equation (2.2), (2.3), and (2.4). Since we do not have price data in our sample, we then use the price coefficient of $-0.040$ (for 100 CNY) estimated by [96] to calculate consumer welfare\footnote{This number is also consistent with the range of price coefficient estimated in [97], which is between $-0.28$ and $-0.12$ for 100 USD, or between $-0.045$ and $-0.019$ for 100 CNY.}. We divide the utilities by this price coefficient and find the increase in consumer welfare to be 5.36 CNY per consumer per day (or equivalently, a 2.0\% increase, Row 3 of Panel A). We also include different majority groups in quantiles for consumer welfare by computing the average daily consumer welfare for each group. For a 95\% (with the top 5\% outlier excluded) majority group, the welfare improvement would be 2.77 CNY (or 6.7\%, Row 4 of Panel A) per consumer per day, and the average improvement is zero for a 75\% majority group (Row 5 of Panel A).

\subsection*{2.6.3 Shipping Window Strategy}

Our estimated structural parameters also provide us with consumers’ time preferences, which allows us to improve the existing shipping strategy. In this counterfactual analysis, we will redesign the shipping strategy by reassigning the delivery time across consumers under the
constraint of delivery capacity. We assume the platform can only decide the time windows but not the exact delivery time of each consumer because the latter depends on many operational details, such as routing and traffic, over which the platform has no control. Therefore, we divide the delivery time into two delivery windows since the distribution of delivery time is bimodal with one peak in the morning and another in the afternoon. In order to do so, we estimate a Gaussian mixture model under two classes (see Appendix B.4 for the distribution of the estimated Gaussian mixture model), and each class represents the normal distribution of delivery time in one time window.

The number of deliveries in the first delivery window takes a proportion of 53.0% among all deliveries. The delivery time in this time window follows a Gaussian distribution with the mean time of delivery at 11:19 a.m. and a standard deviation of 1.855 hours. Thereafter, we call this time window “the morning delivery window”. The second delivery window takes a proportion of 47.0%. It follows a distribution with the mean time of delivery at 5:02 p.m. and a standard deviation of 1.815 hours. Thereafter, we call this delivery window “the afternoon delivery window”. We then fix the delivery capacity by assuming that 53.0% and 47.0% as the capacity constraints for the morning delivery window and the afternoon delivery window. In other words, 53.0% deliveries should be in the morning and 47.0% deliveries should be in the afternoon. If a consumer is assigned to the morning delivery window, the exact delivery time follows the first normal distribution. If the consumer is assigned to the afternoon window, the exact delivery time follows the second normal distribution. Note that compared to previous sections where we assume the distribution of delivery time is homogeneous to all consumers, this exercise will assume delivery time is homogeneous to customers within their fixed time window.

Under this new delivery time distributions and the corresponding capacity constraints, we then try to optimally rearrange consumers’ delivery windows between morning and afternoon.
delivery windows. Let \( \mathbf{P}_L = (P^L_0, P^L_1) \), \( \mathbf{P}_M = (P^M_0, P^M_1) \), and \( \mathbf{P}_{HH} = (P^{HH}_0, P^{HH}_1) \) be vectors representing the purchase probabilities for different types of consumers, where \( P^k_i \) is the purchase probability for type \( k \) consumers who are assigned to the delivery window \( i \), \( i = 0, 1 \) represents a delivery window in morning or afternoon, and \( k = L, M, HH \) represents a consumer type as low-type, medium-type, or high-type, respectively. Similarly, let \( \mathbf{w}_L = (w^L_0, w^L_1) \), \( \mathbf{w}_M = (w^M_0, w^M_1) \), and \( \mathbf{w}_{HH} = (w^{HH}_0, w^{HH}_1) \) be vectors representing the proportions of the population allocated to morning and afternoon delivery windows for low type, medium type, and high type consumers, respectively. Let \( \tau_0 = 53.0\% \) and \( \tau_1 = 47.0\% \) be the capacities for the morning delivery window and the afternoon delivery window. Let \( \eta^L = 5.2\% \), \( \eta^M = 85.7\% \), and \( \eta^{HH} = 9.2\% \) denote the proportions of consumers in low type, medium type, and high type in the entire city, where the proportions of consumer types have been calculated in Section 2.6.2. The objective of the optimization problem for shipping window rearrangement is to maximize the purchase rate in the entire city and can be written as:

\[
\max_{\mathbf{w}_L, \mathbf{w}_M, \mathbf{w}_{HH}} (\mathbf{P}_L, \mathbf{P}_M, \mathbf{P}_{HH})^T (\mathbf{w}_L, \mathbf{w}_M, \mathbf{w}_{HH})
\]

subject to

\[
\sum_{k \in \{L, M, HH\}} w^k_i \leq \tau_i, \quad i \in \{0, 1\}
\]

\[
\sum_{i \in \{0, 1\}} w^k_i = \eta^k, \quad k \in \{L, M, HH\}
\]

\[
w^k_i \in [0, 1], \quad i \in \{0, 1\}, \quad k \in \{L, M, HH\}
\]

The objective function is the purchase rate in the city, which equals the product of calculated purchase probabilities associated with each delivery window per consumer type, and the proportion of the population allocated to each delivery window for different types of consumers. The first row in the optimization constraints represents the set of delivery capacity constraints. The second row represents the constraints that after allocation, the population for morning
Table 2.6: Delivery Windows Counterfactuals

Panel A: Parameters and results

<table>
<thead>
<tr>
<th></th>
<th>Purchase probability ( P_k^i )</th>
<th>Delivery window allocation ( w_k^i )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Morning delivery window ( i = 0 )</td>
<td>Afternoon delivery window ( i = 1 )</td>
</tr>
<tr>
<td>Low type ((k = L))</td>
<td>0.262</td>
<td>0.345</td>
</tr>
<tr>
<td>Medium type ((k = M))</td>
<td>0.032</td>
<td>0.182</td>
</tr>
<tr>
<td>High type ((k = HH))</td>
<td>0.012</td>
<td>0.348</td>
</tr>
</tbody>
</table>

Panel B: Comparison of Performance

<table>
<thead>
<tr>
<th></th>
<th>Before</th>
<th>After</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purchase rate</td>
<td>0.119</td>
<td>0.129</td>
<td>0.01</td>
</tr>
<tr>
<td>Annual GMV (million)</td>
<td>33,247</td>
<td>36,040</td>
<td>2,793</td>
</tr>
<tr>
<td>Daily consumer welfare</td>
<td>327.22</td>
<td>359.99</td>
<td>32.77</td>
</tr>
<tr>
<td>95% group daily welfare</td>
<td>138.23</td>
<td>160.09</td>
<td>21.14</td>
</tr>
<tr>
<td>75% group daily welfare</td>
<td>5.07</td>
<td>7.04</td>
<td>1.97</td>
</tr>
</tbody>
</table>

Note: Annual GMV is measured in CNY. Consumer welfare is measured in CNY per consumer per day.

and afternoon delivery windows should be equal to the total population of each consumer type. Finally, the third row shows the constraints for the feasible sets of \( w^L \), \( w^M \), and \( w^{HH} \).

In Column 1-2 of Panel A of Table 2.6, we first report the calculated value of \( P^L \), \( P^M \), and \( P^{HH} \). The purchase probabilities are slightly different with Equation (2.5) in Section 2.5.1, since consumer \( j \) chooses only between home delivery option and the outside option, and can be written as:

\[
P_{ij} = \frac{\exp(v_{ij}^H)}{1 + \exp(v_{ij}^H)}.
\]

We then report the optimization results for the optimized delivery window allocation \( w^L \), \( w^M \), and \( w^{HH} \) in Column 3-4 of Table 2.6. Under the Gaussian mixture model, the purchase rate is 0.119. If we rearrange delivery windows, the purchase rate would be increased to 0.129 (or equivalently, increased by 8.4%, Row 1 of Panel B). Considering the annual platform GMV in the city (33,247 million CNY), this strategy could potentially increase annual sales.

\[^{13}\text{Note that } P^L, P^M, P^{HH} \text{ is not a function of delivery time rearrangement } (w^L, w^M, w^{HH}) \text{ since we have assumed that the delivery time capacities in each time window do not change. If our strategy allows not only rearranging customers but also changing delivery time capacities in each time window, the optimization problem will become much harder since the purchase rate will then depend on the delivery capacity rearrangement.}\]
by $33,247 \times 8.4\% = 2,793$ million (Row 2 of Panel B) in CNY. Similar with Section 2.6.2, we draw 10,000 simulations for each consumer type in each delivery window to estimate the average daily consumer welfare from the utilities of home deliveries in Equation (2.3). We also show the consumer welfare for the whole population and each majority group. After the rearrangement, the average daily consumer welfare would be increased by 32.77 CNY per consumer for the whole population (or 10.0%, Row 3 of Panel B). For a 95% majority group and a 75% majority group, the welfare improvement would be 21.14 CNY (or 15.3%, Row 4 of Panel B) and 1.97 CNY (or 38.9%, Row 5 of Panel B) per consumer per day.
Chapter 3

Conclusion

This dissertation contributes to the emerging operations issues on data-driven platforms and digital operations by examining in-warehouse worker behavior and out-of-warehouse customer behavior in the last mile of logistics. In Chapter 1, we study how algorithmic (vs. human-based) task assignment processes change workers’ fairness perceptions and productivity. In Chapter 2, we use the introduction of local pick-up stations to study the impact of improving logistic flexibility on customer behavior in online retailing.

We study the impact of algorithmic (vs. human-based) work assignment on assignment recipients’ fairness perceptions and productivity in Chapter 1. In two randomized field experiments, we randomly assigned picking workers in one of Alibaba’s warehouses to receive tasks either from an algorithm or from a human distributor. Combining performance data from Alibaba’s digital labor system with survey responses, we present several findings.

First, we find that assignment recipients’ fairness perceptions change with the framing of how their tasks are determined. In our field setting where workers believe that task assignments should prioritize equality over consideration of personal characteristics, receiving tasks from
an algorithm increases workers’ perceived fairness by 0.94-1.02 standard deviations (depending on the inclusion of control variables), relative to receiving tasks of an identical nature from a human. While we sought to ensure that tasks were distributed to workers in both groups using the same underlying rule, workers may believe that algorithms can apply rules consistently across workers and treat everyone equally but human distributors have the discretion to favor some workers, as our interviews suggest.

Second, we find that the two types of task assignment methods have an economically meaningful difference in productivity: workers’ picking efficiency increases by 15.56%-17.86% when pick lists are assigned by an algorithm than when pick lists are assigned by a human distributor. This is driven by the positive effect of fairness perceptions on productivity. Using the IV approach, we estimate that a one-standard-deviation increase in perceived fairness is associated with a boost of picking efficiency by 12.97%-16.98%.

In addition, we find that the effects of algorithmic assignment on fairness perceptions and productivity are not limited to the first experiment day when workers might find algorithmic assignment novel but persist on later days after workers have gained more experience with it. Our analysis of heterogeneous treatment effects provides suggestive evidence that the positive effects of algorithmic assignment (relative to human-based assignment) on fairness perceptions and productivity hold when workers experience particularly high or low task difficulty, and are stronger among workers who reported being more (vs. less) upset about receiving difficult tasks.

We conducted two auxiliary online experiments. Similar to Chinese picking workers in our collaborating warehouse, U.S. survey respondents also believe that it is more important for a task assignment process to maintain equality than to consider task recipients’ unique characteristics. They expect algorithms to be better at delivering equal treatments across
workers than human task distributors. As a generalization of our finding about perceived fairness in the field experiments, our online experiments reveal that people in Western culture also perceive an algorithmic assignment process to be fairer than a human-based assignment process, even when assignment outcomes are the same between these two processes.

Our research has important practical implications. First, our results highlight that when algorithms are applied to solve operational problems, they can have broader impacts beyond offering greater efficiency and accuracy than humans. Managers may want to introduce algorithmic assignment processes to reap their benefits on fairness perceptions and productivity. Second, our ability to observe productivity differences between groups even when the algorithm and human distributors assigned objectively comparable pick lists suggests that the framing and people’s beliefs about an assignment process also matter to productivity. This insight encourages managers to find the most motivating framing of task assignment processes for their workers and to understand their workers’ beliefs about different allocation processes. Third, our results underscore the important role of psychological factors such as fairness perceptions in driving workers’ motivation and productivity. Simple strategies like drawing employees’ attention to algorithmic task assignment processes that are used in their organizations may lead employees to perceive their managers as caring about fairness, which could be beneficial for employees’ performance.

In contrast with past literature in e-commerce logistics that generally focuses on shipping speed improvement, in Chapter 2, we study an alternative core aspect of delivery experience to lift sales—improving logistic flexibility. Using the introduction of pick-up stations as a natural experiment to consumers, we demonstrate via a DiD approach that pick-up station opening has increased the sale by 3.8%, and this increases come mostly from existing consumers. We also provide suggestive evidence that shipping speed is not the primary driver of this sales lift, and instead, logistic flexibility could be the main mechanism.
To further study the impact of logistics flexibility on consumer behaviors, we develop and estimate a two-stage structural consumer choice model that describes how logistic flexibility may affect consumers’ purchase decisions. From the structural estimation, we find that there are three classes of consumers. For all three classes of consumers, the after-work period is generally preferred over the daytime period. Moreover, our model estimation shows that consumers differently value two types of logistic flexibility—pickup time flexibility and choice flexibility: 76.2% of purchase rate improvement brought by pick-up stations is from the value of pickup time flexibility, and the rest is from the value of choice flexibility. Moreover, compared to the majority segment (71% of consumers), the two smaller segments (19% and 11% of consumers, respectively) place a higher value on choice flexibility and time flexibility. That is to say, the pick-up station is most valuable for these two segments.

In addition, we use two counterfactual studies to improve the logistic decisions based on our estimation results. First, we demonstrate that better relocating pick-up stations using our estimates can improve the purchase rate by 2.1%-6.9% with the same number of pick-up stations or reduce the number of pick-up stations by 56.4%-63.6% while maintaining the purchase rate. The consumer welfare would be increased by 2.0%-7.5%. Second, we also re-design a counterfactual shipping policy without changing the delivery capacity based on our estimated consumers’ time preferences. We demonstrate that this counterfactual policy could improve sales by 8.4% and improve consumer welfare by 10.0%. Our back-of-envelope calculations show that these counterfactual policies could potentially create billions in annual sales increases in CNY for the platform.

Chapter 1 opens up avenues for future research. First, previous work in algorithmic bias suggests that algorithms at times exhibit discrimination towards females and underrepresented racial minorities [12, 14, 16, 17]. It would be interesting to examine whether females and racial minorities express different sentiments towards algorithmic assignment compared to
males and those who are not racial minorities. Prior research suggests that compared with males, females care more about procedural fairness [98], put greater emphasis on equal opportunity for all [99], and are more inequality averse in economic experiments [100]. In our context, given that we propose people view algorithmic assignment as fairer than human-based assignment when they particularly care about equality (over other values), the positive effect of algorithmic assignment on perceived fairness may be larger among females than males. Consistent with this speculation, we find that algorithmic assignment has a directionally larger impact on fairness perceptions among females than among males, but the difference is not statistically significant (see Appendix A.8).

Second, while we deliberately tone down the impact of operational transparency in our field experiments so as to focus on perceived fairness as the underlying mechanism (as discussed in Section 1.4.1), it would be valuable for future research to vary the level of transparency in algorithmic and human-based assignment processes and understand the role of transparency in driving people’s responses to algorithmic decision making in other settings. Third, since most workers only participate in our main field experiment for no more than two days, we do not have enough samples to examine how the effects of algorithmic (vs. human-based) assignment on fairness and productivity change in the long term. Besides, our field experiments only involve temporary workers. We encourage future research to study how workers’ responses to algorithmic decision-making processes change over time as well as whether regular workers’ prior work experiences moderate such responses.

Although Chapter 2 makes significant progress in modeling the value of logistic flexibility, it also has certain limitations that point to promising future research directions. First, it would be interesting to see how consumer demographics, such as gender, age, education level, and where and when they work, could affect their value of logistic flexibility. Understanding this heterogeneity would help the platform better customize logistic policy. Second, we
assume that consumers have same value of logistic flexibility across days and value of items, ignoring the difference between workdays and holidays as well as low-value and high-value items. Future research may investigate how the differences in time and purchased items affect consumers’ value of logistic flexibility. Third, while our research focuses on the additional logistics flexibility introduced by pick-up stations, these stations could also change consumers’ shipping experiences in other dimensions. For example, pick-up stations may increase the safety of packages, and it would be interesting to study how consumers react to changes brought by pick-up stations in other dimensions. Finally, our study focuses on the city of Shengyang, which is one of the largest cities in China. It is important to also study the value of logistic flexibility in rural areas, and in cities in other countries such as the U.S., where it is easier to leave the package in front of the door when no one is at home.
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Appendix A

Appendix for Chapter 1

Appendix A.1: Pick List Example

Figure A.1: Pick List Example
Appendix A.2: Second Field Experiment as Replication

We conducted another experiment from December 27\textsuperscript{th}, 2019 to January 5\textsuperscript{th}, 2020 to replicate the main results that we report in the paper. The second experiment involved 20 temporary picking workers. We randomly assigned them into either the algorithm group or the human group. The experimental design was the same as what we described in 1.4.1. These workers completed 3,181 pick lists in total. The sample size of workers was smaller in the second experiment than the first experiment because (1) we could only run the second experiment for 10 days before a large sales period started on January 6\textsuperscript{th}, 2020 and (2) the warehouse reduced labor floating, meaning that workers came to work for more days during the second experiment and consequently leaving us with fewer unique workers. Due to the small sample size of workers, we focus on replicating main effects, rather than heterogeneous treatment effects across different types of workers.

We distributed surveys at the end of each day to workers who worked at the warehouse that day. To assess their fairness perceptions, we asked workers two questions that contrasted algorithmic vs. human-based assignment processes. The first question asked workers, “Which assignment process do you think is fairer, algorithmic assignment or human-based assignment?” This question was measured on a five-point scale, with the anchors ranging from 1 (“Definitely algorithmic assignment”) to 5 (“Definitely human-based assignment”) for all workers. The second question was the same as the second question in the first experiment (see Table 1.1). For workers in the algorithm group, we reverse coded their answers to both questions; for workers in the human group, we made no adjustment to their original answers. Therefore, for workers in both groups, a higher (vs. lower) value on a question indicates that the worker more strongly viewed their current assignment process as fairer than the alternative process. The correlation between workers’ responses to these two fairness questions (after reverse...
Table A.1: The Effects of Algorithmic (vs. Human-based) Assignment on Perceived Fairness and Productivity and IV-Estimated Effect of Perceived Fairness on Productivity (Replication)

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Standardized perceived fairness</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) (2) (3)</td>
<td>(4) (5) (6) (7) (8) (9)</td>
</tr>
<tr>
<td>Algorithm</td>
<td>1.09*** (0.35)</td>
<td>1.21*** (0.36)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.04*** (0.33)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.94*** (0.31)</td>
</tr>
<tr>
<td>Standardized perceived fairness</td>
<td>1.13*** (0.34)</td>
<td>1.10*** (0.35)</td>
</tr>
<tr>
<td></td>
<td>0.98*** (0.32)</td>
<td></td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Hour fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Pick list controls</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>87</td>
<td>3,181</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency in the human group was 5.03. Average picking efficiency across algorithm and human groups was 5.57.

coding) was high (r = 0.84; p < 0.0001). Following the same procedure as described in 1.4.2, we created a score of *Standardized Perceived Fairness* for each worker each day. The survey also asked the same set of demographics as the survey described in the paper.

We analyze the effect of algorithmic (vs. human-based) assignment on fairness perceptions using specification (1). As shown in Columns 1-3 of Table A.1, receiving pick lists from an algorithm significantly increases workers’ perceived fairness about their assignment process by 1.09-1.13 standard deviations (depending on what we control for), compared to receiving pick lists from a human distributor (all p-values < 0.003).

We then analyze the effect of algorithmic (vs. human-based) assignment on productivity using specification (2). As shown in Columns 4-6 of Table A.1, algorithmic assignment treatment significantly improves workers’ productivity by 19.48-24.06% (depending on control variables), relative to the average picking efficiency of 5.03 in the human-based assignment group (all p-values ≤ 0.002).

Columns 7-9 in Table A.1 shows the average treatment effect of perceived fairness on productivity using IV estimation based on specifications (3)-(4). As perceived fairness increases by one standard deviation, worker productivity is estimated to significantly increase
by 16.88-21.54%, relative to the average picking efficiency of 5.57 across the algorithm and human groups (all p-values < 0.003).

Appendix A.3: Discussion about Interference Between Workers

A.3.1. Discussion about Potential Alternative Experiment Designs

We consider our experimental design (similar to [45, 46]), whereby workers in the same work location were assigned to one of two experimental conditions, the cleanest among all feasible approaches. Other experimental designs that may avoid potential interference between workers are unfortunately not feasible in our case. For example, running the experiments across multiple warehouses and assigning workers to the human or algorithm condition at the warehouse level could reduce communications across conditions. However, picking tasks usually differ greatly across warehouses in terms of the number of items per pick list, the number of stocking positions covered, and walking distance, which could all affect productivity. Thus, we would have to run our experiments in a very large number of warehouses to have a comparable set of control versus treatment warehouses, which would not have been logistically infeasible based on Cainiao’s priorities at the time of our experiments.

Another alternative design is to run the experiments in one warehouse and randomly assign different days (rather than workers) into one of the two conditions. Though this approach avoids co-location of the algorithm and human groups, it introduces two significant limitations in our setting. First, workers who work in a warehouse for multiple days would likely experience both the algorithm and human conditions in this alternative design, in which case interference
between conditions could arise because workers’ experiences with one condition may affect their perceptions and behavior in the other condition. Second, in our setting, picking tasks differ substantially across work days (e.g., promotion days versus non-promotion days). Considering the frequency of promotions for various product categories at Alibaba, we need to run our experiments for at least a few months to get a comparable set of work days assigned to the algorithm group versus the human group, which is infeasible in our setting.

A.3.2: Check Interference Between Workers via a Statistical Test

To perform the test recommended by [44] for our main field experiment, we first randomly select 12 workers from the human condition as the fixed subset. The remaining 38 workers belong to our variant subset. Then we draw 1,000 simulations on the experimental condition of the variant subset. In each simulation, we randomly select 25 workers from the variant subset to be in the algorithm condition and 13 workers to be in the human condition. For each simulation and for each day during our field experiment, we calculate the *simulated daily algorithmic treatment rate*, which equals the proportion of workers who were assigned to the algorithm condition in the simulation among all workers coming to work that day. Then for each simulation, we compute the Spearman’s rank correlation coefficient $\rho$ between the picking efficiency associated with pick lists assigned to workers in the fixed subset and the simulated daily algorithmic treatment rate.

Across 1,000 simulations, we obtain 1,000 values of $\rho$. We plot the distribution of $\rho$ in Figure A.2(a). Since workers in the variant subset were purely randomly assigned to the algorithm vs. human condition in each simulation and 1,000 simulations were independent, Figure A.2(a) presents the approximate distribution of $\rho$ associated with the null hypothesis that interference on productivity between workers did not occur for workers in the human group.

[100]
Figure A.2: Distributions of Rank Correlation Coefficients Across 1,000 Simulations and the Observed Coefficients

The dashed line in Figure A.2(a) represents the observed correlation coefficient $\rho$ in our first field experiment. The observed $\rho$ is around the center of null distribution, yielding $p = 0.82$ in a two-tailed test (since we do not know a priori whether the observed correlation would be negative or positive). Therefore, we cannot reject the null hypothesis at the 5% level that there is no interference on productivity for workers in the human group.

Using these 1,000 simulations, we perform a similar test on perceived fairness. For each simulation, we compute the Spearman’s rank correlation coefficient $\rho$ between the perceived fairness of each worker in the fixed subset on a day and the simulated daily algorithmic treatment rate that day. We plot the distribution of $\rho$ in Figure A.2(b). The observed $\rho$, as indicated by the dashed line, is again close to the center of sharp null distribution, yielding $p = 0.86$ in a two-tailed test. Thus, we cannot reject the null hypothesis at the 5% level that there is no interference on fairness perceptions for workers in the human group.

So far, we have done 1,000 simulations by taking the same set of 12 workers in the human group as the fixed subset. To confirm the robustness of our test, we randomly draw 12 workers from 25 workers in the human group as the fixed subset for 1,000 times. Each time
we randomly select a fixed subset, we repeat the process described above involving 1,000 simulations and obtain two p-values (one for productivity and one for perceived fairness). Figure A.3(a) shows the distribution of p-values for the interference test on productivity across 1,000 draws of fixed subsets. The p-values from our 1,000 draws of fixed subsets are smaller than 0.05 only 3.70% of the time, lower than 5% (the chance level for p-values to fall below 0.05 under uniform distribution). This suggests that the productivity of workers in the human group is unlikely to have been affected by the interference between the algorithm group and the human group.

Figure A.3(b) shows the distribution of p-values for the interference test on fairness across 1,000 draws of fixed subsets. The p-values from our 1,000 draws are smaller than 0.05 only 2.10% of the time, lower than the chance level of 5% under uniform distribution. This suggests that the perceived fairness of workers in the human group is unlikely to have been affected by the interference between the algorithm and human groups.

We next check the existence of interference for workers in the algorithm group. We follow the same steps as described above, except that we randomly select 12 workers from the algorithm condition as the fixed subset in each of the 1,000 draws. Figure A.4(a) shows the distribution of p-values for the interference test on productivity across 1,000 draws of fixed
subsets. None of the p-values from the 1,000 draws is smaller than 0.05. Figure A.4(b) shows the distribution of p-values for the interference test on perceived fairness across 1,000 draws of fixed subsets. Only 0.2% of p-values from the 1,000 draws are smaller than 0.05. Thus, we further confirm that the productivity and fairness perceptions of workers in the algorithm group are unlikely to have been affected by the interference between the algorithm group and the human group.

Appendix A.4. Separately Examining the Two Questions

Measuring Fairness Perceptions

In this section, we check the results about fairness perceptions separately using the first versus second question that measures perceived fairness (see Table 1.1), since one may be concerned that the second question does not directly measure workers’ fairness perceptions. We show that our results about fairness perception are largely robust to using only the first question.

In the first field experiment, the first question asked workers whether they thought it would be fairer to assign pick lists using the alternative process than using their current process.

Figure A.4: Distributions of p-values for the Interference Test (Algorithm Group)
Specifically, workers in the algorithm group were asked, “Do you think it would be fairer if pick lists were assigned by a human distributor?”; and workers in the human group were asked, “Do you think it would be fairer if pick lists were assigned by an algorithm?” Workers in both groups responded using a five-point Likert scale from 1 (“Definitely would”) to 5 (“Definitely would not”). We constructed Standardized perceived fairness Q1 (or Standardized perceived fairness Q2), which equaled each worker’s response to the first question (or the second question) divided by the standard deviation of the responses in the whole sample. As shown in Column 1 of Table A.2, the effect of algorithmic assignment on perceived fairness about worker’s assignment process is positive but not statistically significant if we only use the first question to measure fairness perceptions ($p = 0.38$). If we use the second question to measure fairness perceptions, algorithmic assignment significantly increases perceived fairness by 1.36 standard deviations ($p < 0.0001$ in Column 4 of Table A.2). We speculate that the first question alone does not yield a statistically significant effect on fairness perceptions because half (50.93%) of the responses were 3 (the middle option of the five-point scale), indicating a neutral preference between the current and alternative assignment processes.

Table A.2: The Effects of Algorithmic (vs. Human-based) Assignment on Perceived Fairness (Based on the First vs. Second Question)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Standardized perceived fairness Q1</th>
<th>Standardized perceived fairness Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>First experiment</td>
<td>Second experiment</td>
</tr>
<tr>
<td>Algorithm</td>
<td>0.23 (0.26)</td>
<td>1.02*** (0.38)</td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>106</td>
<td>87</td>
</tr>
</tbody>
</table>

Note: *$p<0.1$; **$p<0.05$; ***$p<0.01$; ****$p<0.001$. 
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We actually noticed that many people chose the middle option in the first field experiment after we collected data. We thought it may be because the anchors on our Likert scale did not make the current and alternative assignment processes clear. Thus, to reduce the chance that workers simply picked the middle option, we made a small change to the anchors of the first question in the second experiment. The question itself was almost identical as before and asked workers, “Which assignment process do you think is fairer, algorithmic assignment or human-based assignment?” But this time, we explicitly labeled each anchor with an assignment process, such that 1 = “Algorithmic assignment is obviously fairer”, 2 = “Algorithmic assignment is slightly fairer”, 3 = “They are equally fair”, 4 = “Human-based assignment is slightly fairer”, and 5 = “Human-based assignment is obviously fairer”. The second question was identical between the first and second field experiments. As shown in Columns 2 and 5 of Table A.2, regardless of whether we use the first or second question, the algorithmic assignment significantly increases fairness perceptions to a similar extent (around one standard deviation) in the second experiment (p = 0.009 in Column 2 and p = 0.0007 in Column 5).

Further, as shown in Column 3 of Table A.2, if we combine the two field experiments and measure fairness perceptions using the first question, we also observe that the algorithmic assignment significantly improves workers’ perceived fairness about their assignment process (p = 0.007). Similarly, as shown in Column 6 of Table A.2, if we use the second question to measure fairness perceptions and analyze data from two field experiments combined, the result that algorithmic assignment significantly increases perceived fairness holds (p < 0.0001).

In addition, we test the inter-item reliability between the first and second questions. The Pearson correlation coefficient was 0.31 (p = 0.001), 0.84 (p < 0.001), and 0.53 (p < 0.001) in the first field experiment, the second experiment, and two experiments combined, respectively.
In summary, we find that (1) the first and second questions behaved similarly and were highly correlated in the second experiment, (2) the second question behaved similarly between the first and second field experiments, and (3) the first question worked well when two experiments are combined. These observations give us faith in our results about fairness perceptions.

Appendix A.1.5: Results of Interviews

In September 2020, we conducted structured interviews with 13 picking workers (61.54% females, $M_{age} = 30.54$) in the warehouse where our field experiments were implemented. The interviews lasted about 25 minutes on average. At the time of our interviews, hard-copy pick lists were printed and laid out on a table at the distribution station for workers to take. Note that the interviews took place one year after our first field experiment and eight months after our second field experiment. Considering that the workers in our field experiments were temporary workers, the workers in our interviews have a low chance of overlapping with workers in our field experiments. We could not verify this for sure since workers took our interviews anonymously and we could not match them with our field experiment data. In this online appendix, we summarized the key questions in order we asked workers, along with the key insights we gleaned from each question.

We first asked workers, “what factors usually influence your motivation and productivity?” The most frequently mentioned factors, brought up by 7 out of 13 workers, involve pick list characteristics including the number of items they have to collect and how many stocking positions they have to get products from. Another factor, which was brought up by 2 out of 13 workers, is the convenience of obtaining pick lists.
Next, we asked workers, “what factors could influence whether you find a pick list assignment process fair or unfair?” The most frequently mentioned factor, brought up by seven workers, is whether pick lists of varying task difficulty are assigned evenly across workers, especially in terms of how many stocking positions they have to get products from. In addition, some workers (n = 4) focused on the assignment process in the warehouse at the time of our interviews and complained that since pick lists were put on a table for workers to take, some of their colleagues tended to take pick lists according to their own preferences and leave harder pick lists to others, causing unfair task allocations.

Then we asked workers whether they thought the pick list assignment process would be fair or unfair if it was run by a human distributor as well as why they thought one way or the other. Among workers who indicated that a human-based assignment process might cause unfair outcomes (n = 7), most (n = 5) justified their judgment by mentioning that they believed human distributors are subject to personal biases. For example, human distributors could give easier pick lists to workers who they personally know or who they have a good relationship with. Or workers could get difficult pick lists if they refuse to do personal favors for human distributors. We found out later that among workers who indicated that a human-based assignment process would be fair (n = 6), two workers misunderstood our question. Specifically, they thought about human-based assignment as having workers take pick lists printed out by a human (i.e., the same as what was actually going on in their warehouse at the time of our interviews), rather than having a human allocate pick lists (i.e., what we were interested in knowing their thoughts about).

Furthermore, to get some sense about when workers care about fairness, we asked workers to rate how much they would care about the fairness of a pick list assignment process under three circumstances (from 1 = “Not at all” to 5 = “Very much”): their average response was 3.42 if they were paid based on the number of items they picked; 2.38 if they were paid
by hour; and 4.00 if they were paid by their performance ranking among workers in the warehouse.

Next, we asked whether they thought the pick list assignment process would be more or less fair if they could receive pick lists by scanning a bar code than if they could receive pick lists from a human distributor. Most workers (n = 10) believed the assignment process run by a machine would be fairer. When asked why they believed so, most workers (n = 8) explained that they believed an algorithmic assignment process does not follow human distributors’ personal preferences, would be able to deliver equal treatments across workers, and would not selectively favor or disadvantage certain workers.

In the end, we asked workers, “besides pick list characteristics and the assignment process, what other factors may influence your productivity?”. Common factors brought up by workers included special circumstances (whether certain products are out of stocks, whether picking carts are temporarily unavailable), physical work environment (warehouse temperature, weather), and workers’ physical well-being.

Appendix A.6. Additional Results in Heterogeneous Treatment Effects in Our Main Field Experiment

A.6.1. Heterogeneous Treatment Effects Based on Workers’ Education Level

In this section, we explore whether workers’ education levels affect how they respond to algorithmic assignment. We split our sample by education level: workers whose education level is at or below middle school form a subsample (n = 28), and workers whose education level is
Table A.3: Heterogeneous Treatment Effect Based on Workers’ Education Level

<table>
<thead>
<tr>
<th>Dependent variable: Standardized perceived fairness</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsample of workers: High school or above</td>
<td>Middle school or under</td>
</tr>
<tr>
<td>Algorithm</td>
<td>1.39***</td>
</tr>
<tr>
<td>High school or above</td>
<td>−0.35</td>
</tr>
<tr>
<td>Algorithm*High school or above</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Day fixed effects: Yes, Yes, Yes, Yes, Yes, Yes
Hour fixed effects: No, No, No, Yes, Yes, Yes
Demographics controls: Yes, Yes, Yes, Yes, Yes, Yes
Pick list controls: No, No, No, No, No, No
Observations: 52, 54, 106, 2,177, 2,238, 4,415

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency in the human group was 3.84 for workers with a high school degree or above and 4.02 for workers with a middle school degree or under.

is at or above high school form another subsample (n = 22). We separate the sample based on whether a worker achieved a degree higher than middle school because China has the nine-year compulsory education policy: citizens are required to attend school for at least nine years including six years of primary education and three years of middle school, which are all funded by the government.

As shown in Columns 1-2 of Table A.3, for both subsamples of workers, algorithmic assignment process is perceived as fairer than human-based assignment. Specifically, assigning pick lists via an algorithm (vs. via a human distributor) significantly increases workers’ fairness perceptions of their current assignment process by 1.39 standard deviations among workers with a high school degree or above (p = 0.001) and by 0.87 standard deviations among workers without a high school degree (p = 0.025). When we add an interaction between the algorithmic treatment and a dummy variable indicating whether workers had a high school degree or above to predict fairness perceptions, the treatment effect of algorithmic assignment on fairness perception is not significantly moderated by education (p = 0.17, Column 3 in Table A.3).
As shown in Columns 4-5 of Table A.3, for workers with a high school degree or above, algorithmic assignment boosts productivity by 34.90%, relative to the average picking efficiency of 3.84 among workers with at least a high school degree in the human group (p < 0.0001); however, algorithmic (vs. human-based) assignment has no significant effect on the productivity of workers without a high school degree (p = 0.37). Furthermore, as shown in Column 6 of Table A.3, the interaction between the indicator for algorithmic treatment and the indicator for having at least a high school degree is positive and significant (p = 0.026). This indicates that algorithmic assignment (vs. human assignment) improves productivity to a significantly larger extent among workers with at least a high school degree than workers with a lower level of education. This result is consistent with prior research showing that people with higher levels of education tend to have higher self-esteem, maintain a more positive evaluation of their own worth [101]; and that people with high (vs. low) self-esteem are more eager to embrace fair treatments and more likely to adjust their attitudes and effort at work based on their fairness perceptions [102]. Future research that systematically tests the role of education and the underlying reasons would be interesting.

A.6.2 Additional Information about Task Difficulty in the Main Field Experiment

To examine the relationship between picking efficiency and the number of stocking positions, we run an ordinary least squares regression to predict picking efficiency as a function of the number of stocking positions. As the number of stocking positions in a pick list increases by one, picking efficiency on average decreases by 0.17 items per minute (or 4.01% relative to the average picking efficiency in the sample; p < 0.001). Compared to a regression that only uses time fixed effects and worker demographics to predict picking efficiency, adding the
number of stocking positions as a predictor increases the $R^2$ of the regression by 0.0516. This suggests that the number of stocking positions can explain 5.16% of the variation in picking efficiency on top of day fixed effects, hour fixed effects, and worker demographics combined.

As mentioned in Section 1.6.3, we calculate the average stocking positions across all pick lists assigned to a given worker on a given day. We then categorize worker-day level observations into three groups by splitting the range between the minimum (2.41) and maximum (15.17) of average stocking positions into three equal intervals. If a worker’s average stocking positions on a day were in the interval of [2.41,6.66], (6.66,10.92], or (10.92,15.17], this worker was considered as on average facing low, medium, or high task difficulty that day, respectively. We similarly categorize pick lists into three groups by splitting the range between the minimum (1.00) and maximum (49.00) of the number of stocking positions into three equal intervals. Specifically, if the number of stocking positions in a pick list was in the interval of [1.00,17.00], (17.00,33.00], or (33.00,49.00], we deem this pick list as having a low, medium, or high task difficulty, respectively. As shown in Figure 1.2(b) in the paper and Figure A.5, compared to the distribution of average stocking positions at the worker-day level, the distribution of the number of stocking positions at the pick list level is much more positively skewed. Thus, the cutoffs used to mark the levels of task difficulty are higher at the pick list level than at the worker-day level.

In Figures A.6(a)-A.6(c), the x-axis indicates the percentage of pick lists that are deemed as high difficulty across all pick lists a worker received on a day (i.e., percentage of high difficulty pick lists), and each bar represents the number of worker-day level observations within a given subsample whose percentage of high difficulty pick lists fall into a specific range. For example, Figure A.6(a) indicates that among the worker-day subsample with low task difficulty, all of the 52 worker-day level observations have 0-2% of pick lists deemed as high difficulty. That is, no observations have more than 2% of high difficulty pick lists.
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Figure A.5: Distribution of Average Stocking Positions Across Worker-day Level Observations

(a) Worker-day Subsample with Low Task Difficulty
(b) Worker-day Subsample with Medium Task Difficulty
(c) Worker-day Subsample with High Task Difficulty

Figure A.6: Distributions of Percentage of High Difficulty Pick Lists in Three Worker-day Level Subsamples
Figures A.6(a)-A.6(c) show that if a worker-day observation is categorized into the high task difficulty subsample, the worker would be more likely to receive a higher percentage of high difficulty pick lists that day, compared to if the worker-day observation is categorized into the medium or low task difficulty subsample.

A.6.3 Heterogeneous Treatment Effects Based on Task Difficulty—Median Split

In addition to splitting the observations into three subsamples to identify particularly difficult or easy tasks, we have also done a median split to separate our observations into two subsamples. Specifically, we split the worker-day level observations based on whether a given worker’s average stocking positions on a given day was greater than the median value of 7.00. As shown in Table A.4, when workers experience below-median task difficulty (i.e., average stocking positions below or equal to 7.00), algorithmic (vs. human-based) assignment increases fairness perceptions by 1.51 standard deviations ($p < 0.001$ in Column 1). When workers experience above-median task difficulty (i.e., average stocking positions above 7.00), algorithmic (vs. human-based) assignment does not significantly increase fairness perceptions ($p = 0.14$ in Column 2). We further split pick lists based on whether the number of stocking positions in a given pick list was greater than the median value of 5.00. When workers handle tasks with below-median difficulty (i.e., the number of stocking positions no more than 5.00), algorithmic assignment significantly boosts productivity by 0.75 items per minute (or 16.48% relative to the average productivity for low difficulty pick lists in the human group; $p = 0.014$ in Column 3). This impact is not statistically significant when workers handle tasks with above-median difficulty (i.e., the number of stocking positions above 5.00; $p = 0.62$ in Column 4).
Table A.4: Effects of Algorithmic (vs. Human-based) Assignment Broken Down by Median Task Difficulty

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Standardized perceived fairness</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsample:</td>
<td>Below median task difficulty</td>
<td>Above median task difficulty</td>
</tr>
<tr>
<td>Algorithm</td>
<td>(1) (2) (3) (4)</td>
<td>(3) (4)</td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hour fixed effects</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Pick list controls</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>55</td>
<td>51</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency in the human group was 4.55 for tasks below median difficulty and 3.30 for tasks above median difficulty.

Altogether, when we split our observations into two subsamples based on the median task difficulty, the effect of algorithmic (vs. human-based) assignment seems weaker in the above-median subsample than in the below-median subsample. However, it is important to note that since task difficulty is positively skewed, especially at the pick list level (as shown in Appendix A.6.2), the above-median subsample includes the majority or all of observations in the range of medium task difficulty, whereas the below-median subsample primarily consists of observations in the range of low task difficulty. This, along with our finding in Section 1.6.3 that the effect of algorithmic assignment tends to emerge when workers are faced with particularly easy or difficult tasks (i.e., in the range of low or high task difficulty), helps explain why the effect of algorithmic assignment seems weaker in the above-median subsample than in the below-median subsample.

### A.6.4 Heterogeneous Treatment Effect Based on Sensitivity to Task Difficulty When Task Difficulty Is Above Median

In this section, we examine heterogeneous treatment effect based on sensitivity to task difficulty using only the subset of observations where task difficulty is above the median. As shown in
Table A.5, when faced with above-median task difficulty on a day, high-sensitivity workers perceive algorithmic assignment to be significantly fairer than human-based assignment by 2.34 standard deviations (p < 0.0001 in Column 1); but for low-sensitivity workers, there is no significant difference in perceived fairness between the two assignment processes (p = 0.40 in Column 2). In fact, the treatment effect of algorithmic assignment on fairness perceptions is significantly amplified among high-sensitivity workers than among low-sensitivity workers (p = 0.0006 in Column 3).

Table A.5: Heterogeneous Treatment Effect Based on Sensitivity to Task Difficulty When Task Difficulty Is Above Median

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Standardized perceived fairness</th>
<th>Picking efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subsample of workers:</td>
<td>High sensitivity</td>
<td>Low sensitivity</td>
</tr>
<tr>
<td>Algorithm</td>
<td>2.34****</td>
<td>−0.47</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td>(0.54)</td>
</tr>
<tr>
<td>High Sensitivity</td>
<td>−2.65****</td>
<td>(0.61)</td>
</tr>
<tr>
<td>Algorithm * High Sensitivity</td>
<td>2.68****</td>
<td>(0.70)</td>
</tr>
<tr>
<td>Day fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Hour fixed effects</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Demographics controls</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Pick list controls</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Observations</td>
<td>24</td>
<td>27</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. This table includes worker-day or pick list level observations that are associated with above-median task difficulty (i.e., if the average stocking positions for a worker on a day or the number of stocking positions in a pick list was above median). For pick lists whose number of stocking positions was above median, average picking efficiency in the human group was 3.59 among high-sensitivity workers and 3.10 among low-sensitivity workers.

Further, when workers handle pick lists with above-median task difficulty, algorithmic assignment boosts the productivity of high-sensitivity workers by 0.39 items per minute (or 10.86% relative to the average picking efficiency of high-sensitivity workers in the human group; p = 0.026 in Column 4), but does not significantly impact the productivity of low-sensitivity workers (p = 0.13 in Column 5). The treatment effect of algorithmic assignment
on productivity is marginally significantly amplified among high-sensitivity workers relative to low-sensitivity workers \( (p = 0.073 \text{ in Column 6}) \).

**Appendix A.7: Supplement Results of Online Experiments**

**A.7.1 Additional Results about the Experiment Reported in the Paper**

In addition to the measure described in the paper, we also measured the relative importance of equality and uniqueness using one scale. We asked participants which of the two objectives they thought the warehouse should prioritize when it comes to assign picking tasks: treating all workers equality or taking into consideration personal characteristics. The anchors on the scale ranged from 1 (“Definitely should treat all workers equally”) to 7 (“Definitely should consider workers’ characteristics”). Choosing a higher (vs. lower) value indicates that the participant put less (more) weight on equality (uniqueness). Choosing the midpoint of the scale \( (i.e., 4) \) means that the participant thought it equally important to ensure equality and consider workers’ unique characteristics. We confirm that people on average prioritize equality over uniqueness in the warehouse task assignment setting \( (M = 3.46 < 4, SD = 1.85; t(200.00) = 26.55, p < 0.0001 \text{ for a one-sample t-test}) \).

**A.7.2 Results about the Replication Online Experiment**

We conducted another online experiment that followed the same design as the online experiment reported in the paper, except that we did not present information about pick list size in this additional experiment. A total of 200 participants from Amazon’s Mechanical Turk...
comprised our study sample (38.50% female, $M_{age} = 38.925$). They were randomly assigned to either the algorithm condition ($N = 99$) or the human condition ($N = 101$).

Supporting the assumption underlying our Hypothesis 1, people view the assignment process run by a machine as more capable of preserving equality than the assignment process run by a human ($M_{algorithm} = 5.21$, $SD = 1.53$ vs. $M_{human} = 4.27$, $SD = 1.68$; $t(196.91) = 4.17$, $p < 0.0001$, Cohen’s $d = 0.59$). Following the analysis in our field experiment and online experiment reported in the paper, we constructed Standardized Perceived Fairness, which equaled Perceived Fairness divided by its standard deviation in the whole sample. In support of Hypothesis 1, participants in the algorithm condition perceived their assignment process fairer than those in the human condition ($M_{algorithm} = 3.56$, $SD = 0.87$ vs. $M_{human} = 2.98$, $SD = 1.04$; $t(193.23) = 4.32$, $p < 0.0001$, Cohen’s $d = 0.61$).

Appendix A.8: Heterogeneous Treatment Effects by Gender

In this appendix, we report findings about the heterogeneous treatment effects of algorithmic assignment based on gender in both our field and online experiments.

In terms of fairness perceptions, as shown in Columns 1-2 of Table A.6, algorithmic assignment (vs. human-based assignment) significantly improves fairness perceptions for both female workers and male workers during our main field experiment (all p-values $\leq 0.002$). The effect size seems directionally larger among females than among males. When we predict fairness perceptions as a function of gender, the algorithmic treatment, and their interaction, gender does not significantly moderate the effect of algorithmic assignment on fairness perceptions: as shown in Column 3 of Table A.6, p-value for the interaction term is 0.11. As for the online experiment reported in the paper, Columns 1-2 of Table A.7 indicate that algorithmic (vs. human-based assignment) significantly increases fairness perceptions among females (p
= 0.0012 in Column 1) but does not significantly change fairness perceptions among males (p = 0.13 in Column 2). The impact of algorithmic assignment on fairness perceptions is directionally but not significantly larger among females than among males, as shown in Column 3 of Table A.7 (p = 0.18).

In terms of productivity, as shown in Columns 4-5 of Table A.6, algorithmic assignment has a positive but not statistically significant effect among female workers (p = 0.12 in Column 4), and has a significant, positive impact among male workers (p < 0.0001 in Column 5) in our main field experiment. Notably, the estimated effect size is similar in magnitude between female workers and male workers, and the non-significant effect among females may be related to sample size: During our main field experiment, male workers on average came to work in the warehouse for 2.59 days, while female workers only worked for 1.57 days; and female workers in total contributed only 28.64% of all pick lists. Gender does not significantly moderate the effect of algorithmic assignment on productivity (p = 0.76 in Column 6 of Table A.6).
Table A.6: Effects of Algorithmic (vs. Human-based) Assignment Broken Down by Gender (Main Field Experiment)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable:</strong> Standardized perceived fairness</td>
<td><strong>Picking efficiency</strong></td>
<td><strong>Dependent variable:</strong> Standardized perceived fairness</td>
<td><strong>Picking efficiency</strong></td>
<td><strong>Dependent variable:</strong> Standardized perceived fairness</td>
<td><strong>Picking efficiency</strong></td>
<td><strong>Dependent variable:</strong> Standardized perceived fairness</td>
</tr>
<tr>
<td><strong>Subsample of workers:</strong></td>
<td>Female</td>
<td>Male</td>
<td>All sample</td>
<td>Female</td>
<td>Male</td>
<td>All sample</td>
</tr>
<tr>
<td><strong>Algorithm</strong></td>
<td>1.66***</td>
<td>0.87***</td>
<td>0.85****</td>
<td>0.82</td>
<td>0.88******</td>
<td>0.57**</td>
</tr>
<tr>
<td></td>
<td>(0.45)</td>
<td>(0.27)</td>
<td>(0.23)</td>
<td>(0.52)</td>
<td>(0.22)</td>
<td>(0.22)</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td>-0.52*</td>
<td>-0.50*</td>
<td>0.53</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.31)</td>
<td>(0.26)</td>
<td>(0.33)</td>
<td>(0.39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Day fixed effects</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Hour fixed effects</strong></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Demographics controls</strong></td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Pick list controls</strong></td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>31</td>
<td>75</td>
<td>106</td>
<td>1,214</td>
<td>3,201</td>
<td>4,415</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001. Average picking efficiency in the human group was 3.94 for female workers and 3.92 for male workers.

Table A.7: Effects of Algorithmic (vs. Human-based) Assignment Broken Down by Gender (Online Experiment)

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable:</strong> Standardized perceived fairness</td>
<td><strong>Dependent variable:</strong> Standardized perceived fairness</td>
<td><strong>Dependent variable:</strong> Standardized perceived fairness</td>
<td></td>
</tr>
<tr>
<td><strong>Subsample of workers:</strong></td>
<td>Female</td>
<td>Male</td>
<td>All sample</td>
</tr>
<tr>
<td><strong>Algorithm</strong></td>
<td>0.67***</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.19)</td>
<td>(0.18)</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td>0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Algorithm*Female</strong></td>
<td>0.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Observations</strong></td>
<td>83</td>
<td>116</td>
<td>199</td>
</tr>
</tbody>
</table>

Note: *p<0.1; **p<0.05; ***p<0.01; ****p<0.001.
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Appendix B.1. Sample Robustness

Table B.1: Impact of Pick-up stations–Sample Robustness on City

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>GMV</th>
<th>Orders</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>After</td>
<td>−62.181</td>
<td>−0.406</td>
</tr>
<tr>
<td></td>
<td>(102.478)</td>
<td>(0.538)</td>
</tr>
<tr>
<td>Station</td>
<td>1,384.067***</td>
<td>10.161***</td>
</tr>
<tr>
<td></td>
<td>(50.282)</td>
<td>(0.264)</td>
</tr>
<tr>
<td>Station*After</td>
<td>477.985***</td>
<td>1.602***</td>
</tr>
<tr>
<td></td>
<td>(70.902)</td>
<td>(0.372)</td>
</tr>
<tr>
<td>Relative Effect Size</td>
<td>10.5%</td>
<td>4.9%</td>
</tr>
<tr>
<td>Time fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Area fixed effects</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>1,097,100</td>
<td>1,097,100</td>
</tr>
</tbody>
</table>

Note: *p<0.05; **p<0.01; ***p<0.001. The sample is based on another city (Hangzhou) during the same period, the average of GMV was 4543.372, the average of Orders was 32.884.
Appendix B.2: Parallel Trend in Pre-treatment Period

To examine the assumption that the parallel trends assumption is satisfied, following [74], we run the following analogue of our main specification in the pre-treatment period:

\[ \text{Outcome Variable}_{it} = \beta_1 \times \text{Days}_{it} + \beta_2 \text{Station}_i + \beta_3 \text{Station}_i \times \text{Days}_{it} + \mu_i + \lambda_t + \varepsilon_{it}, \]

where \( \text{Days}_t \in \{-1, -2, ..., -90\} \), and the absolute value of \( \text{Days}_i \) is the number of days before the treatment of location \( i \) on day \( t \). From Columns 1-4 in Table B.2, the estimates of \( \beta_3 \) are not significant (p-values > 0.204). This result is consistent with the parallel trends assumption.

Table B.2: Parallel Trend Test

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>GMV</th>
<th>Items value</th>
<th>Orders</th>
<th>New comers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Days</td>
<td>22.773***</td>
<td>−0.168*</td>
<td>0.274***</td>
<td>0.003***</td>
</tr>
<tr>
<td></td>
<td>(1.307)</td>
<td>(0.068)</td>
<td>(0.009)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Station</td>
<td>251.220***</td>
<td>−1.139</td>
<td>2.641***</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>(28.354)</td>
<td>(1.458)</td>
<td>(0.199)</td>
<td>(0.011)</td>
</tr>
<tr>
<td>Station*Days</td>
<td>0.673</td>
<td>0.019</td>
<td>0.005</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td></td>
<td>(0.540)</td>
<td>(0.028)</td>
<td>(0.004)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>Relative Effect Size</td>
<td>0.03%</td>
<td>0.02%</td>
<td>0.02%</td>
<td>&lt;0.01%</td>
</tr>
<tr>
<td>Time fixed effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Area fixed effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>598,950</td>
<td>479,990</td>
<td>598,950</td>
<td>598,950</td>
</tr>
</tbody>
</table>

Note: *p<0.05; **p<0.01; ***p<0.001.
Note: Average of GMV was 2310.026, average of Items value was 106.171, average of Orders was 21.506, average of New comers was 0.202.

Appendix B.3: Estimation Results With Multiple Classes
### Table B.3: Estimation Results—Multiple Latent Classes

<table>
<thead>
<tr>
<th>Number of latent classes</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Consumer Type)</td>
<td>(1)</td>
<td>(1)</td>
<td>(2)</td>
<td>(1)</td>
</tr>
<tr>
<td>Daytime receiving value</td>
<td>21.800</td>
<td>1.739</td>
<td>10.612</td>
<td>2.291</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.004)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>After-work receiving</td>
<td>47.851</td>
<td>3.902</td>
<td>23.134</td>
<td>4.916</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.002)</td>
<td>(0.004)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Scale parameter (uncertainty)</td>
<td>37.711</td>
<td>4.471</td>
<td>17.718</td>
<td>5.361</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Package waiting sensitivity</td>
<td>−2.383</td>
<td>−0.246</td>
<td>−1.888</td>
<td>−0.308</td>
</tr>
<tr>
<td></td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
</tr>
<tr>
<td>Station distance sensitivity</td>
<td>−0.381</td>
<td>−2.577</td>
<td>−0.992</td>
<td>−2.506</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.006)</td>
<td>(0.002)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Home constant</td>
<td>−18.938</td>
<td>−3.268</td>
<td>−11.050</td>
<td>−2.422</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Station constant</td>
<td>−115.153</td>
<td>−17.370</td>
<td>−54.763</td>
<td>−18.996</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.002)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Type probability</td>
<td>1.000</td>
<td>0.813</td>
<td>0.187</td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RIC Observations</th>
<th>29281518.755</th>
<th>28032264.547</th>
<th>26795602.199</th>
<th>26614183.994</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daytime receiving value</td>
<td>21.800</td>
<td>1.739</td>
<td>10.612</td>
<td>2.291</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.004)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>After-work receiving</td>
<td>47.851</td>
<td>3.902</td>
<td>23.134</td>
<td>4.916</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.002)</td>
<td>(0.004)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Scale parameter (uncertainty)</td>
<td>37.711</td>
<td>4.471</td>
<td>17.718</td>
<td>5.361</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Package waiting sensitivity</td>
<td>−2.383</td>
<td>−0.246</td>
<td>−1.888</td>
<td>−0.308</td>
</tr>
<tr>
<td></td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
</tr>
<tr>
<td>Station distance sensitivity</td>
<td>−0.381</td>
<td>−2.577</td>
<td>−0.992</td>
<td>−2.506</td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.006)</td>
<td>(0.002)</td>
<td>(0.009)</td>
</tr>
<tr>
<td>Home constant</td>
<td>−18.938</td>
<td>−3.268</td>
<td>−11.050</td>
<td>−2.422</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.001)</td>
</tr>
<tr>
<td>Station constant</td>
<td>−115.153</td>
<td>−17.370</td>
<td>−54.763</td>
<td>−18.996</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.004)</td>
<td>(0.002)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Type probability</td>
<td>1.000</td>
<td>0.813</td>
<td>0.187</td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
<td>(&lt;0.001)</td>
</tr>
</tbody>
</table>

Note: Standard errors are presented in parentheses. Daytime receiving is between 10:00 a.m.-3:59 p.m., and after-work receiving is between 4:00 p.m.-7:59 p.m.

### Appendix B.4: Gaussian Mixture Model on the Distribution of Delivery Time

Figure B.1: Distribution of Gaussian Mixture Model