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1. Introduction

Massive and growing data sets are a challenge common to many areas of computation today, including text processing, image and signal processing, and computational biology. One response to this challenge is to map analytical algorithms for these data sets into nontraditional computing architectures, such as chip multiprocessors, graphics processors, or field-programmable gate arrays (FPGAs), that can exploit their structure to execute them orders of magnitude faster than general-purpose microprocessors. This approach is especially fruitful when the algorithms can be expressed as uniform recurrences, whose regular structure lends itself to the fine-grained parallelization offered by these architectures.

To map a recurrence onto a fine-grained parallel architecture, we can realize it as a systolic array [1], a collection of simple parallel processing elements with regular interconnections. Systolic arrays are particularly well-suited to FPGAs, both because these devices can implement arbitrary circuits to realize processing elements and because their structure rewards simple, regular, locally-connected arrays of such elements. Recent advances in FPGA technology, including increased logic and memory resources and high-bandwidth, low-latency communication infrastructure [2, 3, 4, 5], have enabled the implementation of many resource- and data-intensive algorithms as systolic arrays [6, 7].

Fine-grained parallel architectures are difficult to program at a low level, often requiring a specialized implementation language and careful attention to resource usage and communication timing. To remove these burdens from the programmer, we turn to the well-studied area of automatic derivation of systolic arrays from recurrences [8, 9]. Previous work in this area provides powerful tools to compute mappings from high-level algorithms to low-level implementations, but our attempts to apply these tools to our target application domains have exposed two key limitations, which we seek to remedy in this work.

First, most techniques to realize systolic arrays from a recurrence seek an array that is latency-space optimal [12, 21, 27]. Such an array computes a single instance of the recurrence in the shortest time possible (minimum latency); among all arrays that achieve this shortest time, a latency-space optimal array requires the fewest processing elements. However, in our application domains, we seek to accelerate computations over large collections of small, discrete inputs. For example, computational biology algorithms often work on large databases of short DNA or protein sequences, while video processing may require analysis of a stream of individual image frames. For such applications, the latency of computation on an individual input is less important than the throughput, or equivalently the total execution time on the entire data set. The literature of automated systolic array design places little emphasis on optimizing arrays for throughput. We therefore address the problem of throughput-optimal array design here.
Second, we seek not just a single optimal array design but a library of designs optimized for different-sized inputs. A large data set may contain inputs of many different sizes, but a given systolic array has one characteristic input size, requiring different-sized inputs to be split or padded. A single array made sense when the target platform was a fixed-function integrated circuit, but modern devices can be rapidly reconfigured with designs optimized for different input sizes. For example, FPGAs from Xilinx and Altera support the loading of a new hardware circuit in tens to hundreds of milliseconds [13]. It is therefore feasible for one computation to use a range of array designs, each optimized to maximize throughput on inputs of a different size using all available computational resources.

The authors of a recent study [14] used a collection of throughput-optimal arrays on FPGAs to speedup the acceleration of RNA folding of a large database of sequences. When the input size distribution is known a priori, they assign small inputs to high-throughput, highly resource-intensive arrays and large inputs to lower-throughput, lower-resource arrays. This results in a net speedup over using a single latency-space optimal array. That work, however, does not show how to generate a collection of throughput-optimal arrays for a given recurrence. The procedures introduced here can automatically design a range of such arrays.

In this work, we first give a mathematical definition for the throughput of a systolic array. We show that a useful bound on throughput can be computed solely from the array’s projection vector, i.e. its mapping of steps in the recurrence onto compute elements, independent of the schedule of times at which these steps are executed. This observation leads to a straightforward search strategy for finding throughput-optimal arrays. We then describe a software tool we have written to accept recurrence descriptions and perform the aforementioned search. The schedule and allocation functions generated by our tool can be fed into array synthesis software such as MMAlpha [15], PARO [16], or PICO-NPA [17] to synthesize low-level HDL descriptions of systolic arrays. Finally, we apply our methods to find novel high-throughput systolic array designs for the Nussinov RNA folding algorithm.

2. Background: Parallelization of Recurrences

We seek to accelerate regular loop programs expressed as a set of parametrized uniform recurrences [8, 9]. A parametrized recurrence defines the computation of an n-dimensional data variable \(X(z)\) over a domain \(D\), representing the individual steps or subproblems of the recurrence. The domain may have one or more size parameters, e.g. the length of an input sequence. The data dependencies between points in \(D\) are assumed to be uniform for efficient systolic array implementation; however, our design techniques also work for recurrences with more general affine dependencies.

A system of recurrences can be realized as a systolic array by finding two functions on the domain \(D\):

1. A scheduling function, which gives the time at which \(X(z)\) is computed for each point \(z \in D\).
2. An allocation function, which gives the physical processing element of the array that computes each \(X(z)\).

These two functions are sufficient to specify the shape and connections of the array, which can then be fully realized in the language of the target platform, e.g. Verilog or VHDL for FPGAs.

2.1 Scheduling

The scheduling function \(\tau: \mathbb{Z}^n \rightarrow \mathbb{Z}\) maps each point \(z \in D\) to a computation time \(\tau(z)\) such that:

1. \(\tau(z) \geq 0, \forall z\) (positivity condition);
2. \(X(z) \leftarrow X(y) \Rightarrow \tau(z) > \tau(y)\) (causality condition).

We are interested in schedules given by an affine function

\[\tau(z) = \lambda z + \alpha,\]

where \(\lambda\) is a n-vector and \(\alpha\) is a constant.

2.2 Allocation

Once a schedule has been determined, we need to assign the computation of every instance \(X(z)\) to a processing element. We define a linear allocation function \(\pi(z): \mathbb{Z}^n \rightarrow \mathbb{Z}^{n-1}\) such that:

\[\tau(z) = \tau(z') \Rightarrow \pi(z) \neq \pi(z')\]

The allocation function can be fully specified by a direction vector \(u\) along which the computation domain is to be projected. Given a schedule, the injectivity constraint can be specified as \(\lambda u \neq 0\). Once a suitable projection vector has been selected, the allocation function can be constructed as an \(n \times n-1\) matrix \(\pi\) such that \(\pi u = 0\).

2.3 Array Utilization

A systolic array constructed as described above has a utilization, or efficiency, given by the reciprocal of \(\gamma = |\lambda u|\). If this product is not equal to one, then each processing element in the array is active in only one of every \(\gamma\) clock cycles. Idle processors are not a good use of compute resources, so we wish to utilize each processing element as much as possible.

There are two approaches to increasing the efficiency of underutilized arrays. If throughput is most important, \(\gamma\) instances of the input problem can be interleaved to execute simultaneously on the array. We call this strategy processor pipelining. Alternatively, if resource usage is a constraint, \(\gamma\) abstract processing elements may be “clustered” to run on a single processor with multiplexed inputs that is active every cycle.

2.4 Examples

Throughout this work we will reference a number of example recurrences to better illustrate the concepts introduced. Here we show only the domain of lattice points for each computation; the interested reader will find the entire algorithm including dependencies and the recurrence body in the referenced works.

Sorting. We use a recurrence similar to the one introduced by Rao [18] to sort a set of \(N\) integers. The output is the set sorted in descending order; an array implementing sorting must transfer the sorted numbers back to the host. The domain of computation is \(D = \{(i, j) | 1 \leq i \leq N + 1; 1 \leq j \leq i + 1\}\).

Banded Smith-Waterman. This is a version of the banded Smith-Waterman algorithm described by Chao [19] for DNA and protein sequence alignment. The dynamic programming recurrence aligns two sequences of lengths \(M\) and \(N\) along a band of width \(w\) centered on its middle diagonal. The output is a scalar representing the score of an alignment, or correspondence, between the two sequences that minimizes the (weighted) edit distance between them. The domain of computation is \(D = \{(i, j) | 1 \leq i \leq M; \max(1, i - \frac{w}{2}) + 1 \leq j \leq \min(N, i + \frac{w}{2})\}\).

Nussinov. The Nussinov algorithm is used to compute the score of the optimal folded substructure of an RNA sequence of length \(N\). This recurrence is the most complex of all the examples we consider; the reader is referred to existing work [26] for details. The domain of computation is \(D = \{(i, j, k) | 1 \leq i \leq N; i \leq j \leq N; 1 \leq k \leq \frac{N - 1}{2}\}\).
3. Characterizing Throughput-Optimal Arrays

We say that a systolic array executes an instance $I$ when the array evaluates the system of recurrence equations for a particular input. This input defines integer values for any size parameters of the parametrized recurrences. The computation time of $I$, i.e. the time to evaluate all points in the domain $D(I)$, is given by the latency $L$ of the array's schedule. $L$ is defined as the difference in execution times of its first and last scheduled points:

$$L = \max \{ \tau(z) \mid z \in D(I) \} - \min \{ \tau(z) \mid z \in D(I) \}.$$

Existing work in array design has focused on finding a latency-optimal schedule $L_{opt}$ [21, 22, 23, 24] to build high-performance parallel arrays. The total execution time for $m$ equal-sized inputs on a latency-optimal array is $mL_{opt}$.

We are more interested in the throughput, rather than the latency, of a systolic array. Throughput is the deciding factor when minimizing the total execution time of a large number of input instances. Define $\beta$, the block pipelining period of an array, as the earliest time after starting to compute on an input, at which computation on a second input on an array can be started safely, i.e. without the same processing element trying to compute on both inputs at the same time. The reciprocal of $\beta$ is the throughput of the array measured in input instances processed per clock.

Consider the recurrence with computation domain $D(I)$ on input instances $I$ of some fixed size in all dimensions. Let $\tau(z) = \lambda z + \alpha$, $z \in D(I)$ be some schedule for computing the recurrence for $I$. Given a series of instances $I_2, I_3, \ldots$ of the same size as $I$, we would like a pipelined schedule to compute them all efficiently. Since we know that successive instances of the recurrence can start at intervals of $\beta$ without processor contention, we define a pipelined schedule of the $k^{th}$ instance as $f(k,z) = \tau(z) + (k-1)\beta$. A throughput-optimal array executes $m$ instances of the input in time $(m-1)\beta + L$, which is faster than the latency-optimal array if $\beta < L_{opt}$ and $L$ is not much larger than $L_{opt}$. In optimizing for throughput, we may have to sacrifice latency, but this sacrifice can be amortized over a large number of inputs. The advantage of throughput-optimized arrays is illustrated in Figure 1.

Before we proceed further, we must clarify our definition of throughput for FPGAs. There are two ways to optimize the throughput of a systolic array on an FPGA. As described above, we may minimize the period, measured in clock cycles, between the pipelining of two instances of the problem on an array; alternatively, we may minimize the clock period itself. The frequency at which an array can be clocked depends on the length of the critical path in the design, which is almost always in the processing element. The critical path depends on the computations in the body of the recurrence and may be improved by judicious ordering of these operations and their optimal scheduling on any shared resources. Methods to minimize critical path length are well-known in the field of high-level hardware synthesis. For example, past work by Rosseel [25] builds “throughput-optimal” arrays from recurrences primarily by optimizing the scheduling of operations in each processing element, while minimizing the total resources consumed. The block pipelining period is treated as only a secondary consideration.

In our work, we assume that the design and clock period of a processing element are fixed and seek to minimize the block pipelining period between instances on the array. Maximizing throughput may increase the number of processing elements used, but this is acceptable provided the target device can accommodate them. Both our approach and critical-path optimization could be used together, with some compromise between the area of each processing element (more for faster processors) and the total number of elements on the array (more for lower values of $\beta$).

3.1 A Design Criterion for Throughput Optimality

Assume a system of parametrized (uniform) recurrence equations and an associated schedule and allocation for a systolic array. We are given two instances $I$ and $I'$ of the same size, i.e., their computation domains contain the same number of points such that any point $z \in D(I) \Leftrightarrow z \in D(I')$. We would like to derive a schedule to execute both instances one after the other in a pipelined fashion. The first instance $I$ executes on the schedule $\tau(z)$ derived as in Section 2. We use a pipelined linear schedule $f$ for $I'$ given by $f'(z') = \tau(z') + \beta$. To be feasible, $\beta$ must be large enough to satisfy the constraint $f'(z') > \tau(z)$ $\forall z \in D(I), z' \in D(I')$.

We clarify this concept using the example in Figure 2. Figure 2a shows a triangular lattice with its integer points represented by circles. The index vector of the two-dimensional points at the boundary is shown for clarity. Figure 2b shows two instances $I$ and $I'$ being pipelined through the array. The time dimension is along the x-axis.

Because the two instances are of the same size, they have identical lattices, and so we can express the feasibility constraint for a pipelined schedule as

$$\forall z_1, z_2 \in D(I) \text{ with } \tau(z_1) = \tau(z_2), f(z_1) > \tau(z_2). \quad (1)$$

Intuitively, $f$ is a feasible schedule only if no two points from the two instances are assigned for execution on the same processing element at the same time.

The key question is, how small can we make $\beta$ while satisfying the above constraint, i.e. how quickly can we start the next computation after the previous one has started? The answer clearly depends on the array design, and one would therefore expect the minimal $\beta$ to be a function of both its projection vector $u$, which determines $\tau$, and its schedule $\lambda$. However, we now prove that the throughput of the array can be usefully lower-bounded independent of the schedule $\lambda$. This important observation allows us to effectively optimize for throughput in the next section by searching only the space of projection vector candidates, rather than having to jointly consider projections and schedules.
Preliminaries. Any two lattice points \( z_1 \) and \( z_2 \) in \( D(I) \) are executed by the same processing element if and only if
\[
|z_1 - z_2| = ku, \quad k \in \mathbb{Z},
\]
where \( u \) is the projection vector of the array. We denote the maximum number of points executed by any processing element as \( k_{\text{max}} = 1 + k_{\text{ilp}} \) where
\[
k_{\text{ilp}} = \max \{ k \mid |z_1 - z_2| = ku, \quad z_1, z_2 \in D(I) \}
\]
Since the domain of the system of recurrence equations can be defined as a convex polyhedron \( C_z \leq d \), we can find \( k_{\text{ilp}} \) by solving the following integer linear program:
\[
\begin{align*}
\text{Maximize} & \quad k \\
\text{subject to} & \quad |z_1 - z_2| = ku \\
& \quad C_{z_1} \leq d \\
& \quad C_{z_2} \leq d.
\end{align*}
\]
The following theorem shows that \( f(z) \) is a feasible pipelined schedule if and only if \( \beta > k_{\text{ilp}}|\lambda u| \).

**Theorem 1.** \( f(z) > \tau(z') \quad \forall z, z' \in D(I) \) with \( \pi(z) = \pi(z') \) if and only if \( \beta > k_{\text{ilp}}|\lambda u| \).

**Proof.** For the only-if part, we know that there exist \( z_1, z_2 \in D(I) \) such that \( z_1 - z_2 = k_{\text{ilp}}u \). For conflict-free pipelining the point \( z_1 \) of the first instance must execute before \( z_2 \) of the second. Similarly, the point \( z_2 \) of the first instance must execute before \( z_1 \) of the second.

We therefore have
\[
\begin{align*}
f(z = z_2) & > \tau(z' = z_1) \\
f(z_2) & > \tau(z_2 + k_{\text{ilp}}u) \\
\lambda z_2 + \alpha + \beta & > \lambda(z_2 + k_{\text{ilp}}u) + \alpha \\
\beta & > k_{\text{ilp}}|\lambda u|.
\end{align*}
\]

Similarly, we have \( f(z_2 + k_{\text{ilp}}u) > \tau(z) \) which simplifies to \( \beta > k_{\text{ilp}}|\lambda u| \), and so the proof follows.

For the if part, assume otherwise that \( f(z) \leq \tau(z') \) for some \( z, z' \in D(I) \). Since \( \pi(z) = \pi(z') \), we have \( z' - z = ku \). WLOG, we assume that \( k \) is a positive integer. Then we have
\[
\begin{align*}
f(z) & \leq \tau(z + ku) \\
\lambda z + \alpha + \beta & \leq \lambda(z + ku) + \alpha \\
\beta & \leq k\lambda u.
\end{align*}
\]
We know that \( k \leq k_{\text{ilp}} \) and since by definition \( \beta > k_{\text{ilp}}|\lambda u| \) we have a contradiction.

**Corollary.** Given multiple instances of the recurrence, all of the same size, a valid schedule for the \( m^{th} \) instance is given by \( f(m, z) = \tau(z) + (m - 1)\beta \). Indeed, we can show that the schedules for the \( m^{th} \) and \( m-1^{th} \) instances do not overlap using a proof similar to that of Theorem 1. By the transitive nature of a pipelined schedule, it follows that none of the schedules overlap.

For the example in Figure 2, processor \( e \) computes the largest number of lattice points, \( k_{\text{max}} = 3 \). The array being fully efficient, we can pipeline a new input instance every three clock cycles.

3.2 Example: the Nussinov Algorithm

Existing work on the Nussinov algorithm [26] shows two arrays derived from a three-dimensional uniform recurrence for it: the GKT and GJQ arrays with projection directions \([0, 0, -1]\) and \([-1, 0, 0]\) respectively. Both have a latency-optimal schedule \( \tau(i, j, k) = -2i + 2j - k - 1 \) and an execution time of \( 2N - 6 \) clock cycles for a problem of size \( N \). We can use our theorem above to show that these arrays permit pipelining to realize throughput greater than the trivial bound implied by their latency.

We retain the latency-optimal schedule and determine the throughput of the two arrays using Theorem 1. The throughput of the GKT array with projection direction \([0, 0, -1]\) is the reciprocal of \( k_{\text{max}} = N/2 \) and the array efficiency is 100\%. By pipelining a new instance of the input every \( N/2 \) clock cycles, we obtain an implementation that is \( 4 \times \) faster than the latency-optimal one.

Similarly, we derive the throughput of the GJQ array to be the reciprocal of \( k_{\text{max}} = N - 2 \), which is \( 2 \times \) faster than the latency-optimal array. In this case, however, \(|\lambda u| = 2\) and so we must simultaneously compute two instances of the input on the array.
3.3 Implications for design-space exploration

We have shown in Theorem 1 that the block pipelining period must be greater than $k_{\text{up}} |\lambda u|$. The product $|\lambda u|$ is the reciprocal of array utilization (see Section 2.3); confronted with an array that is not fully efficient, we can increase the throughput by simply computing $|\lambda u|$ input instances simultaneously (assuming the I/O bandwidth is not a limitation). The throughput achievable on such an array is therefore $k_{\text{up}} |\lambda u| + 1$, which is upper bounded by $\frac{1}{\gamma_{\text{max}}}$ input instances per clock cycle. We conclude that for any schedule, regardless of the utilization, the throughput is always at least as good as $\frac{1}{\gamma_{\text{max}}}$.

Knowing that throughput of a systolic array is effectively independent of its schedule greatly simplifies our exploration of array design space. We can search over possible projection vectors to find one with near-optimal throughput and then derive its schedule, rather than having to consider both allocation and schedule simultaneously. More concretely, suppose we choose some projection vector $u$ with throughput $\frac{1}{\gamma_{\text{max}}}$ that satisfies the input bandwidth constraint. The system can transfer data words for one input into the array every $\gamma_{\text{max}}$ clock cycles. Select any schedule such that the utilization of the array is the reciprocal of $\gamma = |\lambda u|$. The system must now transfer data words for $\gamma$ input instances in time $(\gamma_{\text{max}} - 1) \gamma + 1$, which leaves the throughput and input bandwidth requirement nearly unchanged. Hence, we can be confident that the estimate $\frac{1}{\gamma_{\text{max}}}$ is a good guide to the actual throughput of our chosen array, and that the bandwidth requirement remains feasible no matter the actual array utilization.

4. Finding Throughput-Optimal Projection Vectors

We now describe a procedure for searching the space of projection vectors $u$ for a given set of recurrences to discover high-throughput array designs. We do not limit ourselves to a single array design; rather, we seek a collection of throughput-optimal arrays with a variety of different area requirements. Because the number of processing elements, and hence the area, in an array scales with its input size, a very high-throughput but area-intensive array may be feasible for small input sizes, while only lower-throughput arrays may be feasible for larger sizes. We can switch among these arrays by reconfiguration to process a collection of different-sized inputs as efficiently as possible, achieving better overall throughput than any single array. We refer the reader to recent work [14] for a description of one practical reconfiguration strategy.

It is instructive to study how variation in the projection vector affects the characteristics of the array. In general, increasing the magnitude of $u$ increases throughput but may also increase the input bandwidth consumed, resource requirements, or the lengths of the interconnection network.

Increasing the magnitude of the projection vector decreases the number of points executed by each processing element in the array. This frees up processors sooner for the next input but comes at the cost of increased resource usage — more processing elements are required to execute all points in the domain for any one input. In the extreme case, we can increase the magnitude of $u$ so much that only one point is executed on each processing element. The resulting array has the best possible block pipelining period of 1. In practice, however, we are limited by the on-chip resources and cannot use this extreme solution, so we assume in what follows that each processing element executes at least two lattice points in the domain. A more precise bound on throughput as a result of FPGA resource constraints is given later in this section.

Another constraint on our search is that keeping the array fully fed with input must not require more than the available input bandwidth into the FPGA. To enforce this constraint, we now show an bandwidth-derived upper bound on the magnitude of $u$, using a technique similar to that of Wong and Delosme [27] for finding a space-optimal allocation.

4.1 A search procedure for projection vectors

Our search for feasible projection vectors will be an enumerative approach using upper bounds on the magnitude of the vector. We will base these bounds on two important constraints: the input system bandwidth, and the available FPGA resources. The basic mathematical tools were first used by Wong and Delosme [27] to develop bounds for space-optimal projection vectors.

4.1.1 Basic Definitions

We describe fundamental definitions for convex bodies in this section. A detailed introduction is available in standard texts [28]. For a closed convex body $\mathcal{D}$, such as that described by a system of recurrence equations, the support function $h$ is defined as

$$h(s) = \max \{ zs \mid z \in \mathcal{D} \},$$

where $s$ is a unit vector of dimension $n$. Intuitively, the support function gives the distance along direction $s$ from the origin to the support plane of $\mathcal{D}$ that has exterior normal vector $s$ (see Figure 3). We define the $\text{width}$ of $\mathcal{D}$ in the direction $s$ as the distance between

$$w(s) = h(s) + h(-s).$$

Figure 3. Width of a convex body in the direction $s$. The number of lattice points along direction $s$ is $1 + w(s)$.

We now present three facts we will use in deriving our bounds. We refer the reader to Wong and Delosme [27] for their proofs.

**Fact 1.** Given a projection direction $u$ (not necessarily a unit vector) the maximum number of lattice points executed on any processing element, $k_{\text{max}}$, is at most

$$1 + \frac{w(u)}{|u|^2}.$$

**Fact 2.** An upper bound on $w(u)$ can be shown to be

$$w(u) \leq |u| \sqrt{w(e_1)^2 + w(e_2)^2 + \ldots + w(e_n)^2},$$

where $e_i$ is the $i^{\text{th}}$ canonical row vector whose $i^{\text{th}}$ element is one and all others are zero; $w(e_i)$ is the width of the lattice along the $i^{\text{th}}$ dimension.
For the sorting application, we assume it operates on $N$ 32-bit integers. We have $w(e_1) = N$ and $w(e_2) = N + 1$, and the bound on the magnitude of the projection vector for $N = 10, 100, 1000$ is 6.

Take an instance of the banded Smith-Waterman algorithm that aligns a query to a target protein sequence, each of length $N$. The characters of a protein sequence may be represented using 5 bits. We assume the query is fixed and each input instance is a new target sequence. The width of the lattice along the canonical row vectors is $N - 1$; for $N = 300$ and 500, the bound is 37. If instead the array was used to align 16-bit unicode text documents we get a more reasonable bound of 12 for documents of length 300.

The Nussinov algorithm folds an RNA of length $N$, where each character of the sequence can be represented in 3 bits. The width of the lattice along the three canonical row vectors are $N - 3$, $N - 3$, and $\frac{N - 5}{2}$. Bounds for $N = 25$ and 50 are 57 and 61, too large to be useful. This is due to the fact that with just three bits per character, the algorithm is far from being bandwidth-constrained.

We conclude that the bandwidth bound is useful in restricting the search space, but only if the recurrence has high data requirements, or the bandwidth into the FPGA system is limited.

### 4.1.3 FPGA resource bound

In the case of an FPGA target we are uniquely able to exploit the resource constraint, i.e., the number of processing elements that can be instantiated on the device. Unlike an ASIC, an FPGA has a fixed number of logic gates that may be used to instantiate processing elements—there is no penalty in using as many of them as required.

The regular nature of systolic arrays with recurring processing elements enables us to predict the resource usage with relative confidence. The primary contribution to area is the logic within the processing element which can be estimated from the body of a recurrence. Handling logic predicated by conditional statements in a recurrence is challenging since depending on the projection direction some processing elements may not need to instantiate the logic and will use fewer resources. We may overcome this problem by either taking a conservative approach and overestimating the number of processing elements that can be instantiated, or by computing an average processing element based on the size of conditional subdomains.

Existing work [30] estimates the number of logic gates used on a specific FPGA device for any hardware circuit in a high level description. The authors are able to estimate resource usage for large designs to within 5% of the true value in less than a second. Unfortunately, we did not have access to similar tools so we predict the maximum number of processing elements that can be placed on an FPGA device using actual synthesis results. This is done by building a single processing element using the Synplify synthesis tool (execution time is in the order of minutes).

Let the predicted maximum number of processing elements that can be instantiated on the FPGA device be $p$. Projection of the domain $D$ by the vector $u$ induces the processor space $D_u$. To satisfy the area constraint, we must have

$$|D_u| \leq p.$$

Substituting the lower bound in Fact 3 we get

$$1 + \frac{|D|}{w(u)} \leq p.$$

Using the two-points-per-processor constraint as in the previous section, we obtain

$$\frac{|D|}{2w(u)} \leq p.$$
Substituting Fact 2 for \( w(u) \) and simplifying, we get the bound
\[
|u| \leq \frac{2p}{|D|} \sqrt{w(e_1)^2 + w(e_2)^2 + \ldots + w(e_n)^2}. \tag{4}
\]
Note the similarity between the bandwidth and area bounds.

Returning to the Nussinov algorithm, we generated a processing element with a 16-bit datapath using all logic resources on a Xilinx Virtex-4 LX100-12 FPGA. From this we predict (optimistically) that at most 700 processing elements can be synthesized. For \( N = 25 \) and 50 the area bound is 38 and 10 respectively. The latter is a workable bound for an enumerative search process. With a 32-bit datapath we get a prediction of 327 processing elements and a bound of 18 and 5 for the two lengths.

For the banded Smith-Waterman algorithm, we are able to support up to 480 9-bit processing elements on the FPGA device; here the limiting factor is the number of available block ram memories. We used a band length of 66 and sequences of 300 and 500 characters, which are reasonable for typical protein sequences. In each case the bound derived is 22, slightly lower than the one previously derived. In a practical implementation banded Smith-Waterman is likely to be one of many hardware stages on the same FPGA and will have fewer available resources leading to a better bound.

5. Finding Compatible Schedules

Given a projection vector, we use standard techniques [21, 22, 23, 24] to derive a linear schedule satisfying the constraints in Section 2.1. The schedule must also not conflict with the selected projection vector.

We formulate an integer linear program using the Vertex method to find the lowest latency schedule. As noted in Section 3, however, the effect of latency on the total execution time of a large number of inputs is negligible. We have another criterion that may be the effect of latency on the total execution time of a large number of inputs. As mentioned in Section 3.2, in the case of the for-mer, the array utilization is 50\%, and we have to simultaneously pipeline two RNA sequences through the array. Our tool suggests an alternate projection 1 1 0 with the same throughput and area requirement that is fully efficient. Latency increases 1.5x but is eas-

### Algorithm 1

```
1: procedure EXPLORE(Recurrence, Parameter Instantiations)
2: \( \text{bound} \leftarrow \min(\text{BandwidthBound, ResourceBound}) \)
3: 
4: for each projection vector \( u \) within bounds do
5: \( T \leftarrow \text{Throughput}(u) \)
6: \( \pi \leftarrow \text{Allocation}(u) \quad \triangleright \text{is nullspace basis of } u \)
7: \( \tau \leftarrow \text{Schedule}(u) \)
8: \( ll \leftarrow \text{AverageLinkLength}(\pi) \)
9: \( \triangleright \text{Links in the induced interconnection network} \)
10: \( \#PE \leftarrow \text{NoPEs}(\tau, \tau) \)
11: \( \triangleright \text{Count the number of PEs in the processor space} \)
12: 
13: end for
14: 
15: Select one array for every distinct \( T \)
16: end procedure
```

### Table 1

Some arrays showing the throughput-area tradeoff for the sorting recurrence. The example assumes 100 32-bit integers and a bound of 6.

<table>
<thead>
<tr>
<th>( u )</th>
<th>( k_{max} )</th>
<th>( #PEs )</th>
<th>( \gamma )</th>
<th>Latency</th>
<th>Avg. ( ll )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 1</td>
<td>( N + 2 )</td>
<td>101</td>
<td>1</td>
<td>201</td>
<td>0.5</td>
</tr>
<tr>
<td>1 0</td>
<td>( N + 1 )</td>
<td>102</td>
<td>1</td>
<td>201</td>
<td>0.5</td>
</tr>
<tr>
<td>1 1</td>
<td>( N + 1 )</td>
<td>102</td>
<td>2</td>
<td>301</td>
<td>1.0</td>
</tr>
<tr>
<td>1 -1</td>
<td>( \frac{N - 1}{2} )</td>
<td>202</td>
<td>1</td>
<td>301</td>
<td>1.0</td>
</tr>
<tr>
<td>2 -1</td>
<td>( \frac{N - 1}{2} )</td>
<td>302</td>
<td>1</td>
<td>201</td>
<td>1.5</td>
</tr>
<tr>
<td>3 -1</td>
<td>( \frac{N - 1}{2} )</td>
<td>401</td>
<td>1</td>
<td>302</td>
<td>2.0</td>
</tr>
<tr>
<td>3 -2</td>
<td>( \frac{N - 1}{2} )</td>
<td>499</td>
<td>1</td>
<td>201</td>
<td>2.5</td>
</tr>
<tr>
<td>5 -1</td>
<td>( \frac{N - 1}{2} )</td>
<td>596</td>
<td>1</td>
<td>504</td>
<td>3.0</td>
</tr>
<tr>
<td>4 -3</td>
<td>( \frac{N - 1}{2} )</td>
<td>692</td>
<td>1</td>
<td>201</td>
<td>3.5</td>
</tr>
</tbody>
</table>

### Table 2

Throughput-area tradeoff for banded Smith-Waterman for sequences of length 300 and a band width of 66. A bound of 22 was used.

<table>
<thead>
<tr>
<th>( u )</th>
<th>( k_{max} )</th>
<th>( #PEs )</th>
<th>( \gamma )</th>
<th>Latency</th>
<th>Avg. ( ll )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 1</td>
<td>( N )</td>
<td>66</td>
<td>2</td>
<td>598</td>
<td>0.7</td>
</tr>
<tr>
<td>1 0</td>
<td>66</td>
<td>300</td>
<td>1</td>
<td>598</td>
<td>0.7</td>
</tr>
<tr>
<td>0 1</td>
<td>66</td>
<td>300</td>
<td>1</td>
<td>598</td>
<td>0.7</td>
</tr>
<tr>
<td>1 -1</td>
<td>33</td>
<td>599</td>
<td>1</td>
<td>897</td>
<td>1.3</td>
</tr>
<tr>
<td>2 -1</td>
<td>22</td>
<td>398</td>
<td>1</td>
<td>598</td>
<td>2.0</td>
</tr>
<tr>
<td>3 -1</td>
<td>17</td>
<td>1197</td>
<td>1</td>
<td>897</td>
<td>2.7</td>
</tr>
<tr>
<td>3 -2</td>
<td>14</td>
<td>1194</td>
<td>1</td>
<td>598</td>
<td>3.5</td>
</tr>
<tr>
<td>4 -3</td>
<td>10</td>
<td>2088</td>
<td>1</td>
<td>598</td>
<td>4.7</td>
</tr>
<tr>
<td>3 -3</td>
<td>9</td>
<td>2385</td>
<td>1</td>
<td>897</td>
<td>5.4</td>
</tr>
</tbody>
</table>

### 6. Software Tool

We have written a design space exploration tool in C++ implementing the ideas described in this paper. This tool is intended to be a plug-in to an automatic parallelization package such as MMAPha, so that we can reuse such a package’s front-end and code-generation phases. We assume the input recurrence has been parsed and directly read its dependencies, vertices and the polyhedral domain of computation from text files. We used the Polyhedral library [31] for polyhedral manipulations, the PIP library [32] for solving integer linear programs, and the Barvinok library [33] for counting the number of integral points in a polyhedron.

The main loop shown in Algorithm 1 iterates over the space of candidate projection vectors analyzing their throughput and finding compatible schedules. The output is a collection of arrays, one for each distinct value of throughput. The selected schedule and allocation functions may be passed on to MMAAlpha for array generation. Finally, the program detailed in [14] selects a sequence of one or more of these arrays depending on the input distribution for use on FPGA devices that support run-time reconfiguration.

7. Results

Tables 1-3 show some of the projection vectors suggested by our software on the three example recurrences. In each case, the latency-space optimal array is shown within the first three rows. For every projection vector, we are able to find a schedule that maximizes utilization with only a minor increase in latency that can easily be amortized over hundreds of inputs. The average length of the links in the array’s interconnection network increases for high throughput arrays. Banded Smith-Waterman shows a number of attractive arrays with throughputs equal to multiple fractions of the width of the band. Protein sequences have an average length of 300 but may be several times longer, allowing us to use a combination of these arrays on a reconfigurable target.

The results for Nussinov show the two standard arrays: -1 0 0 and 0 0 -1. As mentioned in Section 3.2, in the case of the former, the array utilization is 50\%, and we have to simultaneously pipeline two RNA sequences through the array. Our tool suggests an alternate projection 1 1 0 with the same throughput and area requirement that is fully efficient. Latency increases 1.5x but is eas-
ily amortized. Many other projections with lower block pipelining periods are presented.

As expected, an increase in throughput causes a proportional increase in the number of processing elements. One might be tempted to simply use multiple instantiations of the latency-space optimal array on the FPGA device. This approach, however, is not scalable with the number of parallel instantiations. Having \( y \) parallel units increases the number of processing elements performing I/O by a factor of \( y \). For example, in the Nussinov example each array has \( N \) processing elements that read the input sequence. Furthermore, each unit requires independent I/O buffers or a bus with potentially long delays. In the Smith-Waterman example, we need five parallel units of array 1 1 to achieve the same throughput as array 1 0. Using a single high throughput array does not cause a similar increase in I/O to processing elements and each new problem instance can be loaded sequentially in time.

The bandwidth and area bounds we have developed are quite loose, as can be seen from the results; however, the execution time of the design space exploration tool is not a concern. The sorting and Smith-Waterman recurrences run in under 5 seconds and Nussinov in 35 seconds on an Intel Core 2 Duo workstation. In these three cases, 36, 464 and 1729 candidate projection vectors were explored. These running times compare quite favorably to the hardware synthesis time, which amounts to several hours per array design.

Next we used our software to predict the performance of a Nussinov accelerator on a Xilinx Virtex-5 LX330-2 FPGA. We do not have physical access to the device but would like to estimate the speedup possible by moving to the newer generation of FPGA devices.

We synthesized a processor with a datawidth of 5 and estimated that at most 2500 of them may be placed on the target. We generated the list of arrays for \( N = 51 \) (runtime 5.5 minutes) using our tool and fed the algorithm outlined in [14] to estimate the speedup on the reconfigurable target. In the referenced work the authors synthesize each array to determine the largest array size that can be placed on the FPGA. Here we approximate it using the resource requirements of a processor from array 0 0 -1 (and is optimistic).

The task is to fold a dataset of 22.6 million pyrosequencing reads that is sorted by sequence length.

The reconfiguration strategy predicted is shown in Figure 4. Without reconfiguration the single latency-space optimal array 1 1 0 is used (pipelining a new sequence every \( N - 2 \) clock cycles). Allowing for reconfiguration, the algorithm predicts a 37% speedup (2.7 \( N \) speedup if the single array optimizes for latency of an individual sequence instead of overall execution time). This is despite most of the input being biased toward the lowest throughput array.

### Table 3. Throughput-area tradeoff for the Nussinov recurrence with \( N = 51 \) and a bound of 10.

<table>
<thead>
<tr>
<th>( u )</th>
<th>( k_{max} )</th>
<th>#PEs</th>
<th>( \gamma )</th>
<th>Latency</th>
<th>Avg. It</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0</td>
<td>( N - 2 )</td>
<td>625</td>
<td>1</td>
<td>144</td>
<td>1.6</td>
</tr>
<tr>
<td>-1 0</td>
<td>( N - 2 )</td>
<td>625</td>
<td>2</td>
<td>96</td>
<td>0.9</td>
</tr>
<tr>
<td>0 1</td>
<td>( N - 2 )</td>
<td>625</td>
<td>2</td>
<td>96</td>
<td>1.1</td>
</tr>
<tr>
<td>0 0 -1</td>
<td>( \frac{n}{3} + 1 )</td>
<td>1225</td>
<td>1</td>
<td>96</td>
<td>1.1</td>
</tr>
<tr>
<td>1 1 -1</td>
<td>( \frac{n}{3} + 1 )</td>
<td>1801</td>
<td>1</td>
<td>96</td>
<td>2.0</td>
</tr>
<tr>
<td>0 1 2</td>
<td>( \frac{n}{2} + 1 )</td>
<td>2353</td>
<td>1</td>
<td>144</td>
<td>1.7</td>
</tr>
<tr>
<td>2 1 -2</td>
<td>( \frac{n}{2} + 1 )</td>
<td>2882</td>
<td>1</td>
<td>144</td>
<td>2.9</td>
</tr>
<tr>
<td>0 1 3</td>
<td>( \frac{n}{3} + 1 )</td>
<td>3388</td>
<td>1</td>
<td>192</td>
<td>2.1</td>
</tr>
<tr>
<td>3 3 2</td>
<td>( \frac{n}{2} + 1 )</td>
<td>3872</td>
<td>1</td>
<td>144</td>
<td>2.7</td>
</tr>
</tbody>
</table>

### Figure 4. Optimal selection of Nussinov arrays to fold pyrosequencing reads. Top: histogram and cumulative frequency of sequence lengths. Middle: design with reconfigurations. Bottom: best single array supporting all input lengths (up to 102 bases). Size of each array instantiation is given by length of longest sequence it processes.

### 8. Related Work

Decades of research have gone into the automatic synthesis of systolic arrays from systems of recurrence equations using the polyhedral model [9]. As we have mentioned, the practice has been to find a single array that has a latency-optimal schedule and a corresponding allocation that minimizes the number of processors generated [12]. All these methods generate an \( n - 1 \) dimensional processor space with unidimensional time from a recurrence of \( n \) dimensions.

The latency-optimal schedule is found using integer linear programming methods by inspecting the execution times at the vertices of the domain [21, 23, 24] or by application of Farkas’ Lemma on the polyhedron’s faces [22]. We use the Vertex method to find suitable schedules, though minimizing its latency is not as important as increasing the array’s utilization.

Wong [27] details an enumerative search technique to minimize the number of processors in an allocation which is used by PARO [16]. They derive bounds using tools from the geometry of numbers. We have reused these ideas to derive input bandwidth and area bounds applied to maximizing throughput.

Another option is to limit the search to allocation functions that instantiate arrays that have a local interconnection network [29]. This approach does an exhaustive search over all allocation functions that are guaranteed to generate interconnections that are nearest-neighbor. It works well if we are certain of the interconnection network desired, e.g. the four nearest neighbors. In many cases, however, we wish to allow a small number of long-range links on our FPGA device. Making such a compromise greatly increases the search space.

Tools implementing these techniques to synthesize hardware arrays include MMAPhio [15], PARO [16] and PICO-NPA [17]. Our design space exploration tool may be integrated into these packages.

There are two major differences between our work and related work: we optimize for throughput, and we identify multiple arrays that tradeoff throughput for FPGA resources.

The only work that we are aware of to optimize the throughput using space-time methods is by Rosseel [25]. The authors target real-time signal processing applications in video, speech and image processing that require high throughput rather than low latency. The goal is to find a single array that matches the requested throughput (for some fixed recurrence parameters) and minimizes...
the area requirement. They also use an enumerated search procedure. The authors recognize that throughput is dependent on the block pipelining period but do not directly minimize \( k_{\text{ifp}} \); rather they attempt to estimate the product \( k_{\text{ifp}}|\lambda_{\text{u}}| \) through a multi-phase interleaved search through the allocation and schedule spaces. In our procedure, we estimate the block pipelining period using only the projection vector, so we can search the two spaces independently. Priority is given to optimizing the processing element by minimizing the area-operation interval product. This step can be integrated into our method to optimize the processing element design. Low utilization processing elements are not preferred because they must be clustered and increase area requirements; we simply pipeline multiple input instances. Of the allocation candidates that match the requested throughput, they select ones that increase average usage of the processors. Finally, the allocation matrices they consider have elements typically restricted to 0, ±1 to reduce execution time, so they may not find many interesting space mappings.

Recent work [14] exploits run-time reconfiguration on FPGAs using multiple arrays that tradeoff throughput for area rather than the single latency-space optimal array. The authors give a dynamic programming algorithm to select a sequence of one or more of these arrays that executes small inputs on high throughput and large inputs on low throughput arrays. Our work can be used in a prior step to produce the candidate arrays from which the set is selected based on the input distribution.

We do not deal with the important problem of partitioning to process inputs that are too large to fit on an FPGA device or recurrences of more than three dimensions. Recent work by Bondhugula et al. [34] generates a partitioned array on an FPGA (this reference also details related work). This is complementary to our work; a partitioned array for large inputs may be used as one of the reconfiguration candidates.

9. Conclusion

In this work we have introduced a procedure to systematically find throughput-optimal systolic arrays from uniform recurrence equations. We are motivated by throughput rather than latency as a performance metric and the use of a reconfigurable target that can select from multiple arrays which tradeoff throughput for area. We describe how to optimize for throughput by only inspecting the projection vector space and derive bounds based on bandwidth and area constraints for an enumerative search. We have shown results for a number of algorithms including the Nussinov RNA folding recurrence.

In the future we plan to research extensions of this approach to locally parallel globally sequential partitioned arrays. We may be able to use similar ideas to pipeline multiple iterations on the partitioned array to improve throughput.
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