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The main purpose of this dissertation is to study the optimization problems and the value of information in various commercial settings, especially the emerging platform economy.

Chapter 1, “Data-Driven Asset Selling”. Motivated by online asset selling marketplace business (e.g., used cars and real estate), we formulate a data-driven asset selling dynamic pricing framework which utilizes platforms’ access to customers’ online behavioral data. With mild assumptions on the demand model, careful characterization of the problem structure shows that the model admits some ideal properties that facilitate our regret analysis under our dynamic programming setting. Instead of studying the policy performance with a long horizon and large quantities of inventory, we study the asymptotic policy performance over a single unit of product as the demand rate grows. We propose a deterministic approximation policy (DA policy) and show that DA policy provides an upper bound for the original problem and its induced pricing policy achieves asymptotic optimality as the scale of the problem grows properly. Later we consider a dynamic pricing scenario where an idiosyncratic latent value for each asset is unknown. We propose a Thompson-Sampling-based and a MAP-
based pricing and learning policy. Since the platform is restricted in an infrequent pricing environment, within each decision epoch, an adequate amount of customer online behavior records is available. Utilizing large-sample deviation properties, we are able to conduct regret analysis on the TS and MAP policies. Finally, we use numerical experiments to show that our proposed algorithms could improve the revenue performance significantly compared with an algorithm that is currently implemented by a leading used car platform. Besides, we find that using a simple deterministic proxy of demand forecast is mostly harmless, while accurate estimation on the idiosyncratic latent value can make significant differences. Simulations also reveal that in our problem setting, the exploration step in the TS policy may not help to outperform the MAP policy. This indicates that the effectiveness of exploration highly depends on the nature of the problem, which may be of independent interest.

Chapter 2, “Cash Hedging Motivates Information Sharing in Supply Chains”. Finance literature well documents that firms’ cash hedging strategies heavily depend on the market conditions. Unsurprisingly, such decisions could be challenging for an upstream firm in a supply chain where the end market conditions are not transparent to him. In this paper, we study the interplay between firms’ information sharing behaviors and cash hedging strategies in supply chains. First, we argue that the presence of a supplier’s cash hedging decision may motivate downstream retailers’ voluntary market information sharing with the supplier, since making the supplier more informed of the market conditions helps the retailer handle her risk in the wholesale price. This also forms a new reason why a supplier should consider hedging, since the cash hedging decision itself can be used as a bargaining tool during the information sharing negotiation with his retailer. Then we find for homogeneous Cournot-competing retailers, asymmetric information-sharing outcomes could emerge as an equilibrium where publicly sharing information typically will not hurt, especially, sometimes it can achieve Pareto improvement of the supply chain and consumer welfare. Finally, when a single supplier serves multiple markets, the heterogeneity across market sizes and the cor-
relation among market shocks play big roles in shaping the equilibrium. Especially in a simultaneous information-sharing game, greater market size heterogeneity and negatively correlated market shocks are more likely to result in the nonexistence of pure Nash equilibrium. When the Stackelberg sequence is introduced, greater market size heterogeneity and positively correlated market shocks are more likely to induce information sharing in the equilibrium. Furthermore, in the multi-market setting, the existence of an information-sharing channel may hurt retailers, the system as a whole, and consumer welfare.

Chapter 3, “Display Optimization under the Multinomial Logit Choice Model: Balancing Revenue and Customer Satisfaction”. In this paper, we consider an assortment optimization problem in which a platform must choose pairwise disjoint sets of assortments to offer across a series of $T$ stages. Arriving customers begin their search process in the first stage, and progress sequentially through the stages until their patience expires, at which point they make a multinomial-logit-based purchasing decision from among all products they have viewed throughout their search process. The goal is to choose the sequential displays of product offerings to maximize expected revenue. Additionally, we impose stage-specific constraints that ensure that as each customer progresses farther and farther through the $T$ stages, there is a minimum level of “desirability” met by the collections of displayed products. We consider two related measures of desirability: purchase likelihood and expected utility derived from the offered assortments. In this way, the offered sequence of assortment must be both high earning and well-liked, which breaks from the traditional assortment setting, where customer considerations are generally not explicitly accounted for.

We show that our assortment problem of interest is strongly NP-Hard, thus ruling out the existence of a fully polynomial-time approximation scheme (FPTAS). From an algorithmic stand-point, as a warm-up, we develop a simple constant factor approximation scheme in which we carefully stitch together myopically selected assortments for each stage. Our main algorithmic result consists of a polynomial-time approximation scheme (PTAS), which
combines a handful of structural results related to the make-up of the optimal assortment sequence within an approximate dynamic programming framework.
1. Data-Driven Asset Selling

1.1 Introduction

With the fast developing business model of online asset selling platforms, e.g., Guazi (the largest used car marketplace in China), CarMax (the largest used car marketplace in the US) and Zillow (the largest real estate platform in the US), impressive growth in volume has been taking place in the last decade, and the growth is forecasted to accelerate. Real estate market is always being a significant part of economy. For used car markets, for instance, China’s used car market is predicted to double the size by 2025 compared with 2020 at value worth $306 billion.\(^1\) According to McKinsey the US used car market was worth twice as much as new car market in 2018.\(^2\) Especially, during the pandemic disruption, the used car market demonstrated significant robustness.\(^3\) Due to a couple of unique features of online asset selling business, the operations of such platforms are drastically different from a traditional inventory selling business. First, each unit of asset has idiosyncratic attributes, thus the selling prices are essentially item-wise. Second, the inventory replenishment is only partially controlled by the platform mainly via acquiring assets from exogenous individual asset sellers. Besides, some specific business constraints further complicate the operations. For example, in order to keep a high inventory turnover rate, used car platforms may set targeted selling horizon for each car according to our conversations with a leading used car platform where each car typically has an on-site life length around 7 weeks after which it will

\(^1\)Bloomberg: China Wants to Build a $306 Billion Used-Car Market From Scratch. \\
\(^2\)McKinsey: Used cars, new platforms: Accelerating sales in a digitally disrupted market. \\
\(^3\)The Wall Street Journal: During Covid-19 Pandemic, the Used-Car Lot Is Hot.
be salvaged to other dealers. Also, frequent price change is unfavorable from the platform’s perspective. On one hand, frequent price change is both computationally and practically (e.g., menu cost) expensive; on the other hand, frequently changing prices may encourage unideal strategic customer behaviors. In practice, a platform may update the prices at most on a weekly basis (e.g., Guazi). According to [1], around 30% of the used cars on CarMax experienced price changes during their on-site time (which is on average 14 days), but very few of them experienced price changes over three times before being sold. Although the price changes can take place more often in other large dealers, the pricing schemes are way from being regarded as frequent pricing. Therefore, the inventory dynamics and the pricing problem in the asset selling platforms is hard to be characterized by the frameworks from seasonal products pricing literature where the decision makers typically have a pool of identical items to sell and are able to change prices frequently. Unfortunately, given the significance of the asset selling business and the uniqueness of its operational model, very few work has been dedicated to formulate relevant models and this gap between literature and practice motivates our paper.

Another major business challenge for the platform is to characterize customers’ valuations over assets’ idiosyncratic attributes. For example, in used car business, typically a platform would conduct close inspections on each car covering over one hundred points (see [1]’s discussion on CarMax data, and Figure 1.1, screenshots from Guazi app, in Section 1.5). Those inspection details are often available for customers, but how those idiosyncratic features would translate into customers’ reactions is often unclear. There could be several reasons to that, e.g., the historical data is too sparse to support an accurate estimation compared to the number of possible combinations of all features, and customers’ evaluations or tastes may change over time which downgrades the relevance of data collected long time ago. So typically, the platform would have some parsimonious estimation models which capture some major features like car model, color, mileage, and some stylized rubrics on mechanical
nuances, yet still leaves room for learning customers’ reactions to those idiosyncratic features (or we call *latent value*) on-the-fly for each car during price optimization. Indeed, as empirical evidence has shown (see [1]), the value of learning such car-specific latent value could be significant. In a traditional brick-and-mortar asset selling business, customer behavior data is not really informative, since the historical data is just a sequence of no-purchase before a final purchase is made and then the problem ends. Therefore learning in a non-platform setting would simply lead to a decreasing estimate over time with a markdown price trajectory (see [2]). However, in the asset-selling platform’s setting, the data of customers’ online behaviors before their final purchase decisions is observable from the platform’s perspective, which enhances the decision maker’s ability of learning an asset’s latent value. This motivates our research on incorporating learning into the dynamic pricing framework.

In this paper, we build up a dynamic pricing model incorporating customers’ online behavior process for an online asset selling platform, mainly motivated by the used car business. But our framework can also be adapted to other online asset selling business. Specifically based on our conversations with a leading used car platform, we have two high level modeling assumptions. First, dynamic pricing policy is designed for each car separately, in other words, we do not explicitly model the substitution effect led by price changes on other cars. This is similar to the framework in the closely related empirical work [1], while stylized way of capturing substitution effect is always possible. A side benefit of this framework is that car acquisition decision is relatively trivial. This is because on one hand, dynamic pricing on the selling side is independent of the acquisition price (which is sunk once acquired); on the other hand, given individual car seller’s willingness to sell function, acquisition price optimization is a single-dimension static maximization problem trading off between the expected acquisition cost and the expected selling revenue. Therefore in this paper we only focus on the selling-side for a given car. Second, within each pricing decision epoch, the potential time delay between a customer’s online behavior and offline purchase
decision is negligible, since the decision epoch is relatively long in practice, and customers
typically don’t have incentives to delay their visits to the offline store for their interested
cars. Another way to interpret this modelling assumption is that the last step in a customer’s
sequential online behaviors (typically a test drive appointment) would almost surely inform
the final in-store purchase decision, i.e., the customer who chooses to test drive a car will
almost surely buy the car. This is because the car information provided online can be very
detailed (see screenshots from Guazi app, Figure 1.1) and a customer bears both time and
transportation costs to see the car, a final test drive generally should not lead to much
surprise.

Our paper has the following major contributions. Our first contribution is in model for-
mulation. Assuming log-concave individual customers’ choice function in price, we build a
dynamic asset pricing framework with Poisson demand process whose rate may change over
a discrete horizon. Importantly, we relax the typical assumption in inventory dynamic pric-
ing literature that in each decision epoch, at most one customer arrives at the system, and
we also incorporates the volatility in demand rate. This assumption relaxation is necessary
in model formulation to fit the practice reality and business interests. In reality, platforms
would typically avoid implementing real-time and high-frequency dynamic pricing as we in-
troduced before. Under the above mild assumptions, we show that this general asset selling
framework admits nice structural properties and allows us to conduct regret analysis although
the problem is a dynamic programming by its nature. We demonstrate both theoretically
and empirically (via numerical experiments) the good performance of a simple pricing policy
derived from deterministic approximation to the original problem under certain asymptotic
regimes. A major advantage of constructing a model from individual utility function is to
facilitate utilizing customers’ online behavioral data to better understand demand pattern,
which is particularly of the platform’s interests. Related to this, our second contribution is
to demonstrate how our model framework can utilize online behavior data to inform price
optimization and how it performs. We propose both active (Thompson-sampling-based) and passive learning (MAP-based) policies on the fly of price optimization. A typical difficulty in analyzing the performance of Thompson sampling is the complexity of characterizing the posterior belief, therefore people generally resort to weaker performance metric like Bayesian regret. Traditional regret analysis could be conducted in a few special cases where the models have ideal structures and prior beliefs are well selected in order to have nice conjugate structures. Performance analysis for MLE-type of learning strategy is also not easy since the estimation update dynamic is challenging to characterize. However in our setting, thanks to the infrequent nature of dynamic pricing, a potentially large amount of behavioral data is observable within each pricing decision epoch, consequently some large-sample statistical properties (e.g., sharper versions of Bernstein-von-Mises Theorem and Central Limit Theorem) start to take effect. Correspondingly, such large-sample properties allow us to conduct traditional regret analysis on our Thompson-sampling-based and MAP-based dynamic pricing policy. We show that our proposed Thompson-sampling-based policy and MAP-based policy both achieve asymptotic optimality at rate of $O(\log(n)/\sqrt{n})$ starting from the second decision epoch, where $n$ is a scale factor in demand rate. Here we focus on the performance metric starting from the second decision epoch because in the first period there is no learning takes place, the performance is purely determined by the prior knowledge. Finally, we use simulations to demonstrate the potentially significant values of dynamic pricing and demand learning in our policies compared with a currently implemented policy by the platform. Numerical results reveal that using a simple deterministic proxy for demand forecast generally performs very well, but the estimation accuracy of the idiosyncratic latent value can make a significant difference. Interestingly, extensive simulations also reveal that Thompson-sampling-based policy may not outperform MAP-based policy, that is, the exploration step may not give learning strategies an edge.
Our paper calls researchers’ attention to the fast-growing yet less studied business, the online asset selling business. We formulate an optimization framework that is particularly relevant to practice and propose implementation policies. Our work also highlights the opportunities in conducting rigorous policy performance analysis that is contingent to business settings, especially for learning policies when observable data scale is large.

The remainder of the paper is organized as follows. Section 1.2 reviews related literature and highlights our contributions again with the comparison to the previous work. We formulate our asset selling problem in section 1.3 and in section 1.4 we propose a deterministic approximation to the original stochastic optimization problem and show that the approximation serves as an upper bound in section 1.4.1. In section 1.4.2 we calculate the expected regret of the policy induced by the deterministic approximation. In section 1.5 we introduce how our framework can incorporate online behavioral data and conduct demand learning and price optimization via Thompson sampling and Maximum a posteriori estimation. We then show regret analysis could be done using large-sample deviation properties. We demonstrate the performance of our algorithms via numerical experiments in section 1.6 and finally we summarize our work in section 1.7.

1.2 Literature Review

Our work directly contributes the literature of asset selling. Representative work includes [1–5], etc. [2] studies a dynamic asset selling problem with Bayesian learning on demand rate, where the observable data is sequence of 0-1 purchase records and specifically the realized data is just a bunch of zeros, because once the purchase record turns out to be 1, the game ends. This is a typical offline asset selling setting, while the salient feature of our online asset selling is that a much richer data set is observable. Specifically, observing the online visit data, the platform has a good sense of potential demand process. Furthermore, besides
the final purchase record, the platform also has access to a sequence of customers’ online behavior including clicking, adding to list, scheduling offline visit and test etc. Unlike the offline setting where the seller only observes a sequence of zero records before the game ends, which leads to a simple markdown pricing policy, online platforms are able to design more elaborate pricing policies based upon much better understandings of customers’ willingness to pay. The most relevant work to our paper is [1], where the authors empirically identify significant value of car sellers’ learning on cars’ unobservable idiosyncratic features on an online used car marketplace, CarMax. This paper builds up a structural model under a dynamic pricing framework, which is the setting that motivates our research. Due to the technical tractability concern and pragmatic relevance, the dynamic pricing optimization is conducted on a single-car base and substitution effect is characterized via a heuristic manner. Our paper falls into the similar framework. [3] studies a dynamic asset selling problem when the seller is under debt, where a stylized aggregate demand function is assumed. Our work on the other hand, formulates the problem starting from customers’ utility functions and thus is able to utilize individual level behavioral data, which directly fits practice needs. [4] designs a holistic dynamic pricing algorithm for an online truckload transportation platform which accepts truckload orders from customers and sells the orders to truck carriers. Essentially the work is a multi-unit asset selling problem and the authors propose a deterministic pricing policy derived from fluid approximation to the original stochastic optimization problem. There are a couple of salient differences between their problem and our business setting. Like many multi-product pricing papers, one critical assumption in [4] is that at most one incoming order and one carrier can arrive the marketplace in each decision epoch, however, in our business setting, real-time dynamic pricing is neither technically tractable nor managerially ideal in the sense that platforms tend to avoid confusing customers and developing strategic customers via high-frequency price changes. Furthermore, demand learning and regret analysis are not in the scope of [4]. [5] is a recent related work where the author investigates
how long a single unit of product can be sold under various structural assumptions. Our work contributes to this stream of literature by formulating our asset selling problem closely adaptive to the real business environment, and providing rigorous performance analysis and insights for the proposed policies via sharp characterization of the problem structure and extensive numerical experiments.

The second stream of related literature is dynamic pricing with inventory constraints for single and multiple products. Seminal work [6] and [7] propose deterministic approximations to the stochastic dynamic pricing problem and show the asymptotic optimality of the simple policy. [8] formulates a unified framework for both dynamic pricing and capacity allocation problems. Multi-product dynamic pricing has also been studied under more specific demand models including attrition models, paired combinatorial models, diffusion models, etc. Representative work include [9–11], etc, where some structural properties like convexity are proven for the multi-product price optimization. Rigorous performance guarantees for resolving heuristics are given by [12–14]. Especially, [12] provides the first logarithm regret for the resolving deterministic heuristic, and recent paper [14] further improve the result to be a constant. [13] shows that infrequent price update on a well-chosen subset of products is sufficient to attain decent performance. However, again this literature also generally assumes at most one customer arrives in each review period. To keep the review concise, we restrain ourselves from the vast body of literature in network revenue management.

Finally the third related stream of literature is the extensive work on dynamic pricing with demand learning. [15–19] study pricing problems under Bayesian learning settings. [20] utilizes an extended MLE method for parametric learning and pricing problems. Work on pricing with parametric learning also include [21–24], etc. [25–28] consider pricing problem with non-parametric demand learning. [29] identifies the conditions for incomplete learning to take place where the learning and optimization process would converge to a suboptimal state. [30–32] study the effect of demand model mis-specification and find that some simple
algorithms could have strong performance guarantees. [33] studies a learning and optimization pricing problem with constraints on the number of price changes. The authors verify the performance of a proposed algorithm via experiments. Our paper falls specifically into the policy category of Thompson sampling. Early work includes [34] and [35] where authors propose new metrics to measure the performance of Thompson sampling due to the difficulties in conducting typical regret analysis in a Bayesian setting. [36–39] and a series of following papers derive traditional regret analysis for Thompson sampling under some specific problem settings with well selected prior distributions. [40] provides a well-cited empirical evidence showing the superior performance of Thompson sampling over other widely used multi-armed bandit polices. Work in this literature mostly deals with problems that do not have inventory or capacity constraints. [41–43] are among the few papers consider dynamic pricing with demand learning under inventory constrained settings. Specifically, [42] applies Thompson sampling to a multi-product dynamic pricing setting and shows the asymptotic optimality under the Bayesian regret. [41] proposes a MLE-based policy for single product selling with finite inventory and compact action space. [43] improves [42] under a general demand model via a MLE-based learning and optimization strategy. Notice that the previous work on policy asymptotic performance requires scaling up in time horizon or total inventory, the performance implications on each unit of product is not the focus. In our paper, we focus on the asymptotic performance for a single unit of product (asset) instead, which requires very different insights towards the functional structures. We apply the ideas of both Thompson sampling and MAP (a natural extension of MLE with prior knowledge) to the asset selling setting where the practical reality facilitates large-sample deviation analysis, and we are able to conduct regret analysis on our algorithm. We also derive some interesting insights via various numerical comparisons.
1.3 Model

We consider a used-car platform which maximizes its expected revenue. In this paper, we focus on the single-car dynamic policies that intend to sell the car within a discrete time horizon with length $T$. The platform charges price $p_t$ for each period and the decision epochs are indexed by $t \in \{1, \cdots, T - 1\}$. At the end of the time horizon, the car will be salvaged to other used-car dealers at a salvage price which is denoted by $p_T$. The decision maker’s problem is to find policy $\pi$ that maximizes the expected present value:

$$\max_{\pi} \left\{ \mathbb{E} \left[ X_1 \cdot p_1^\pi + (1 - X_1) \cdot X_2 \cdot p_2^\pi + \cdots + \prod_{t=1}^{T-2} (1 - X_t) \cdot X_{T-1} \cdot p_{T-1}^\pi + \prod_{t=1}^{T-1} (1 - X_t) \cdot p_T \right] \right\},$$  \quad (1.1)

where $X_t \in \{0, 1\}$, $t = 1, \cdots, T - 1$ are the random variables that denote whether the asset is sold in period $t$.

In each period potential customers come and view the car following a Poisson process with rate $\lambda_t$. We allow customer arrival rate to change over time, but within one decision epoch, we assume the rate is well approximated by a steady Poisson process. But we do allow $\lambda_t$ to follow an exogenous distribution $\Lambda_t(\cdot)$ which could treated as the decision maker’s future forecast. $\{\lambda_t\}_{t=1, \cdots, T}$ are independently distributed and each $\lambda_t$ is realized as the decision maker approaches the beginning of each period $t$. As [44] points out, a lookahead model with future forecast typically fixes the forecast and treat it as the true future. In our framework, we do not model how the forecast itself would evolve and update over time either. Our analysis in the paper has the potential to be applied to more general scenarios, e.g. when the forecast evolution is well characterized by more sophisticated time series model (independent $\{\lambda_t\}_{t=1}^{T-1}$ is then a special case in the more general setting). An underlying assumption of time series model is that current knowledge on the time series model is treated as the ground truth.
and fixed in regret analysis. Most of our results have their analogues in the more general
time series framework and we will briefly mention them later. Given price $p_t$, each arriving
customer would choose to purchase the car with probability $q_t(p_t)$ if available. Therefore the
customers who choose to buy the car arrive following a Poisson process with rate $\lambda_t q_t(p_t)$. In
turn, the probability that the car is sold in period $t$ is equal to the probability that the first
customer who purchases the car arrives within period $t$. We know that the interarrival time
of Poisson process is exponentially distributed (and in our case, it follows a $Exp(\lambda_t q_t(p_t))$
distribution), so the probability that the car is sold in period $t$ is $1 - e^{-\lambda_t q_t(p_t)}$. Let $V_t(\lambda_t)$
denote the platform’s optimal expected revenue at time $t$ given that the car has not been
sold and the potential customers’ arrival rate is $\lambda_t$, then we can write down the Bellman
equation of the dynamic pricing problem:

$$
V_t(\lambda_t) = \max_{p_t} \left\{ (1 - e^{-\lambda_t q_t(p_t)}) p_t + e^{-\lambda_t q_t(p_t)} \mathbb{E}_{\lambda_{t+1}} \left[ V_{t+1}(\lambda_{t+1}) \right] \right\},
$$

with terminal condition $V_T(\lambda_T) = p_T$. We point out that here problem (1.2) is considered as
the base case where there is no constraint on the price decision and the platform knows the
distribution of $\lambda_t$, $t \in \{1, \cdots, T\}$ and can see the realization of $\lambda_t$ for each period $t$ before
deciding the price.

We consider individual purchasing probabilities that satisfy the following assumptions:

**Assumption 1.3.1** Given $\lambda$, $\lim_{p \to \infty} (1 - e^{-\lambda q(p)}) p = 0$.

**Assumption 1.3.2** $q(\cdot) : \mathbb{R} \to [0, 1]$, $q'(p) < 0$. $q(p)$ is log-concave, i.e., $-q'(p)/q(p)$ is
increasing in $p$.

We define the function space that contains all $q(\cdot)$ which satisfies the above assumptions as $Q$. We point out that $Q$ includes many commonly used demand probability functions such
as linear demand $q(p) = \beta - \alpha p$, $\alpha, \beta > 0$, logistic demand $q(p) = \frac{e^{\beta - \alpha p}}{1 + e^{\beta - \alpha p}}$, $\alpha, \beta > 0$ and
exponential demand \( q(p) = \beta e^{-\alpha p}, \alpha, \beta > 0 \). Let \( \pi_t(p_t; \lambda_t) = \left(1 - e^{-\lambda_t q(p_t)}\right) p_t + e^{-\lambda_t q(p_t)} \). \( \mathbb{E}_{\lambda_{t+1}} \left[V_{t+1}(\lambda_{t+1})\right] \), then we have the following result:

**Lemma 1.3.3** If \( q(\cdot) \in Q \), then for fixed \( \lambda_t \), \( \pi_t(p_t; \lambda_t) \) is unimodal in \( p_t \).

The unimodularity of \( \pi_t(p_t; \lambda_t) \)\(^4\) directly leads to the sufficiency of first-order condition to the optimal policy calculation:

**Proposition 1.3.1** Given \( q(\cdot) \in Q \), the optimal pricing policy \( \{p^*_t\}_{t=0}^{T-1} \) is given by \( \frac{\partial \pi_t(p^*_t; \lambda_t)}{\partial p_t} = 0 \), for \( t \in \{1, \cdots, T-1\} \).

However, we notice that in Bellman’s equation (1.2) the expectation is taken over future demand arrival rate, therefore computation is intractable for continuous forecast on future demand rate. To solve this issue, we propose a simple heuristic in the next section.

### 1.4 Deterministic Approximation and Heuristic

In this section, we introduce a deterministic approximation to the original problem. However, we should point out that the deterministic approximation in the typical inventory selling literature refers to the approximation on the inventory dynamics, while in our setting, we simply mean a deterministic proxy to the demand rate forecast.

#### 1.4.1 Deterministic Approximation as Upper Bound

Suppose that for period \( t \in \{1, 2, \cdots, T - 1\} \), the incoming potential demand rate \( \lambda_t \) follows a distribution \( F_t(\cdot) \). We propose the following pricing policy \( \widehat{\pi} \): in any period \( t \), for

\(^4\)It is worth pointing out that the unimodularity of \( \pi_t(p_t; \lambda_t) \) does not require any assumptions on the distributions of \( \{\lambda_t\}_{t=1}^{T-1} \).
realized potential demand rate \( \lambda_t \), price \( p_t \) is determined by solving the following dynamic programming problem:

\[
\tilde{V}_t^{DA}(\lambda_t) = \max_{p_t} \left\{ \left( 1 - e^{-\lambda_t q_t(p_t)} \right) p_t + e^{-\lambda_t q_t(p_t)} \cdot \tilde{V}_{t+1}^{DA}(E[\lambda_{t+1}]) \right\}, \quad \tilde{V}_T^{DA} = p_T. \tag{DA}
\]

It is trivial to see that as the demand process degenerates into a deterministic process, the above algorithm gives the optimal price trajectory. The main result that we will show in this section is that the value function \( \tilde{V}_t^{DA}(\lambda_t) \) of simple algorithm described above actually gives an upper bound of the optimal expected value \( V_t(\lambda_t) \) which is defined in (1.2).5

**Theorem 1.4.1** Given \( q(\cdot) \in Q \), then \( V_t(\lambda_t) \leq \tilde{V}_t^{DA}(\lambda_t), \quad t = \{0, 1, \ldots, T-1\} \).

**Proof** Proof. We prove the theorem by induction. For \( t = T - 1 \), from definition, we have

\( V_{T-1}(\lambda_{T-1}) = \tilde{V}_{T-1}^{DA}(\lambda_{T-1}) \)

which is because period \( T \)'s salvage price \( p_T \) is exogenously given.

Assume that the theorem holds for \( t+1 \in \{1, \ldots, T-1\} \), i.e., \( V_{t+1}(\lambda_{t+1}) \leq \tilde{V}_{t+1}^{DA}(\lambda_{t+1}) \), we will show that \( V_t(\lambda_t) \leq \tilde{V}_t^{DA}(\lambda_t) \), which will complete the proof. From Lemma A.0.1, we know that \( V_{t+1}(\lambda_{t+1}) \) is increasing concave in \( \lambda_{t+1}, \quad t = 0, 1, \ldots, T-1 \), therefore, we have

\[
E[V_{t+1}(\lambda_{t+1})] \leq V_{t+1}(E[\lambda_{t+1}]) \leq \tilde{V}_{t+1}^{DA}(E[\lambda_{t+1}]),
\]

where the first inequality is Jensen inequality and the second inequality comes from the induction assumption. Therefore, it is straightforward to see that

\[
V_t(\lambda_t) = \max_{p_t} \left\{ \left( 1 - e^{-\lambda_t q_t(p_t)} \right) p_t + e^{-\lambda_t q_t(p_t)} \cdot E[V_{t+1}(\lambda_{t+1})] \right\}
\leq \max_{p_t} \left\{ \left( 1 - e^{-\lambda_t q_t(p_t)} \right) p_t + e^{-\lambda_t q_t(p_t)} \cdot \tilde{V}_{t+1}^{DA}(E[\lambda_{t+1}]) \right\} = \tilde{V}_t^{DA}(\lambda_t).
\]

5If the demand rate forecast is modeled to evolve over time following a more sophisticated time series model mentioned in Section 1.3, \( \tilde{V}_t^{DA}(\lambda_t) \) is not necessarily concave in \( \lambda_t \), which means that deterministic approximation may not serve as an upper bound of problem (1.2), yet we are still able to derive similar regret results as in Section 1.4.2 with some appropriate assumptions on the time series.
The proof is completed. ■

1.4.2 DA-Induced Heuristic and Regret

The deterministic approximation (DA) induces a pricing policy and in this section, we would analyze the performance of this heuristic. Especially we are interested in the asymptotic behavior of the regret as the problem scales up. But before the analysis, we need to first specify the asymptotic regime.

Asymptotic Regime.

For asset selling problem, there are two dimensions in which one problem could scale up, i.e., potential demand rate and length of decision horizon. In our case, scaling up in potential demand rate (or online flow volume) is more relevant to the nature of online asset selling business, while the length of decision horizon for each unit of asset is typically set to be limited because a high turnover rate is favorable to the platforms.

Remark. In our setting, since the price action space is not bounded, scaling up in demand rate does not necessarily imply that the asset will be sold almost surely in the first period. See [5] for rigorous discussions. Our problem could be considered as the mixture case between dynamic pricing and static pricing in [5]. Numerical results in Section 1.6 show that even when the problem scale is considerably large, the expected sale duration still reaches far beyond the first epoch.

Next we formalize how the problem is scaled up in the dimension of potential demand rate by making the following definition:

Definition 1.4.1 (Scale Up in Degree $\gamma$) We say a sequence of random variable $\{\lambda_n\}$ scales up in degree $\gamma$ if $\mathbb{E}[\lambda_n] \sim n$ and $Sd(\lambda_n) \sim n^\gamma$, where $Sd(\lambda_n)$ is the standard deviation of $\lambda_n$. 
Typically we would expect to see that $0 \leq \gamma \leq 1$. We give examples for two probable scale-up degrees: $1/2$ and $1$. One scenario is that the platform divides each decision epoch $t$ (normalized to have length of 1) into $n$ equal-length monitored time slots and the realized number of arrivals within each time slot is considered as one demand data point. The Poisson rates $\lambda_{t_{ni}}$ for each time slot $i$ with length $1/n$, $i = 1, \cdots, n$, are independent and identically distributed, then it is straightforward to find that an equivalent Poisson rate for the whole decision epoch is $\lambda_{tn} = \sum_{i=1}^{n} \lambda_{t_{ni}}/n$. When the number of slots, $n$, increases as the potential demand increases such that the distribution of each $\lambda_{t_{ni}}/n$ keeps the same, $\lambda_{tn}$ will scale up in degree $1/2$. An alternative scenario of scaling up in degree $1/2$ is that the demand flow consists of $n$ independent and identical Poisson process with rate $\lambda_{t_{ni}}$, $i = 1, \cdots, n$. Fixing the rate of each sub-flow, $\lambda_{t_{ni}}$, the potential demand increases as the number of sub-flows increases, then $\lambda_{tn}$ will also scale up in degree $1/2$. On the other hand, if we substitute the independence in the above two scenarios with perfect correlation, we would see $\lambda_{tn}$ scales up in degree 1. In the context of forecast, scaling up in a degree less than 1 is saying that the platform’s forecast of future demand becomes relatively more accurate as the market size grows.

Closely related to the Definition 1.4.1, we define

**Definition 1.4.2 ($G_\gamma$-Sequence)** Let $\{G_n(\cdot)\}$ denote the corresponding sequence of cumulative probability functions of random variable sequence $\{\lambda_n\}$ which scales up in degree $\gamma$. We say $\{G_n(\cdot)\}$ is a $G_\gamma$-sequence or simply denoted as $\{G_n(\cdot)\} \in G_\gamma$ if there exists a constant $\rho > 0$, such that

$$G_n(\rho \cdot n) \sim o\left(\frac{n^{\gamma-1}}{\log(n)}\right).$$
As an example, if sequence \( \{\lambda_n\} \) scales up in degree \( 1/2 \), \( G_n(\cdot) \) is sub-Gaussian and \( \rho \) is any constant such that \( \rho < \mathbb{E}[\lambda_n]/n \), then \( G_n(\rho \cdot n) \) decreases to zero way faster than \( n^{-1/2}/\log(n) \) as \( n \) grows large, which implies that \( \{G_n(\cdot)\} \in \mathcal{G}_{1/2} \).

To conduct the regret analysis, it is critical to understand how the value function would react to parameter changes. It is useful to define the following auxiliary function:

\[
F(\lambda, A) = \max_p \{ \pi(p; \lambda, A) \} = \max_p \left\{ (1 - e^{-\lambda q(p)}) p + e^{-\lambda q(p)} \cdot A \right\},
\]

where \( \lambda, A > 0 \) and \( q(\cdot) \in Q \). The following lemma summarizes the sensitivity results of our auxiliary function \( F(\cdot, \cdot) \), which provides important hints on the sensitivity of value function \( V_t(\cdot) \).

**Lemma 1.4.2** For any \( A > 0 \), if \( \bar{c} = \lim_{\lambda \to \infty} (-q'(p(\lambda))/q(p(\lambda))) \) exists and is positive (including infinite), then for \( \lambda > \Lambda(c) \), \( \frac{\partial F(\lambda, A)}{\partial \lambda} \) is upper bounded by \( 1/c\lambda \) where \( c \) is any number within \((0, \bar{c})\).

**Proof** Proof. According to Lemma A.0.1, we know that for any \( A \geq 0 \):

\[
0 \leq \frac{\partial F(\lambda, A)}{\partial \lambda} \leq \frac{\partial F(\lambda, 0)}{\partial \lambda} = \frac{p(\lambda) q(p(\lambda))}{1 - \lambda p(\lambda) q'(p(\lambda))}.
\]

On the other hand,

\[
\frac{p(\lambda) q(p(\lambda))}{1 - \lambda p(\lambda) q'(p(\lambda))} = \frac{1}{\frac{1}{p(\lambda) q(p(\lambda))} + \left(-q'(p(\lambda))/q(p(\lambda))\right) \cdot \lambda} \leq \frac{1}{\left(-q'(p(\lambda))/q(p(\lambda))\right) \cdot \lambda},
\]

We know that as \( \lambda \) goes to infinite, \( p(\lambda) \) also goes to infinite, then if

\[
\bar{c} = \lim_{p \to \infty} (-q'(p(\lambda))/q(p(\lambda)))
\]
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exists and is positive, for \( \lambda > \Lambda(c) \) where \( \Lambda(c) \) is some positive constant depending on \( c \), we have

\[
\frac{\partial F(\lambda, A)}{\partial \lambda} \leq \frac{p(\lambda) q(p(\lambda))}{1 - \lambda p(\lambda) q'(p(\lambda))} \leq \frac{1}{c\lambda}, \quad \forall \ c \in (0, \bar{c}).
\] (1.3)

The proof is completed.

We notice that in Lemma 1.4.2, we require \( \lim_{\lambda \to \infty} (-q'(p(\lambda)))/q(p(\lambda)) \) exists and positive. This \textit{de facto} comes from the log-concavity of \( q(\cdot) \) directly, because log-concavity is equivalent to that \(-q'(p)/q(p)\) is increasing in \( p \). Therefore by requiring \( \lim_{\lambda \to \infty} (-q'(p(\lambda)))/q(p(\lambda)) > 0 \) we do not put any further assumptions on \( q(\cdot) \) other than Assumption 1.3.2. Besides the sensitivity properties of value function, it is also critical to understand the sensitivity properties of the optimal decision. Let \( p(\lambda, A) = \arg\max_p \pi(p; \lambda, A) \), we have the following lemma:

**Lemma 1.4.3** (i). \( 0 < \frac{\partial p(\lambda, A)}{\partial \lambda} \) and for any constant \( c \in (0, \lim_{p \to \infty} \{-q'(p)/q(p)\}] \), there exists \( \lambda(c) \) such that when \( \lambda > \lambda(c) \), \( \frac{\partial p(\lambda, A)}{\partial \lambda} < \frac{1}{c\lambda} \). (ii). \( 0 < \frac{\partial p(\lambda, A)}{\partial A} < 1 \), for any \( \lambda > 0 \) and \( A > 0 \).

Lemma 1.4.3 will play an important role later when we conduct regret analysis. It tells us how \( p(\lambda, A) \) would increase as the two parameters \( \lambda \) and \( A \) grow large. Especially, we know that \( p(0, 0) = 0 \), therefore Lemma 1.4.3 implies the following bound for \( p(\lambda, A) \):

\[
p(\lambda, A) < C \cdot \log(\lambda) + A,
\] (1.4)

where \( C \) is some positive constant independent of \( A \).

Given the above Lemmas, we are ready to analyze the performance of the deterministic approximation. With a slight abuse of notations, we use \( V^\pi_t(\lambda_{tn}) \) to denote the expected present value of pricing policy \( \hat{\pi} \) given the current realized demand rate \( \lambda_{tn} \) and here the expectation is taken on all the future demand rate \( \lambda_{\tau n} \), \( \tau = t + 1, \cdots, T - 1 \), based upon
current forecast. To measure the performance of our algorithm, we define the following metric:

**Definition 1.4.3** The regret of a policy $\pi$ is defined as:

$$\text{Regret} (\pi) = \mathbb{E}_{\lambda_{1n}} \left[ V_1 (\lambda_{1n}) - V_1^\pi (\lambda_{1n}) \right],$$

where $V_1^\pi (\lambda_{1n})$ is the expected profit when applying pricing policy $\pi$ given current demand rate $\lambda_{1n}$.

Our main results below show the asymptotic optimality in scale factor $n$ could be achieved by DA policy:

**Theorem 1.4.4** Assume that each sequence $\{\lambda_{tn}\}$, $t = 1, \cdots, T-1$ scales up in degree $\gamma$ and each corresponding distribution sequence $\{G_{tn} (\cdot)\} \in G_\gamma$ and $\lim_{p \to \infty} \{-q'(p)/q(p)\} < \infty$, then

$$0 < \text{Regret} (\pi_{DA}) < \mathcal{O} \left( \frac{\log(n)}{n^{1-\gamma}} \right).$$

We point out that in the above theorem, the condition $\lim_{p \to \infty} \{-q'(p)/q(p)\} < \infty$ is satisfied many commonly used functions in family $Q$. For example, when $q(p) = \frac{e^\beta - e^\alpha p}{1 + e^\beta - e^\alpha p}$, $\lim_{p \to \infty} \{-q'(p)/q(p)\} = \alpha$, when $q(p) = \beta e^{-\alpha p}$, $\lim_{p \to \infty} \{-q'(p)/q(p)\} = \alpha$. Besides, it is straightforward to check that for a series of $q_i(p)$, $i \in \mathcal{I}$, that satisfies condition $\lim_{p \to \infty} \{-q'_i(p)/q_i(p)\} < \infty$, then the multiplication $q(p) = \prod_{i \in \mathcal{I}} q_i(p)$ also satisfies $\lim_{p \to \infty} \{-q'(p)/q(p)\} < \infty$, which would be useful in the next section.
Figure 1.1.: Example of Car Profile on Guazi Used Car Platform.
1.5 Demand Learning via Online Behavioral Data

In this section, we dive deeper into customers’ preferences over the asset, and discuss how the platform can better inform its pricing decisions via customers’ online behavior data. We assume that the net value of car $j$ which has been posted for $t$ periods has form

$$u_{jt} = X_{jt} \beta - \alpha p_{jt} + \xi_j + \epsilon_{jt}, \quad (1.5)$$

where $X_{jt}$ is a vector of car $j$’s observable attributes and it could be time dependent, $\xi_j$ is car $j$’s latent value which is unobservable from the platform’s perspective, while is observable by customers and $\epsilon_{jt}$ is each customer’s idiosyncratic preference shock for car $j$ in period $t$ with a known distribution. Figure 1.1 shows the screenshots of a used-car profile on a platform’s app. The platform typically conducts a thorough inspection covering over one hundred mechanical nuances. However, when formulating an empirical model to estimate customers’ reactions to a car profile, generally only a subset of major factors would be included. One reason is that the data may be too sparse to support a model that captures the full profile of the attributes. Especially, customers’ preference may evolve over time, which makes the data collected long time ago less relevant. Therefore, including an unobservable latent value $\xi_j$ besides the major factors into the empirical model and learning the latent value over the selling process is a reasonable setup. As [1] shows, under such a setting, learning the latent factor admits significant values. We assume that the effects of observable attributes $\beta$ is universal for all cars which could be learned from historical data, while $\xi_j$ is associated to each specific car $j$ which is what the platform should learn along the dynamic pricing. Furthermore, we assume that $\xi_j$ is supported on a compact set, i.e., $\xi_j \in [\underline{\xi}, \bar{\xi}]$. Because we are focusing on the single car scenario, without introducing confusion, we drop the $j$ subscript hereafter.
The nature of online business enables the platform to observe each single potential customer’s online behaviors including not only the final purchase decision, but also intermediate behaviors. In the used car online marketplace, typical intermediate behaviors include click, online save and appointment for test drive etc. For exposition purpose, we focus on the framework where the platform can well observe one specific type of customers’ online behaviors before customers make up their purchase decisions. And we assume that whether a customer conducts such a behavior (e.g., test drive appointment) depends on the net value $u_t$ and each customer’s reservation value which is sampled from a known distribution. Then we call a customer who conducts the specific type of intermediate behavior as a promising customer and for each visitor, she becomes a promising customer with probability $q^1_t(u_t)$. Recall that the effects of observable attributes $\beta$ could be estimated from historical data, in our setting, we treat them as known constants, so we can write $q^1_t(u_t)$ as $q^1_t(\xi - \alpha p_t)$, where as a generalized linear function of $p_t$, we assume $q^1_t(\xi - \alpha p_t) \in \mathcal{Q}$. After conducting the intermediate behavior, each promising customer decides to purchase the asset with probability $q^2_t(\xi - \alpha p_t)$ where $q^2_t(\cdot) \in \mathcal{Q}$. Let $q_t(\cdot)$ be the conversion rate. We assume that $q_t(\cdot)$ has the decomposed structure: $q_t(\xi - \alpha p_t) = q^1_t(\xi - \alpha p_t) \cdot q^2_t(\xi - \alpha p_t)$. Notice that here we made a simplification of the demand process. We assume the time delay between a customer’s intermediate behavior and the final purchase decision is negligible, also we do not model any strategic behaviors. In used-car selling business, a typical decision epoch lasts for a couple of weeks, so for a popular car, we can expect most customers won’t delay their final purchase decision across epochs. Especially, the recent movements of some leading used-car companies (e.g., Carvana) to advocate the online-only car selling mode make a customer’s whole purchasing process much shorter than a traditional offline selling mode.

The following lemma indicates that multiplication is closed in $\mathcal{Q}$:

**Lemma 1.5.1** If $q_i(p) \in \mathcal{Q}$, $i = 1, \cdots, n$, and $q(p) = \prod_{i=1}^{n} q_i(p)$, then $q(\cdot) \in \mathcal{Q}$. 
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Whence we know that \( q_t (\xi - \alpha p_t) \in \mathcal{Q} \). One direct extension to the above setting is that the platform is able to well observe \( S \) steps of intermediate behaviors, where \( S > 1 \). For example, a customer should first click the product, then add it to wish list and finally schedule a test drive. We assume that the order of these intermediate steps cannot be alternated and a latter step cannot be conducted if one earlier step is skipped. Let \( q^s_t (\xi - p_t) \in \mathcal{Q} \) denote each customer’s probability of conducting step \( s \) given the previous steps are conducted, then a customer’s purchase probability can be written as \( q_t (\xi - p_t) = \prod_{s=0}^{S} q^s_t (\xi - p_t) \). Lemma 1.5.1 implies that \( q_t (\xi - p_t) \in \mathcal{Q} \), therefore all the analysis can be easily extended to this more general setting. To ease the exposition, we use the deterministic approximation (DA) as the true optimal and conduct regret analysis. Once we do that, we will see later that it is straightforward to get the regret when the true optimal is the original problem (1.2).

1.5.1 Data Description for Parameter Learning

Before we propose the policy for learning and pricing, we need to first specify the observed data used for parameter learning. Here we denote the true latent value to learn by \( \xi_0 \) with prior distribution density \( h_{\xi_0} (\cdot) \). As we indicated before, the firm can observe each customer’s behaviors including both the intermediate decision and the final purchase decision. In our setting, the data that the firm would mostly utilize is the intermediate behavior observations which indicate whether visitors become promising customers and each observation is a Bernoulli random variable. To facilitate our analysis below, we assume the platform collects data in the following way: (i). The firm divides a single decision epoch into small monitored time slots with equal lengths such that mean number of arriving customers in each time slot equals to a predetermined constant \( \lambda_t \); (ii). After one decision epoch, the platform collects the realized numbers of promising customers for all the time slots. Each realized observation from one slot is treated as one data point. We notice that in our frame-
work, we characterize the customer arrival process within each decision epoch as a stationary
Poisson process with rate $\lambda_{tn}$, therefore evenly divided time slots have identical mean value
of arriving customers. More specifically, given price $p_{jt}$, the number of promising customers
of all the time slots within one decision epoch are independent and identically sampled from
distribution $\text{Pois} (\lambda_{q} (\xi_0 - \alpha p_t))$ and the sample size is $n_t := \lambda_{tn}/\lambda_t$. Collected data is used
to estimate the unobservable value $\xi_0$.

1.5.2 Learning and Optimization Policies: Thompson Sampling & MAP

The firm’s ability to observe potential customers in online marketplace is critical in our
asset selling setting, because the final purchase observations would be all nos before the asset
is finally sold, which cannot support effective demand learning. In this section, we propose
two learning and optimization policies: an active learning policy based on Thompson sam-
pling, and a passive learning policy based on maximum likelihood estimation. By calling an
algorithm active/passive, we simply aim to distinguish algorithms with/without explorations
during learning. Our active learning policy works as follows:

Algorithm. (Thompson Sampling for Dynamic Pricing)

Iterate the following steps for $t = 1, \cdots, T$:

1. Sample Unobservable Attribute: Sample a random parameter $\xi_t \in \Xi$ according to the
   posterior distribution of $\xi_0$ given history $\mathcal{H}_{t-1}$.

2. Offer Price: Solve the dynamic pricing problem and get the optimal pricing policy
   $\{p^*_t\}_{t=1}^{T-1}$:

   $$V_t (\lambda_{tn}) = \max_p \left\{ (1 - e^{-\lambda_{tn}q_t (\xi_t - \alpha p_t)}) p_t + e^{-\lambda_{tn}q_t (\xi_t - \alpha p_t)}V_{t+1} (\mathbb{E} [\lambda_{(t+1)n}]) \right\} ,$$

   with $V_T (\cdot) = p_T$. Then set $p_t^{TS} = p^*_t$. 23
3. **Update Estimation**: Observe the realized number of potential buyers for each time slot $X_t = \{X_{t1}, \cdots, X_{tk_t}\}$ with each observation sampled from $\text{Pois}(\lambda_t q_t (\xi_0 - \alpha p_t^{TS}))$ and update the history $\mathcal{H}_t = \mathcal{H}_{t-1} \cup \{X_t\}$ and the posterior belief of $\xi_0$ based upon $\mathcal{H}_t$ via Bayes rule.

On the other hand, the passive learning policy works as follows:

**Algorithm.** (Maximum A Posteriori Estimation for Dynamic Pricing)

For $t = 1$:

1. **Sample Unobservable Attribute**: Sample a random parameter $\xi_1 \in \Xi$ according to the prior distribution of $\xi_0$.

Iterate the following steps for $t = 1, \cdots, T$:

2. **Offer Price**: Solve the dynamic pricing problem and get the optimal pricing policy $\{p_t^*\}_{t=1}^{T-1}$:

$$V_t(\lambda_{tn}) = \max_p \left\{ \left(1 - e^{-\lambda_t q_t (\xi_0 - \alpha p_t)}\right) p_t + e^{-\lambda_t q_t (\xi_0 - \alpha p_t)} V_{t+1} \left( \mathbb{E}_{\xi_t} \left[ \lambda_{(t+1)n} \right] \right) \right\},$$

with $V_T(\cdot) = p_T$. Then set $p_t^{MAP} = p_t^*$.

3. **Update Estimation**: Observe the realized number of potential buyers for each time slot $X_t = \{X_{t1}, \cdots, X_{tk_t}\}$ with each observation sampled from $\text{Pois}(\lambda_t q_t (\xi_0 - \alpha p_t^{MAP}))$ and update the history $\mathcal{H}_t = \mathcal{H}_{t-1} \cup \{X_t\}$ and MAP estimation of $\xi_0$ based upon $\mathcal{H}_t$, and let $\xi_{t+1}$ denote the MAP estimation. $t = t + 1$.

**Remark.** Here we do not need to worry about the consistency of the learning, because: (i). There is no uninformative state due to the fact that $dq(\xi - \alpha p) / d\xi > 0$ (see [29]); (ii). Our policies are different from typical certainty-equivalence controls where in our setting multiple observations are available within each decision epoch.
1.5.3 Performance Analysis

A salient feature of our online pricing framework is that within each decision epoch, there could be large amount of observations, while in a typical model of sequential decision making with learning, decisions are made instantly after each new observation. Large observation sample in each decision epoch opens the gateway for us to use asymptotic behaviors of some statistics to get finer regret bounds which have not been seen in conventional settings. We start from analyze the Thompson-sampling-based policy.

Within a given decision epoch $t$, $t = 1, \cdots, T-1$, with price $p_t$, the platform observes $n_t$ number of independent and identically distributed random draws from distribution $\text{Pois} (\lambda_t q (\xi - \alpha p_t))$. We know that under some regularity conditions, as the i.i.d. sample size grows, the posterior distribution of $\xi$ has asymptotic normality due to Bernstein-von-Mises Theorem. Across different decision epochs, the random draws are still independent but not identically distributed, because the prices change over time. Without loss of generality, we assume $n_1 = n_2 = \cdots = n_{T-1} = n$, then by slightly modifying the proof in [45], we still can show the asymptotic normality of the posterior distribution.

Following the notations in [45], let $(X, \mathcal{A})$ be a measurable space and $L_{\xi|\mathcal{A}}$, $\xi \in \Xi$, a family of probability measures, where $\Xi$ is an open subset of $\mathbb{R}$. Let $\xi$ be a random variable with prior distribution density $h_{\xi_0}|\mathcal{B} \cap \Xi$. Assume that $\lambda_{\xi}$ has a finite density $\rho$ with respect to the Lebesgue measure, which is positive on $\Xi$ and zero on $\Xi^c$. Let $R_{tn,x}$ be the posterior distribution of $\xi$ for the sample size $t \cdot n$ given $x \in X^m$ after $t$ decision epochs, which is defined as

$$R_{tn,x} (B) = \frac{\int_B (\prod_{\tau=1}^t \prod_{i=1}^{n_\tau} l_{\tau} (x_{\tau i}, \sigma)) \rho (\sigma) \, d\sigma}{\int (\prod_{\tau=1}^t \prod_{i=1}^{n_\tau} l_{\tau} (x_{\tau i}, \sigma)) \rho (\sigma) \, d\sigma}, \quad B \in \mathcal{B},$$
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where in our setting \( l(\cdot, \xi) = (\lambda_t q_t (\xi - \alpha_{p_t}))^x e^{-\lambda_t q_t (\xi - \alpha_{p_t})}/x! \). Let \( Q_{tn,x} \) be the normal distribution centered at the maximum likelihood estimator \( \xi_{tn} (x) \) with covariance matrix \( \Gamma_{tn} (x)^{-1} \), where

\[
\Gamma_{tn} (x) = \left( \sum_{\tau=1}^{t} \sum_{i=1}^{n} \frac{\partial^2}{\partial \xi^2} f (x_{ti}, \xi) \bigg|_{\xi = \xi_{n}(x)} \right),
\]

which is positive and \( f (x_{ri}, \xi) = -\log l (x_{ri}, \xi) \).

Define the variational distance between the measures \( R_{tn,x} \) and \( Q_{tn,x} \) as

\[
d (R_{tn,x}, Q_{tn,x}) = \sup \{|R_{tn,x} (B) - Q_{tn,x} (B)| : B \in \mathcal{B} \}.
\]

Then we can prove the following proposition:

**Proposition 1.5.1**  For any \( s \geq 2 \) and every compact subset \( K \) of \( \xi \) there exists a constant \( c_K (s) \) such that

\[
\sup_{\xi \in K} P_{tn,x} \left\{ x \in X^{tn} : d (R_{tn,x}, Q_{tn,x}) > c_K (s) \cdot (t \cdot n)^{-1/2} \right\} = O \left( (t \cdot n)^{-s/2} \right).
\]

**Proof**  Proof. First we prove that within each decision epoch, the regularity conditions in Appendix hold for any integer \( s \geq 2 \). For given epoch \( t \) and price \( p_t \),

\[
f (x, \xi) = -\log \left( \frac{(\lambda_t q_t (\xi - \alpha_{p_t}))^x e^{-\lambda_t q_t (\xi - \alpha_{p_t})}}{x!} \right)
\]

\[
= -x \log (\lambda_t q_t (\xi - \alpha_{p_t})) + \log (x!) + \lambda_t q_t (\xi - \alpha_{p_t}),
\]

and

\[
f'' (x, \xi) = \frac{\partial^2 f (x, \xi)}{\partial \xi^2} = \left( \frac{q'_t (\xi - \alpha_{p_t})}{q_t (\xi - \alpha_{p_t})} \right)' \cdot x + \lambda_t q''_t (\xi - \alpha_{p_t}).
\]
Therefore, we have

\[ |f(x, \xi)| \leq \left( \left| \log (\lambda_t q_t (\xi - \alpha p_t)) \right| + x - 1 \right) \cdot x + \left( x + \frac{1}{2} \right) \log (x) + \tilde{C} < C \cdot x^2, \]

where \( C \) and \( \tilde{C} \) are some positive constants independent of \( x \) and the first inequality comes from the upper bound on \( x! \): \( x! \leq x^{x+\frac{1}{2}}e^{-x+1} \). In turn, for any integer \( s \geq 2 \), we have \( |f(x, \xi)|^s < C_s \cdot x^{2s} \), where \( C_s \) is some positive constant. On the other hand, we know that given any \( \xi \), \( x \) follows a Poisson distribution and any order of factorial moment of Poisson distribution exists, therefore given any \( \xi, \sigma \in \Xi, E_{\sigma} |f(\cdot, \xi)|^s < \infty \). We can apply the same argument to \( |f''(x, \xi)|^s \) which is upper bounded by a linear function of \( x \). Furthermore

\[
E_{\xi} f''(\cdot; \xi) = \left( \frac{q_t (\xi - \alpha p_t)}{q_t (\xi - \alpha p_t)} \right)' \cdot \lambda_t q_t (\xi - \alpha p_t) + \lambda_t q''_t (\xi - \alpha p_t)
\]

\[ = \frac{\lambda_t}{q_t (\xi - \alpha p_t)} \cdot (q_t (\xi - \alpha p_t))^2 > 0. \]

Then it is not difficult to see that all the regularity conditions listed in the appendix hold for any \( s \geq 2 \). Finally, by slightly modifying the proof in [45], we can extend the results into non-identically distributed observations across different decision epochs.

Proposition 1.5.1 indicates that the probability of convergence error exceeding \( c_K (t \cdot n)^{-1/2} \) diminishes faster than any polynomial order, therefore when \( t \cdot n \) is large, \( R_{tn,x} (B) \) can be well bounded by \( \left[ Q_{tn,x} (B) - c_K \cdot (tn)^{-1/2}, Q_{tn,x} (B) + c_K \cdot (tn)^{-1/2} \right] \). Now that we are interested in the asymptotic regret, hereafter we will assume \( Q_{tn,x} (B) - c_K \cdot (tn)^{-1/2} < R_{tn,x} (B) < Q_{tn,x} (B) + c_K \cdot (tn)^{-1/2} \), for any \( B \in \mathcal{B} \).

Given samples are independent and identically distributed within each decision epoch and independent distributed across different epochs, we are able to identify the consistency and asymptotic normality of the maximum likelihood estimator \( \xi_t (x) \). Consistency follow
directly from the results in [24] and here we focus on the asymptotic normality and the corresponding convergence rate.

**Proposition 1.5.2** For any \( s \geq 2 \) and every compact subset \( K \) of \( \xi \) there exists a constant \( C_K (s) > 0 \) such that

\[
\sup_{\xi \in K} P^{\xi}_n \left\{ x \in X^n : d \left( R_{tn,x}, \tilde{Q}_{tn,x} \right) > C_K (s) \cdot (t \cdot n)^{-1/2} \right\} = O \left( (t \cdot n)^{-s/2} \right).
\]

Let \( V_t (\lambda_{tn}, \xi) \) be the optimal expected profit at time period \( t \) given that the current-period demand rate is \( \lambda_{tn} \) and the latent value is \( \xi \). Using the function \( F (\lambda, A, \xi) \) defined in Lemma A.0.9, we can write down the recursive definition for \( V_t (\lambda_{tn}, \xi) \):

\[
V_t (\lambda_{tn}, \xi) = \max_{p_t} \left\{ \left( 1 - e^{-\lambda_{tn} q (\xi - \alpha p_t)} \right) p_t + e^{-\lambda_{tn} q (\xi - \alpha p_t)} \cdot V_{t+1} (\xi) \right\} = F (\lambda_{tn}, V_{t+1} (\xi), \xi).
\]  

(1.6)

Let \( V^{TS}_t (\lambda_{tn}, \xi_t) \) be the expected profit at time period \( t \) by applying Thompson sampling pricing policy given that the current-period demand rate is \( \lambda_{tn} \) and the drawn sample for period \( t \) is \( \xi_t \):

\[
V^{TS}_t (\lambda_{tn}, \xi_t) = \left( 1 - e^{-\lambda_{tn} q (\xi - \alpha p^{TS}_{t} (\xi_t))} \right) p^{TS}_{t} (\xi_t) \nonumber \\
+ e^{-\lambda_{tn} q (\xi - \alpha p^{TS}_{t} (\xi_t))} \cdot E_{\xi_{t+1}} \left[ V^{TS}_{t+1} \left( \lambda (t+1)n, \xi_{t+1} \right) \right],
\]  

(1.7)

where we should notice that in the above the expectation on \( \xi_{t+1} \) is taken based upon the posterior belief on \( \xi \) at the beginning of period \( t + 1 \). Our main result gives the performance analysis for the Thompson sampling algorithm:
Theorem 1.5.2 If \( \lim_{p \to \infty} \{-q'(p)/q(p)\} < \infty \), the regret of Thompson Sampling pricing policy is given by:

\[
0 < V_1(\lambda_1n, \xi_0) - \mathbb{E}_{\xi_1}[V_1^{TS}(\lambda_1n, \xi_1)] < \frac{T \cdot \sigma_0}{\alpha} \cdot \log(n) + \mathcal{O}\left(\frac{\log(n)}{\sqrt{n}}\right),
\]

\[
0 < V_2(\lambda_2n, \xi_0) - \mathbb{E}_{\xi_2}[V_2^{TS}(\lambda_2n, \xi_2)] < \mathcal{O}\left(\frac{\log(n)}{\sqrt{n}}\right).
\]

where \( \sigma_0 = \mathbb{E}[|\xi_1 - \xi_0|] \).

We notice that in the regret starting from the first period, there is a term \( \frac{T \cdot \sigma_0}{\alpha} \cdot \log(n) \) that is not decreasing as the scale factor \( n \) grows. This term is purely led by the initial misspecification on \( \xi_0 \), which is independent of whatever learning algorithm that is applied, therefore the regret starting from the second period would be more meaningful. The above calculation gives the regret of Thompson Sampling pricing policy in the deterministic approximation problem, and with some slight modifications, it is not difficult to get the regret in the original problem (1.2). To avoid confusion, here we use \( V_t^*(\lambda_{tn}, \xi_0) \) to denote the true optimal profit given the current period demand rate \( \lambda_{tn} \) and latent value \( \xi_0 \). Then we have the following corollary:

Corollary 1.5.3 Assume that each sequence \( \{\lambda_{tn}\}, t = 1, \cdots, T - 1 \) scales up in degree \( \gamma \) and each corresponding distribution sequence \( \{G_{tn}(\cdot)\} \in G_{\gamma} \), then

\[
0 < \mathbb{E}_{\lambda_1}[V_1^*(\lambda_1, \xi_0) - \mathbb{E}_{\xi_1}[V_1^{TS}(\lambda_1, \xi_1)]] < \frac{T \cdot \sigma_0}{\alpha} \cdot \log(n) \cdot 1 \{t = 1\} + \mathcal{O}\left(\frac{\log(n)}{n^\min\{1-\gamma,1/2\}}\right).
\]

We notice that Bernstein-von-Mises Theorem indicates that the posterior asymptotic normal distribution is centered at MLE, it is not difficult to see that the regret analysis for the Thompson-sampling-based policy includes the analysis for the MAP-based pricing policy. Furthermore, the MAP distribution converges at the same asymptotic rate to the
true parameter as the Bayesian posterior distribution, i.e., at the rate of $1/\sqrt{n}$, therefore results similar to Theorem 1.5.2 and Corollary 1.5.3 hold for MAP.

**Theorem 1.5.4** If $\lim_{p \to \infty} \{-q'(p)/q(p)\} < \infty$, the regret of MAP pricing policy is given by:

$$0 < V_1(\lambda_{1n}, \xi_0) - \mathbb{E}_{\xi_1}[V_{1MAP}(\lambda_{1n}, \xi_1)] < \frac{T \cdot \sigma_0}{\alpha} \cdot \log(n) + O\left(\frac{\log(n)}{\sqrt{n}}\right),$$

$$0 < V_2(\lambda_{2n}, \xi_0) - \mathbb{E}_{\xi_2}[V_{2MAP}(\lambda_{2n}, \xi_2)] < O\left(\frac{\log(n)}{\sqrt{n}}\right).$$

where $\sigma_0 = \mathbb{E}[|\xi_1 - \xi_0|]$.

And analogous to Corollary 1.5.3, we have

**Corollary 1.5.5** Assume that each sequence $\{\lambda_{tn}\}, t = 1, \cdots, T - 1$ scales up in degree $\gamma$ and each corresponding distribution sequence $\{G_{tn}(\cdot)\} \in G_\gamma$, then

$$0 < \mathbb{E}_{\lambda_t}[V_1^*(\lambda_1, \xi_0) - \mathbb{E}_{\xi_1}[V_{1MAP}(\lambda_1, \xi_1)]] < \frac{T \cdot \sigma_0}{\alpha} \cdot \log(n) \cdot \mathbb{1}\{t = 1\} + O\left(\frac{\log(n)}{n^{\min\{1-\gamma, 1/2\}}}\right).$$

### 1.6 Numerical Experiments

#### 1.6.1 Performance of DA & The Value of Dynamic Programming

Our first numerical experiment investigates how well the deterministic approximation (DA) algorithm works. As a comparison, we also consider a heuristic which simulates the pricing algorithm conducted by a leading used car platform. The algorithm that is currently being used works in the following way: Given horizon length $T$, for each period $t$, $t = 1, \cdots, T - 1$ (one period typically corresponds to one week), the platform has an estimated demand function, $\phi_t(p)$, which is the probability that the car could be sold at price $p$ when
there are $T - t$ periods left before the car has to be salvaged at price $p_T$. Then the platform solves a simple optimization problem:

$$\max_p \phi_t (p) p + (1 - \phi_t (p)) p_T.$$ 

The solution $p_t$ is set as the selling price at period $t$. For simplicity, in our simulation we assume that $\phi_t (p)$ has the correct function form, but with the future demand arrival rates to be the average forecasted rates and later when we consider the idiosyncratic learning, we assume the customers’ latent value in $\phi_t (p)$ is captured by the mean of prior belief. In other words, we assume $\phi_t (p)$ has form

$$\phi_t (p) = \left(1 - e^{-\lambda_t q(p)} \right) p + e^{-\lambda_t q(p)} \left[ \left(1 - e^{-\lambda_{t+1} q(p)} \right) p + \cdots + e^{-\lambda_{T-1} q(p)} p_T \right],$$

where $\lambda_t$ is the observed rate in period $t$ and $\lambda_{t+1}, \cdots, \lambda_{T-1}$ are the mean value of forecast.

We have two points to make about this algorithm: First, the optimization problem that the algorithm solves actually assumes a uniform price across the horizon from period $t$ to $T - 1$. We call this algorithm as *Uniform Approximation* (UA) algorithm. Although as time moves forward, the demand function $\phi_t (p)$ gets updated every period, which still leads to a dynamic price trajectory, the policy is not computed via dynamic programming. The algorithm itself neglects the dynamic nature of the pricing problem, which will lead to a significantly lower price trajectory compared with the true optimal. On the other hand, as we have indicated before, deterministic approximation provides an upper bound for the original problem, so DA policy would lead to a higher price trajectory than the true optimal. Second, the demand model $\phi_t (p)$ is not developed based upon customers’ utilities and does not have the active idiosyncratic learning as in the Thompson sampling policy. Idiosyncratic learning has been shown to be valuable for used car marketplace by empirical work [1],
therefore with the availability of large amount of customers’ online behaviors data, we would expect great opportunities in improving revenues as we will indicate by simulations later.

In our first numerical experiment, we run simulations with horizon lengths $T = 3, 5, 7$, respectively. Individual purchase probability has form $q(p) = e^{-2p} / (1 + e^{-2p})$ with salvage price $p_T = 2$. We consider two scenarios where the problem scales up in degree $1/2$ with scale $n$ with three-point distributed forecast demand rates, $P(\lambda_t = n) = 1/2$, $P(\lambda_t = n - 3\sqrt{n}) = P(\lambda_t = n + 3\sqrt{n}) = 1/4$, and $P(\lambda_t = n) = 1/2$, $P(\lambda_t = n - \sqrt{n}) = P(\lambda_t = n + \sqrt{n}) = 1/4$. We consider scales $n = 10, 50, 100, 500, 1000$ respectively. For each given distribution, horizon length $T$ and scale $n$, we run the simulation for 1200 times. The average prices and time periods at which the deal is made are summarized in Table 1.1 (with $T = 7$) and the results of revenue approximation ratios are depicted in Figure 1.2 and 1.3, where Optimal is the pricing policy of the original problem (1.2).

Table 1.1: Price of Deal and Time of Deal - (Price, Time)

<table>
<thead>
<tr>
<th>Scale n</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(n, 3\sqrt{n})$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UA</td>
<td>(2.186,5.838)</td>
<td>(2.541,4.214)</td>
<td>(2.784,3.631)</td>
<td>(3.448,2.801)</td>
<td>(3.766,2.546)</td>
</tr>
<tr>
<td>$(n, \sqrt{n})$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DA</td>
<td>(2.171,5.973)</td>
<td>(2.552,4.650)</td>
<td>(2.784,4.284)</td>
<td>(3.513,3.685)</td>
<td>(3.853,3.542)</td>
</tr>
<tr>
<td>UA</td>
<td>(2.170,5.882)</td>
<td>(2.543,4.197)</td>
<td>(2.757,3.737)</td>
<td>(3.446,2.759)</td>
<td>(3.767,2.545)</td>
</tr>
<tr>
<td>OPT</td>
<td>(2.171,5.973)</td>
<td>(2.552,4.650)</td>
<td>(2.784,4.284)</td>
<td>(3.513,3.685)</td>
<td>(3.853,3.542)</td>
</tr>
</tbody>
</table>

Notes. $T = 7$, $p_T = 2$. In (Price, Time), Price and Time are the simulated expected price and time at which the deal is made.

According to some summary statistics from the used car platform we are working with, the platform typically sets the time horizon to be 7 weeks (and conducts weekly price adjust-
ment). On average, the deal prices are around 20% higher than the salvage prices and the time each car stays on the platform is around 3 weeks. Therefore, as we can see from Table 1.1, when the problem scale is at 50, the parameters and corresponding results may be most relevant to the real business environment. Our simulation results show that both DA and UA work pretty well and especially, as shown by Figure 1.2 and 1.3, the performance of DA policy almost totally achieves the optimal policy (they are almost not distinguishable from each other on the graph). As the time horizon increases and the problem scale grows, the performance of UA depreciates, while our proposed algorithm DA performs quite robustly.

Figure 1.2.: (Color online) Performance Comparison of Dynamic Pricing Algorithms ($n(\pm 3\sqrt{n})$)
In the simulations we run, on average DA achieves revenue around 1% – 2% higher than UA. We notice that typically used car platforms' profit rate per car is around 10%,\(^6\) therefore such revenue increase could imply a considerable increase in profit.

The major takeaway from the simulation results is that neglecting the randomness in the demand rate forecast is generally harmless once the dynamic formulation and the average trend of demand rate are correctly characterized.

\(^6\)See [1] and CarMax Reports First Quarter Fiscal 2021 Results.
1.6.2 Performance of TS, MAP & The Value of Learning

Our second numerical experiment investigates the performance of Thompson Sampling (TS) and Maximum A Posteriori algorithms and demonstrates the value of idiosyncratic learning. As our previous experiment has already shown the performance of deterministic approximation and the corresponding revenue gap is small, in our second experiment, we assume that the forecasted demand arrival rates are constants. In TS, the posterior distribution is simulated via MCMC method and we take 1000 iterations before each posterior sampling. In our simulations, MAP runs much faster than TS, which is because optimization can be conducted much more efficiently than MCMC. For comparison, we consider the algorithm using the mean value of posterior distribution as the latent value input instead of sampling from the posterior distribution. We call this algorithm as Bayesian Mean (BM) algorithm. In implementation, BM algorithm requires taking average of a big sample of random draws from posterior distribution. We also simulate the performance of the dynamic programming algorithm using the mean value of the prior belief on the latent value as input, i.e., Dynamic Programming with No Learning (DP_NL) algorithm. Finally, we simulate the algorithm that is most similar to the platform’s current running one, Uniform with No Learning (U_NL) algorithm, i.e., applying uniform price optimization using the mean value of prior distribution on latent value (i.e., without idiosyncratic learning) as we described before. In the experiment, we have $\lambda_1 = \cdots = \lambda_{T-1} = 1$, ground truth latent value $\xi$ is sampled from standard normal distribution $N(0,1)$, prior belief over $\xi$ has no bias, which is also a standard normal distribution. Each arrival’s purchasing behavior consists of two stages: First with probability $e^{\xi-p}/(1 + e^{\xi-p})$, the arrival becomes a promising customer. This stage corresponds to customers’ online behaviors that indicate their strong interests in the item. Then with probability $e^{\xi-p}/(1 + e^{\xi-p})$, each promising customer decides to purchase the item. Each algorithm is simulated for 360 times. The simulation details for $T = 7$
are summarized in Table 1.2 and Table 1.3, where Table 1.2 summarizes the performance of algorithms from period 2 to the end, while Table 1.3 summarizes the whole horizon. The reason that we make this distinction is that in the first period when we do not have historical data, learning in the algorithm won’t make a difference, the revenue loss is largely driven by the prior misspecification in the first period. All simulated revenue approximation ratios are shown in Figure 1.4 (start from period 2) and Figure 1.5 (whole horizon), where Optimal is the optimal pricing policy of (1.2) solved by a clairvoyant decision maker who knows the true latent value $\xi$.

Table 1.2: Price of Deal and Time of Deal - (Price, Time), (Start from Period 2)

<table>
<thead>
<tr>
<th>Scale</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BM</td>
<td>(2.246,5.911)</td>
<td>(2.541,5.256)</td>
<td>(2.889,4.758)</td>
<td>(3.383,4.453)</td>
<td>(3.728,4.236)</td>
</tr>
<tr>
<td>MLE</td>
<td>(2.254,5.853)</td>
<td>(2.581,5.222)</td>
<td>(2.905,4.814)</td>
<td>(3.425,4.494)</td>
<td>(3.735,4.347)</td>
</tr>
<tr>
<td>DP-NL</td>
<td>(2.230,5.608)</td>
<td>(2.474,4.925)</td>
<td>(2.697,4.464)</td>
<td>(3.171,4.361)</td>
<td>(3.550,4.064)</td>
</tr>
<tr>
<td>OPT</td>
<td>(2.283,6.086)</td>
<td>(2.621,5.319)</td>
<td>(2.942,4.842)</td>
<td>(3.454,4.572)</td>
<td>(3.735,4.372)</td>
</tr>
</tbody>
</table>

Notes. $T = 7$, $p_T = 2$. In (Price, Time), Price and Time are the simulated expected price and time at which the deal is made.

Table 1.3: Price of Deal and Time of Deal - (Price, Time)

<table>
<thead>
<tr>
<th>Scale</th>
<th>10</th>
<th>50</th>
<th>100</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS</td>
<td>(2.189,4.808)</td>
<td>(2.534,3.481)</td>
<td>(2.712,3.214)</td>
<td>(3.289,2.561)</td>
<td>(3.659,2.200)</td>
</tr>
<tr>
<td>BM</td>
<td>(2.191,4.797)</td>
<td>(2.536,3.450)</td>
<td>(2.711,3.189)</td>
<td>(3.309,2.542)</td>
<td>(3.699,2.139)</td>
</tr>
<tr>
<td>MAP</td>
<td>(2.19,4.819)</td>
<td>(2.539,3.442)</td>
<td>(2.735,3.217)</td>
<td>(3.327,2.594)</td>
<td>(3.699,2.211)</td>
</tr>
<tr>
<td>DP-NL</td>
<td>(2.193,4.714)</td>
<td>(2.530,3.394)</td>
<td>(2.700,3.258)</td>
<td>(3.270,2.800)</td>
<td>(3.606,2.578)</td>
</tr>
<tr>
<td>U-NL</td>
<td>(2.182,4.706)</td>
<td>(2.485,3.142)</td>
<td>(2.651,2.892)</td>
<td>(3.187,2.208)</td>
<td>(3.489,1.975)</td>
</tr>
<tr>
<td>OPT</td>
<td>(2.244,5.031)</td>
<td>(2.649,4.058)</td>
<td>(2.910,3.692)</td>
<td>(3.503,3.100)</td>
<td>(3.866,2.747)</td>
</tr>
</tbody>
</table>

Notes. $T = 7$, $p_T = 2$. In (Price, Time), Price and Time are the simulated expected price and time at which the deal is made.
As we can see from the results summary, TS, BM and MAP all achieve very high approximation ratios and their simulated performances are close. But in most simulated cases, MAP appears to slightly outperform the other algorithms. This implies that the sophistication in the exploration step of the active learning strategies does not necessarily bring the edge over the passive learning strategies. The necessity of implementing active learning strategies should depend on the specific problem settings. Although our problem scales up in the demand rate for fixed horizon length, as a robustness check, we also conduct simulations for longer horizon and fixed demand rate, see Table 1.4 and Figure 1.6, 1.7. Again, we find in most cases, MAP slightly outperforms the other strategies.
Finally, compared to the numerical results in Section 1.6.1, our simulation results in Section 1.6.2 indicate that the estimation accuracy of the idiosyncratic latent value can make a more significant difference. This observation provides some meaningful insights to the managers that correctly characterizing the average demand dynamics can generally lead to a decent performance, while more effort should be invested into accurately understanding the idiosyncratic value of each unit of asset.
Table 1.4: Price of Deal and Time of Deal - (Price, Time)

<table>
<thead>
<tr>
<th>Horizon Length</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\xi_0 \sim \mathcal{N}(0,1)) Algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAP</td>
<td>(2.197,8.222)</td>
<td>(2.265,11.536)</td>
<td>(2.314,14.908)</td>
<td>(2.358,18.639)</td>
<td>(2.379,21.828)</td>
</tr>
<tr>
<td>U-NL</td>
<td>(2.196,8.006)</td>
<td>(2.239,11.067)</td>
<td>(2.283,14.200)</td>
<td>(2.311,17.261)</td>
<td>(2.307,20.642)</td>
</tr>
<tr>
<td>OPT</td>
<td>(2.222,8.625)</td>
<td>(2.327,12.525)</td>
<td>(2.411,15.892)</td>
<td>(2.449,19.703)</td>
<td>(2.459,23.392)</td>
</tr>
<tr>
<td>(\xi_0 \sim \mathcal{N}(0,2)) Algorithms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TS</td>
<td>(2.256,7.231)</td>
<td>(2.330,10.217)</td>
<td>(2.355,13.706)</td>
<td>(2.396,16.894)</td>
<td>(2.450,18.314)</td>
</tr>
<tr>
<td>BM</td>
<td>(2.262,7.136)</td>
<td>(2.320,10.189)</td>
<td>(2.343,13.639)</td>
<td>(2.385,16.858)</td>
<td>(2.474,18.514)</td>
</tr>
<tr>
<td>MAP</td>
<td>(2.270,7.208)</td>
<td>(2.359,10.333)</td>
<td>(2.388,13.719)</td>
<td>(2.416,17.367)</td>
<td>(2.491,18.897)</td>
</tr>
</tbody>
</table>

Notes. Scale = 5, \(p_T = 2\). In (Price, Time), Price and Time are the simulated expected price and time at which the deal is made.

1.7 Conclusion

Despite the fast-growing business of online asset selling including used car and real estate marketplaces, limited amount of research has been devoted to developing models that are closely adaptive to the real business environments. Our paper aims to fill this gap via formulating a dynamic asset selling framework which can be extended into a data-driven setting. We propose implementable algorithms that are proven to achieve asymptotic optimality as the demand rates scale up. As most of the existing literature investigates asymptotic performance of high-frequency dynamic pricing policies in the regime where the time horizon or initial inventory grows large, due to the nature of our problem, we study the asymptotic
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performance of infrequent dynamic pricing policies on a single unit of asset over a fixed time horizon instead. Our model well fits some business restrictions encountered in real practice including infrequent price change and volatility in demand patterns. Especially, our model is build upon individual customer’s utility function, which naturally facilitates utilizing online behavioral data for demand learning. We prove that our general asset selling framework admits ideal mathematics properties and allows us to conduct regret analysis for various policies under a dynamic programming setting. Finally, we use numerical experiments to show that our proposed algorithms can potentially improve the revenue performance significantly compared with an algorithm that is currently implemented by a leading used car platform.
Besides, we find that using simple deterministic proxy of demand forecast is mostly harmless, while accurate estimation on the idiosyncratic latent value may make more significant differences. Simulations also reveal that in our problem setting, the exploration step in an active learning policy may not help outperform a passive learning policy. This indicates that the effectiveness of active learning highly depends on the nature of the problem, which may be of independent interest.
2. Cash Hedging Motivates Information Sharing in Supply Chains

2.1 Introduction

Some major operational and financial activities of a firm are largely driven by the firm’s understanding of the market conditions. Therefore, it can become quite challenging for a firm to carry out those activities under an information asymmetric environment, like a supply chain where the upstream supplier is not fully aware of the end market conditions. Supply chain experts argue that market demand information sharing among retailers and their suppliers improve supply chain efficiency, and under appropriate contracts can result in benefits for all involved parties ([46]). Erroneous understanding of market demand conditions amplified through retail forecast errors propagate upstream to drive chaotic ordering, which drives resource inefficiencies, increased inventories, or drastic shortages. The so-called “bullwhip effects” of informational inefficiencies in the chain are well understood ([47]), but the information sharing practices encounter significant barriers in their implementation and are not as frequently observed in practice ([48], [49]).

The information sharing literature in supply chain systems with vertical relationships among retailers and suppliers, and in the presence of horizontal competition among retailers, argues that voluntary market demand information sharing among retailers and their supplier (vertical information sharing) within such systems is hard to achieve as an equilibrium ([50] and [51]). Such information sharing has two effects: “direct effects” due to the changes in subsequent decisions of the parties (retailer and supplier) involved in the information sharing, and “indirect (leakage) effects” due to changes in decisions by other competing firms (retailers
in our context) based on inferences of information from actions of the informed parties. The direct effect benefits the supplier, who may appropriate extra value in the chain through contract pricing using such information but disadvantages the retailer. The leakage effect also hurts the retailer in their downstream competition, and thus under both effects, it is unlikely for the retailer to voluntarily reveal market demand information in a non-cooperative game equilibrium ([50]).

The usual studied setting that confers the above observations is a two-level supply chain with one upstream firm (supplier, “he”) and multiple downstream firms (retailers, “she”) horizontally competing in a Cournot competition by selling a homogeneous product at a constant marginal cost. The supplier supplies the retailer in a Stackelberg fashion via a wholesale price contract. Within this setting, the private market demand information, when revealed to the supplier, allows him to appropriate value through the wholesale price (direct effect), and by observing the supplier prices, the competing retailers engage in more aggressive Cournot competition (leakage effect). The limitation of this setting is that it does not offer any opportunities for the retailer to gain from sharing the market demand information through subsequent actions of the supplier. For example, the supplier may use the market demand information to undertake operational actions justified in the presence of strong market signals, such as operational improvement efforts that lower costs or financial hedging contracts that hedge relevant cost risks. When the supplier takes such actions, he alters his cost structure, and he may pass some of the benefits to the downstream players. These trickled down to the retailers’ benefits may offer incentives to them for sharing their demand information.

In our paper, we advance the argument that vertical market demand information sharing may happen when such information leads to supplier operational actions altering its cost structure in a way beneficial to the downstream players (retailers). We start with a bilateral supply chain of a supplier and a retailer, with the supplier supplying in a Stackelberg
fashion the retailer via a wholesale price contract. The supplier is financing his operational improvements through his own cash flows, but these cash flows are volatile. The supplier invests the realized cash outcome to increase production efficiency. The retailer faces price-sensitive random demand, with the market potential her private information. The retailer decides to reveal her information and orders from the supplier. There are various scenarios to be modeled where the supplier controls actions that depend on the market demand information, and when executed, alter his cost structure in ways that may benefit the retailer. For example, the supplier decides on operational improvement investments depending on realized internal cash flow and revealed market potential. Such decisions can lower supplier costs, with some of the savings passed on through the wholesale price to the retailer. Alternatively, the supplier may engage in financial hedging in the presence of operational improvement investments convex on the invested cash flow, with such hedging justified in the presence of strong market potential ([52]). In the remaining of the paper, we are going to model the second such scenario. It is practical, easy to execute, and has appealing analytical tractability. Our model allows us to enhance our understanding of how operational actions, information-sharing policies, and financial decisions may interact within a supply chain setting.

When we investigate the vertical information-sharing problem by taking the supplier’s cash flow hedging decision process into consideration, the value of building up such an information-sharing channel can be justified under some conditions. The supplier’s hedging policy determines the wholesale cost risk the retailer faces, while the end market demand information allows the supplier to make better hedging decisions on his own interest. However, the resulting cost outcome under supplier hedging may benefit the retailer as well. In certain circumstances, the indirect benefits of the retailer from the supplier’s hedging turn out to be enough to overcome the disadvantageous direct effect of information revelation, and result in the retailer’s voluntary information sharing. On the other hand, our finding
also provides a new reason why a firm should consider hedging. The presence of the hedging option can be used to help achieve agreement on information sharing during the supplier’s negotiation with the retailer.

We extend the basic bilateral supply chain into the case where there are multiple homogeneous Cournot-competing retailers, thus bringing up the opportunity for leakage effects. The classic analysis of this setting (see [50]) substantiated the disadvantageous direct and leakage effects for the retailers, and lead to a symmetric equilibrium of no-voluntary private market information by the retailers. However, when the information allows cost control actions by the supplier, as in engaging in financial hedging, the information-sharing game ends up in an asymmetric equilibrium even though the competing retailers are identical. Furthermore, we are able to show that building up an information-sharing channel generally won’t backfire and sometimes can Pareto improve the system and consumer welfare.

Finally, we study the information-sharing game in a supply chain where we have independent heterogeneous retailers, i.e., are located in different markets of differing potential market sizes. While in the absence of supplier cost control actions, such setting would have led to two separate and independent vertical channels, in the presence of such actions (e.g., our modeled financial hedging that depends on the total market), the two vertical channels are interlinked. We find that the heterogeneity in market sizes, and the correlation between market shocks, play significant roles in shaping vertical information sharing equilibrium. Contrary to the single market competition setting, although the supplier can never do worse by building up an information-sharing channel, information sharing may not only hurt the retailer but also the system as a whole and consumer welfare. While in our two previous settings, the supply chain efficiency is improved with information sharing, in the heterogeneous independent market system having more informed agents does not necessarily mean a more efficient system. In these cases, whether information-sharing channel benefits the system really depends on the structure of the game (i.e., market sizes and correlation of market
shocks). We also point out that the simultaneous information-sharing game of retailers from different markets may not admit a pure Nash equilibrium, which suggests that in practice, a sequential game process may be necessary to guarantee a stable outcome.

In contrast to the previous literature that proved the direct and leakage effects are disadvantageous for retailers in vertical information sharing with their common supplier, our paper argues that supplier’s cost control actions based upon revealed market information may provide indirect benefits to retailers to counter these disadvantageous effects. Our modeling of financial cash flow hedging by the supplier, with cash flow investments driving operational cost improvements, analytically supports this argument. Interestingly, vertical information sharing may take place under plausible conditions, and in a counter-intuitive result, the Nash equilibrium may be asymmetric even for the case of two identical retailers. In our paper, we gain an understanding of the previously unexplored interaction between the two major operational policies: informational operations and operational cost investments (e.g., cash flow allocation and/or financial hedging). The financial policies of the supplier on operational improvements are dependent on accurate market information, and their execution may provide benefits to downstream retailers. Thus, in an indirect fashion, the supplier’s cost control actions provide the hidden incentives for retailers’ voluntary information sharing.

2.2 Literature Review

Our paper revisits the issue of incentives for firms to share information vertically in the presence of horizontal competition. The setting we consider is that of a supplier serving many competing retailers that have private information about the market demand. The supplier employs an operational action that depends on market information (e.g., a financial hedge of volatile cash flows in support of operational improvement investments) as an indirect way to offer positive incentives to their counterparties (e.g., retailers) to reveal their private
information. Therefore, the paper touches upon the literature of vertical information sharing in the presence of horizontal competition, information sharing under oligopoly, and financial hedging in support of operational actions.

Early economic work dealt with information sharing in an oligopoly. The classic references in this literature are [53–59]. These papers are concerned with whether a firm has incentives to share its private information with competing firms in an oligopoly. All of them study horizontal information sharing without addressing issues of vertical information sharing. A typical message of this work is that information sharing is unlikely to emerge as an equilibrium in Cournot competition but may take place in Bertrand competition. Our paper studies vertical information sharing in the presence of horizontal Cournot competition. While it models both the direct and leakage effects for these environments, it brings up an alternative operational viewpoint in the operation of the vertical channel. The retailers’ private information is often enacting operational actions of the supplier that indirectly benefit the retailers. This hidden incentive has important implications for the resulting information sharing equilibrium under certain conditions.

The closest literature to our work is vertical information sharing in the context of horizontal competition. In particular when the studied structure is that of a single supplier and multiple retailers. For the case of demand uncertainty, [50] shows that both the direct effect and the leakage effect are disadvantageous for the Cournot competing retailers to voluntarily share information with the supplier. Furthermore, vertical information sharing reduces social benefits. [51] considers the stylized setting of a supplier serving two competing retailers who sell differentiated goods. The paper shows that the supplier’s optimal strategy is independent of the type of downstream competition, Cournot or Bernard, and that no voluntary information sharing takes place. Motivated by these results, our work argues on the need to model the implications of the revealed information on the supplier’s operational actions.
that alter his cost structure, and then through the vertical channel contracting mechanism creating benefits for the downstream retailers.

Later work on vertical information sharing with horizontal competition brought up aspects of confidentiality ([60,61]) and multiple competing supply chains ([62–65]). Our work considers a single supplier supplying horizontal competitors and thus does not deal with competing supply chains. Furthermore, we do not study signaling issues involved in confidential or voluntary disclose of information cases. Any shared information by the retailers is publicly disclosed as in [50].

Most of the supply chain management literature works within a stylized supplier-retailer bilateral supply chain, with the retailer modeled as a newsvendor in the presence of demand uncertainty and the supplier responding to orders according to a contract. Authors model information asymmetry issues via the retailer having private information about the demand distribution. Information sharing studies in this literature either quantify the benefits of information sharing by reduced “bullwhip” inefficiencies in ordering and service levels, or address issues of contracting. The contracting work deals with double-marginalization and offering incentives for sharing demand information. Our work departs substantially from this literature as we are concerned with issues of vertical information sharing in the presence of horizontal competition. The retailer competition is with market clearing quantities in an uncertain size market. We are not concerned with the short-term market matching issues (excess inventories or shortages) of a newsvendor retailer.

The value of information sharing in supply chains has been extensively studied by both theoretical work (see [48,66–68]), and empirical work (see [69,70]). It is challenging to align supply chain agents’ interests towards information sharing, with quite a few papers studying associated contract issues. [67] study the contract design problem to induce credible information sharing along the bilateral supply chain. [71] and [72] show that revenue/profit sharing and buyback contracts could better align supply chains and achieve vertical information
sharing. [73] design contracts that prevent information sharing. The non-monotone profits of supply chain agents in forecast accuracy has been widely documented by work including [74–78], etc. As we mentioned before, the “majority of these papers use a serial system isolated from horizontal competition” (see [50]) and emphasize short-term market mismatch gains through reduced inventories and shortages. As our focus has shifted to better understanding how operational actions of the supplier, in response to the revealed information, play in environments of information leakage due to retailer competition, we have suppressed these effects. This way the model focuses on the main issue we study and is tractable.

Another related literature comes from the financial hedging area. Our paper is motivated by observations in the corporate finance literature that volatility in a firm’s cash flows may compromise its ability to invest in operational improvement efforts. Our supplier may be concerned about volatile cash flows for a multiplicity of reasons: material prices, production yields, exchange rates, if a foreign supplier, and demand uncertainties. As pointed out in [79], the supplier engaging in financial hedging better deploys operational improvement investment opportunities, and this way lowers expected costs and risks. Some empirical evidence in support of such practices appears in [80] and [81]. [82] present empirical evidence that cash hedging policies in support of operational actions may be more effective than cost hedging of independent factors (materials, exchange rates, etc.). Following the spirit of [79] and [83], in our paper, the supplier uses internal funds to finance investments in cost-reducing operational improvements. Addressing horizontal competition but not in a supply chain context, [52] studies the cash hedging game with Cournot competing homogeneous retailers and shows that asymmetric information sharing outcome may emerge as Nash equilibrium in spite of the symmetric model setting. [84] studies a general duopolistic risk exposure game and characterizes the conditions under which the competing firms are willing to expose themselves to risks. The paper does not specify a business context, yet the framework built in the paper is closely related to the horizontal hedging game in [52]. [85] study the cash
hedging game in a bilateral supply chain but with fully symmetric information. It shows that the correlation between agents’ cash flows, market size and volatility play critical roles in determining the hedging equilibrium. To the best of our knowledge, there is no work so far that investigates the interplay between informational policies (e.g., vertical information sharing) and financial hedging in supply chains. Importantly, we identify a new reason why a supplier should keep the option of hedging and call the awareness of his retailers to the presence of his hedging lever, which is to garner more market information. Our paper captures the hidden incentive for the retailer to share private information with the supplier, when this information drives the right operational action of the supplier. Under certain conditions, these new incentives overcome direct and leakage effects of vertical information sharing for the retailer, and lead to voluntary information sharing equilibria. However, the resulting equilibria may be surprising, with an asymmetric equilibrium potentially emerging in a setting with multiple homogeneous retailers, and for heterogeneous separate retailers’ correlation among their market shocks shapes the equilibrium.

We organize the remainder of this paper as follows. Section 2.3 introduces our basic bilateral supply chain model. Then we conduct equilibrium analysis and identify the conditions for voluntary information sharing. And we explain the main intuitions via a profit decomposition method. Section 2.4 extends the bilateral supply chain into a two-stage supply chain where there are multiple homogeneous Cournot-competing retailers. Section 2.5 studies the information-sharing game when the single supplier serves two independent but heterogeneous markets. And finally, we conclude in Section 2.6 with a summary of our main results and insights.
2.3 A Bilateral Supply Chain

Consider a simple supply chain, there is a supplier “he” with marginal production cost \( c = C(\cdot) \) which is a convex decreasing function of investment, i.e., \( C'(\cdot) < 0 \) and \( C''(\cdot) > 0 \). The cost investment can include production technology upgrading and capacity planning, etc. The investment comes from an internal random cash flow \( \xi, \xi \sim F_\xi(\cdot) \). The supplier can choose whether to hedge the cash flow, if he hedges, then the realized cash flow is \( \bar{\xi} = \mathbb{E}[\xi] \). Here we make two major assumptions. First, the supplier does not have access to external finance, i.e., the supplier solely relies on his internal finance for investment. Second, the marginal return to investment is higher than the opportunity cost of funds, which implies that the realized cash flow will be fully invested into the cost improvement. Therefore, the corresponding realized marginal cost is \( c = C(\xi) \) if the supplier does not hedge and \( \bar{c} = C(\bar{\xi}) \) if the supplier hedges. See [52] for more discussions on these two assumptions.

The supplier sells products via a wholesale price contract to the retailer. The retailer “she” is a monopoly in a linear-demand market with demand function \( p = a - bq \), where \( p \) is retailing price and \( q \) is demand. The intercept \( a \) reflects the potential market size, \( a \sim F_a(\cdot) \) and \( a \) is supported on \([a, \bar{a}] \). To ensure a positive production quantity, we assume that for all realizations of potential market size \( a \), cash flow and corresponding cost \( c, a > c \). In this production step after the cost realization, we assume both the supplier and the retailer are not financially constrained. This is because unlike the cost investment which is generally a longer-term decision and has to be committed at the beginning, cost incurred during production process is short-term and is easier to be financed (also see [52] for the discussions on this). The retailer can observe the market condition \( a \) and has the option to share this information with the supplier before the realization of \( a \). Following the majority of the information sharing literature, information sharing in our paper refers to a pre-committed
agreement on market information disclose. Like cost investment, information sharing is also a long-term decision that should take place before the production process starts.

\( C(\cdot), F_\xi(\cdot) \) and \( F_a(\cdot) \) are public known. Then the timeline of events is as follows:

1. The retailer decides whether to disclose the market condition with her supplier.

2. Market condition \( a \) is realized. Upon getting the information of \( a \) (if the retailer shares \( a \)), the supplier chooses whether to hedge the cash flow \( \xi \).

3. After the realization of \( \xi \), the supplier invests \( \xi \) into cost improvement and then decide the wholesale price.

4. The retailer chooses the quantity to buy from the supplier. And finally profits are realized.

2.3.1 Analysis

To analyze the equilibrium, we first derive the equilibrium under given information-sharing policy and then discuss retailer’s information-sharing decision via comparison.

**The Retailer Shares Information.**

For given realization of \( a \) and wholesale price \( w \), the retailer’s problem is:

\[
\max_q \pi_R(q; a) = \max_q (p - w) \cdot q = \max_q (a - bq - w)q,
\]

which leads to \( q^* = (a - w)/2b \) and \( \pi^*_R(q^*; a) = (a - w)^2/4b \). Given the retailer’s best response, if the supplier does not hedge, then for any realizations of \( a \) and \( c \), the supplier’s problem is

\[
\max_w \pi_S(w; a, c) = \max_w (w - c) \cdot q^* = \max_w \frac{1}{2b}(w - c)(a - w),
\]
which leads to \( w^* = (a + c)/2 \) and \( \pi_S(w^*; a, c) = (a - c)^2/8b \). Therefore, in the equilibrium, \( q^* = (a - w^*)/2b = (a - c)/4b \) and \( \pi_R(q^*; a) = (a - c)^2/16b \). So for the given \( a \), the supplier’s expected profit is

\[
\pi_n^h(a) = \mathbb{E}_\xi[\pi_S^*(w^*; a, c)] = \mathbb{E}_\xi \left[ \frac{(a - c)^2}{8b} \right] = \frac{1}{8b} \left( a^2 - 2a\mathbb{E}_\xi[c] + \mathbb{E}_\xi[c^2] \right).
\]

On the other hand, if the supplier hedges, then for any realization of \( a \), the supplier’s problem is

\[
\max_w \pi_S(w; a, \bar{c}) = \max_w \frac{1}{2b} \left( w - \bar{c} \right) \left( a - w \right),
\]

which leads to \( w^* = (a + \bar{c})/2 \) and \( \pi_S(w^*; a, \bar{c}) = (a - \bar{c})^2/8b \). Therefore, in the equilibrium, \( q^* = (a - w^*)/2b = (a - \bar{c})/4b \) and \( \pi_R(q^*; a) = (a - \bar{c})^2/16b \). So for the given \( a \), the supplier’s expected profit is

\[
\pi_n^h(a) = \mathbb{E}_\xi[\pi_S^*(w^*; a, \bar{c})] = \frac{(a - \bar{c})^2}{8b}.
\]

Now we get

\[
\pi_n^h(a) - \pi_n^h(a) = \frac{1}{8b} \left( 2 \left( \mathbb{E}_\xi[c] - \bar{c} \right) a - \left( \mathbb{E}_\xi[c^2] - \bar{c}^2 \right) \right),
\]

therefore, the supplier hedges if and only if

\[
a \geq \frac{\mathbb{E}_\xi[c^2] - \bar{c}^2}{2 \left( \mathbb{E}_\xi[c] - \bar{c} \right)} \triangleq t, \tag{2.1}
\]

which is consistent with the result in [85]. We assume that \( t \in [\underline{a}, \bar{a}] \). Based on this, we can get the expected optimal profit of the retailer as follows,

\[
\pi_R^* = \mathbb{E}_\xi \left[ \mathbb{E}_a \left[ \frac{(a - w^*)^2}{4b} \right] \right] = \mathbb{E}_\xi \left[ \int_{\underline{a}}^{t} \frac{(a - c)^2}{16b} dF(a) + \int_{t}^{\bar{a}} \frac{(a - \bar{c})^2}{16b} dF(a) \right] = \frac{1}{16b} \left( \mathbb{E}_a[a^2] - 2 \left( \mathbb{E}_\xi[c] \int_{\underline{a}}^{t} a dF(a) + \bar{c} \int_{t}^{\bar{a}} a dF(a) \right) + \mathbb{E}_\xi[c^2] \int_{\underline{a}}^{t} F(t) + \bar{c}^2 F(t) \right). \tag{2.2}
\]
The Retailer Does Not Share Information.

For the given wholesale price $w$, the retailer’s problem is the same as before, so we still have that $q^* = (a - w)/2b$ and $\pi_R(q^*; a) = (a - w)^2/4b$. Therefore, for any given $a$ and $c$, the profit of the supplier is $\pi_S(w; a, c) = (w - c) \cdot q^* = (w - c)(a - w)/2b$. However, the supplier does not know the realized value of $a$, so for a given $c$, the supplier’s problem is

$$\max_w \mathbb{E}_a[\pi_S(w; a, c)] = \max_w \mathbb{E}_a \left[ \frac{(w - c)(a - w)}{2b} \right] = \max_w \frac{(w - c)(\mathbb{E}_a[a] - w)}{2b},$$

which leads to that $w^* = (\mathbb{E}_a[a] + c)/2$ and $\pi_S(w^*; c) = (\mathbb{E}_a[a] - c)^2/8b$. So if the supplier does not hedge, his expected profit is

$$\pi_{nh}^* = \mathbb{E}_\xi[\pi_S^*(w^*; c)] = \mathbb{E}_\xi \left[ \frac{(\mathbb{E}_a[a] - c)^2}{8b} \right] = \frac{1}{8b} \left( \mathbb{E}_a[a]^2 - 2\mathbb{E}_a[a]\mathbb{E}_\xi[c] + \mathbb{E}_\xi[c^2] \right).$$

On the other hand, the hedged supplier’s expected profit is

$$\pi_h^* = \mathbb{E}_\xi[\pi_S^*(w^*; \bar{c})] = \mathbb{E}_\xi \left[ \frac{(\mathbb{E}_a[a] - \bar{c})^2}{8b} \right] = \frac{1}{8b} \left( \mathbb{E}_a[a^2] - 2\mathbb{E}_a[a]\bar{c} + \bar{c}^2 \right).$$

Now we get

$$\pi_h^* - \pi_{nh}^* = \frac{1}{8b} \left( 2(\mathbb{E}_\xi[c] - \bar{c})\mathbb{E}_a[a] - (\mathbb{E}_\xi[c^2] - \bar{c}^2) \right),$$

therefore, the supplier hedges if and only if

$$\mathbb{E}_a[a] \geq \frac{\mathbb{E}_\xi[c^2] - \bar{c}^2}{2(\mathbb{E}_\xi[c] - \bar{c})} = t. \quad (2.3)$$
So when $E_a[a] \geq t$, the supplier will hedge and $w^* = (E_a[a] + \bar{c})/2$. The corresponding expected profit of the retailer is

$$\pi_{R}^{nss} = \mathbb{E}_a \left[ \frac{\left( a - \frac{E_a[a] + \bar{c}}{2} \right)^2}{4b} \right] = \frac{1}{16b} \left( 4\mathbb{E}_a [a^2] - 3\mathbb{E}_a [a]^2 - 2\mathbb{E}_a [a] \bar{c} + \bar{c}^2 \right). \quad (2.4)$$

When $E_a[a] < t$, the supplier will not hedge and $w^* = (E_a[a] + c)/2$. The corresponding expected profit of the retailer is

$$\pi_{R}^{ns} = \mathbb{E}_\xi \left[ \mathbb{E}_a \left[ \frac{\left( a - \frac{E_a[a] + c}{2} \right)^2}{4b} \right] \right] = \frac{1}{16b} \left( 4\mathbb{E}_a [a^2] - 3\mathbb{E}_a [a]^2 - 2\mathbb{E}_a [a] \mathbb{E}_\xi [c] + \mathbb{E}_\xi [c^2] \right). \quad (2.5)$$

2.3.2 Is Voluntary Information Sharing Possible?

By now, we have two assumptions on the parameters: (i), For any realizations of $a$ and $c$, we have $a > c$; (ii), $t \in [a, \bar{a}]$. We will check that under these two assumptions, whether voluntary information sharing of the retailer is possible, i.e., $\pi_{R}^{ss} > \pi_{R}^{nss}$. The following proposition characterizes the conditions under which voluntary information sharing takes place:

**Proposition 2.3.1** Voluntary information sharing takes place if and only if

$$\left\{ \begin{array}{ll}
2(\mathbb{E}_\xi [c] - \bar{c}) \int_{a}^{t} F(a) da > 3Var(a), & \text{if } E_a[a] \geq t \\
2(\mathbb{E}_\xi [c] - \bar{c}) \int_{t}^{\bar{a}} \bar{F}(a) da > 3Var(a), & \text{if } E_a[a] < t
\end{array} \right. \quad (2.6)$$

Conditions in Proposition 2.3.1 involve three terms: $\mathbb{E}_\xi [c] - \bar{c}$ measures the effectiveness of cost reduction effect of cash hedging; $\int_{a}^{t} F(a) da$ measures the likelihood of information
sharing to change the cash hedging decision and we call it as \textit{information factor of hedging}; \( \text{Var}(a) \) measures the market volatility. As we can see, there are typically three requirements that make (2.6) hold: \((i)\). The cash hedging effect of unit cost reduction, \( \mathbb{E}_\xi [c] - \bar{c} \), should be significant, ; \((ii)\). Average market size \( \mathbb{E}[a] \) is close to the cash hedging threshold \( t \), i.e., \( \int_t^\infty F(a) \, da \) or \( \int_0^t F(a) \, da \) is big enough; \((iii)\). Some but limited market volatility \( \text{Var}(a) \).

The following corollary gives simpler necessary conditions of voluntary information sharing:

\textbf{Corollary 2.3.1} The following condition is necessary for voluntary information sharing to take place:

\[ \mathbb{E}_\xi [c] - \bar{c} > \frac{3 \text{Var}(a)}{2 \int_a^{\mathbb{E}[a]} F(a) \, da}, \text{ if } t \leq \mathbb{E}[a] \text{ and } \mathbb{E}_\xi [c] - \bar{c} > \frac{3 \text{Var}(a)}{2 \int_{\mathbb{E}[a]}^a F(a) \, da}, \text{ if } t > \mathbb{E}[a]. \]

If potential market size, \( a \), follows a symmetric distribution, the following distribution-free condition is necessary for voluntary information sharing:

\[ \mathbb{E}_\xi [c] - \bar{c} > 3 \sigma_0, \]

where \( \sigma_0 \) is the standard deviation of random variable \( a \).

Now we use an example to help better demonstrate the structural requirements of (2.6).

\textbf{Example 1 (Scale up in \( \beta \))} Assume that the production cost function has form \( c_\beta(\cdot) = \beta \cdot c(\cdot) \), where \( \beta > 0 \) is a constant and \( c(\cdot) \) is a convex decreasing function. The potential market size has form \( a_\beta = a + (\beta - 1) \cdot t \), where \( a \) is a random variable following distribution \( F(\cdot) \) with support on \([a, \bar{a}]\) and \( t = \frac{\mathbb{E}_\xi [c^2] - \bar{c}^2}{2(\mathbb{E}_\xi [c] - \bar{c})} \). Additionally, we assume \( \mathbb{E}[a] \geq t > a \) and for any realization of \( c \), we have \( c < a \). We notice that such assumption can be compatible if and only if \( t > \max_\xi \{c(\xi)\} \). For example, \( c(\xi) = (1 - \xi)^{3/2} \), which is convex decreasing and
\( \xi \sim U([0,1]), \text{ then } t \approx 1.34 > 1 = \max_{\xi} \{c(\xi)\}. \) We denote the distribution of \( a_\beta \) by \( F_\beta(\cdot) \).

Now condition (2.6) is written as

\[
2 (\mathbb{E}_\xi [c_\beta] - \bar{c}_\beta) \int_{a+((\beta-1)t}^{\beta t} F_\beta (a_\beta) da_\beta > 3 \text{Var} (a_\beta),
\]

which is equivalent to

\[
2 \beta \cdot (\mathbb{E}_\xi [c] - \bar{c}) \int_a^t F (a) da > 3 \text{Var} (a),
\]

therefore, condition (2.6) holds if and only if

\[
\beta > \frac{3 \text{Var} (a)}{2 (\mathbb{E}_\xi [c] - \bar{c}) \cdot \int_a^t F (a) da},
\]

that is, when the scale-up parameter \( \beta \) is greater than some threshold, voluntary information sharing would take place. Specifically, in our example, we fix the volatility of market size and apply translation on the mean market size, which keeps terms \( \int_{a+((\beta-1)t}^{\beta t} F_\beta (a_\beta) da_\beta \) and \( \text{Var} (a_\beta) \) constant, while the scaling-up increases the magnitude of cost reduction effect.

The implication of our equilibrium analysis has two folds. First, we show that the presence of cost risk from the supplier could motivate the retailer’s voluntary information sharing even in the very simple bilateral supply chain. Second, it is straightforward to see that the supplier can never do worse by having more information in our game, therefore we identify a new reason why a firm would like to hedge. The presence of the hedge lever itself could help a supplier garner more information about the end market. In other words, a supplier’s cash hedging strategy could be used as a natural bargain tool during the information sharing negotiation with the retailer.
2.3.3 Insightful Decomposition

Retailer’s equilibrium profit difference between sharing and not sharing information is the compound product of retailer’s information sharing behavior and supplier’s cash hedging decisions. We conduct the following decomposition to demonstrate the intuitions of the value of information sharing:

\[ \pi^s_R - \pi^{ns}_R = (\pi^{s*}_R - \bar{\pi}^s_R) - (\pi^{ns*}_R - \bar{\pi}^{ns}_R) + (\bar{\pi}^s_R - \bar{\pi}^{ns}_R), \]

where \( \bar{\pi}^s_R \) and \( \bar{\pi}^{ns}_R \) are the retailer’s equilibrium profits when sharing and not sharing information with the supplier not having cash hedging lever respectively. Therefore, \( \Delta_1 \) and \( \Delta_2 \) represent the effects of supplier’s hedging decision on retailer’s surplus with and without retailer’s information sharing respectively. The last term, \( \Delta_3 \), represents retailer’s pure effect of information sharing when the supplier does not have hedging decisions. Terms \( \Delta_1 \) and \( \Delta_2 \) are the effects of hedging decision under given information sharing scheme, therefore \( \Delta_1 - \Delta_2 \) represents the information rent on hedging effect. Following the idea of profit function decomposition in [85], we can further decompose \( \Delta_1 \) and \( \Delta_2 \) into the cost-reduction effect of hedging and the flexibility loss of hedging respectively.

\[
\Delta_1 = \mathbb{E}_\xi \left[ \int_t^a \left( \frac{(a - \bar{c})^2}{16b} - \frac{(a - c)^2}{16b} \right) \cdot dF(a) \right] = \int_t^a \left( \frac{2(\mathbb{E}_\xi [c] - \bar{c})}{16b} \cdot a - \frac{2(\mathbb{E}_\xi [c^2] - \bar{c}^2)}{16b} \right) \cdot dF(a) - \frac{\text{Var}(c)}{16b} \cdot \overline{F}(t) \]
\[ \Delta_2 = \begin{cases} \frac{E_{\xi} \left[ \int_t^\infty \left( \frac{a - E_a[a] + \hat{c}}{2} \right)^2 - \left( a - \frac{E_a[a] + \hat{c}}{2} \right)^2 \right] dF(a) }{16b} & , \text{if } E_a[a] \geq t, \\ 0, & \text{if } E_a[a] < t. \end{cases} \]

(2.9)

In the above decomposition, the *cost reduction effect of hedging* is the expected profit difference between the retailer who has the hedging decision and the retailer who cannot hedge but also has to determine wholesale price before the realization of cash flow \( \xi \) given that the realized market size is big (here “big” refers to the market size that is bigger than hedging threshold \( t \), and the expected profit here is in terms of the unnormalized conditional market size distribution). On the other hand, the *flexibility loss of hedging* is the expected profit difference between the retailer who cannot hedge and has to determine wholesale price before the realization of cash flow and the retailer who cannot hedge but is able to determine wholesale price after the realization of cash flow given that the realized market size is big. Correspondingly, we refer to the difference between the *cost reduction effect of hedging* in \( \Delta_1 \) and \( \Delta_2 \) as the *information rent on cost reduction effect of hedging* and the difference
between the flexibility loss of hedging in $\Delta_1$ and $\Delta_2$ as the information rent on flexibility loss of hedging. On the other hand, for $\Delta_3$, we have

$$
\Delta_3 = \mathbb{E}_\xi \left[ \int_a^\infty \left( \frac{(a - c)^2}{16b} - \frac{(a - \frac{E[a] + c}{2})^2}{4b} \right) dF(a) \right] = \int_a^\infty \left( \frac{(a - E[\xi][c])^2}{16b} - \frac{((2a - E[a]) - E[\xi][c])^2}{16b} \right) dF(a)
$$

$$
= \mathbb{E}_a \left[ \frac{a^2 - (2a - E[a])^2}{16b} \right] = -\frac{3Var(a)}{16b}.
$$

We have several observations from the above calculations (2.8), (2.9) and (2.10). First, we notice that given information sharing outcome, the value of hedging decision represented by $\Delta_1$ and $\Delta_2$ involve the distributions of both potential market size $a$ and cash flow $\xi$ and the cost function $c(\xi)$. On the other hand, the value of information sharing represented by $\Delta_3$ only involves the volatility of the market, which is independent of the specific market distribution form and the firm’s cost details. Besides, we notice that $\Delta_3$ is always a loss for the retailer because additional market information gives the supplier more flexibility in setting the wholesale price in order to exploit more profits from the retailer. So we call $\Delta_3$ as the wholesale cost of information sharing. Second, there are two positive terms in the above decomposition that may incentivize the retailer to share information, i.e., the cost reduction effect of hedging given information is shared and the negative flexibility loss of hedging given no information is shared (if $E[a] \geq t$). If the market size $a$ could be well characterized by a symmetric distribution, then we have clearer intuition on what drives the retailer’s voluntary information sharing: When $E[a] < t$, only in the scenario where the retailer shares information, the cost reduction effect of hedging and the flexibility loss of hedging are nontrivial, and it is straightforward to see that it is the information rent on cost reduction effect of hedging that may incentivize the retailer’s information sharing. When
\( \mathbb{E}_a [a] \geq t \) and the distribution of \( a \) is symmetric, for the information rent on cost reduction effect of hedging, we have

\[
\int_t^a \frac{(\mathbb{E}_\xi [c] - \bar{c}) ((a - \mathbb{E}_\xi [a]) + (a - \bar{c}))}{16b} dF(a) \\
- \int_t^a \frac{t \mathbb{E}_\xi [c] - \bar{c}) ((2a - \mathbb{E}_a [a]) - \mathbb{E}_\xi [c]) + ((2a - \mathbb{E}_a [a]) - \bar{c})}{16b} dF(a) \\
\geq \int_t^a \frac{(\mathbb{E}_\xi [c] - \bar{c}) ((t - \mathbb{E}_\xi [c]) + (t - \bar{c}))}{16b} dF(a) \\
- \int_t^a \frac{(\mathbb{E}_\xi [c] - \bar{c}) ((t - \mathbb{E}_\xi [c]) + (t - \bar{c}))}{16b} dF(a) = 0.
\]

The second inequality is because of the condition \( \mathbb{E}_a [a] \geq t \), and the last equality is because of the symmetry of market size distribution. Therefore, the cost reduction effect of hedging is always magnified by additional information, which encourages the retailer to share the information. On the other hand, for the information rent on flexibility loss of hedging, we have

\[
- \frac{Var (c)}{16b} \cdot \bar{F} (t) + \frac{Var (c)}{16b} \cdot F (t) = \frac{Var (c)}{16b} \cdot (2F (t) - 1) \leq \frac{Var (c)}{16b} \cdot (2F (\mathbb{E}_a [a]) - 1) = 0.
\]

Therefore, the flexibility loss of hedging is also magnified by additional information which discourages the retailer from sharing the information. So in summary, when the information rent on cost reduction effect of hedging outweighs the information rent on flexibility loss of hedging and the wholesale cost of information sharing, the retailer would share the information with the supplier voluntarily.

As we have indicated on one hand, information sharing facilitates better cash hedging policies that helps to enhance system efficiency. On the other hand, information sharing increases the inefficiency by more severe double marginalization. It is possible to design surplus division mechanism to better align the supply chain. While simple information
sharing compensation contract cannot work in the traditional vertical information sharing setting of a bilateral supply chain (see [50]), we characterize the conditions of the existence of such contract by the following proposition.

**Proposition 2.3.2** Information sharing compensation contracts that can Pareto improve the supply chain exist if and only if

\[
\begin{cases}
2 \left( \mathbb{E}[c] - \bar{c} \right) \int_{\bar{a}}^{t} F(a) \, da > Var(a) , \text{ if } \mathbb{E}_a[a] \geq t \\
2 \left( \mathbb{E}[c] - \bar{c} \right) \int_{t}^{\bar{a}} \bar{F}(a) \, da > Var(a) , \text{ if } \mathbb{E}_a[a] < t.
\end{cases}
\]

We notice that the conditions in the above proposition are strictly weaker than the conditions in Proposition 2.3.1, which indicates that when information sharing is not favorable for the retailer, there may still be an opportunity to induce information sharing and Pareto improve system performance by implementing compensation mechanism for information between the supplier and the retailer.

### 2.4 Competing Retailers with Demand Uncertainty Information

We now consider a two-tier supply chain with one supplier and \( n \) retailers engaged in Cournot competition. And denote the set of \( n \) retailers by \( N = \{1, 2, \ldots, n\} \). Following the framework of [50], we assume the downstream demand curve is \( p = a + \theta - Q \), where \( \theta \sim N(0, \sigma_0^2) \). Each retailer can observe a private signal \( Y_i \) about \( \theta \) and \( Y_i = \theta + \epsilon_i \), where \( \epsilon_i \sim N(0, \sigma^2) \). \(^1\) Here \( \sigma_0 \) and \( \sigma \) are common knowledge. To avoid the pathological cases, here we assume that \( a \) is large enough compared with \( \sigma_0 \) and any realization of production cost

\(^1\)To facilitate our analysis, we assume normally distributed market size and signals, which may violate our assumption \( a > c \) in the previous section. The justification could be that both the supplier and the retailer commit to serving the market once their expected earning is positive (which can be guaranteed if the mean value of market size is big enough compared to the cost) even if in some extreme cases they may lose money. Such a relaxation does not change the main insights of our results.
c such that the probability of $a + \theta < c$ is negligible. Given $\theta, Y_i, i \in N$, are independently distributed. Similar to the case above, the game consists of four stages: (i). Each retailer decides whether to publicly disclose her private market signal\(^2\); (ii). The private signals are realized and the supplier observes the signals, then determines whether to hedge the cash flow or not; (iii). The cash flow is realized, and in turn the production cost $c$ is realized, then the supplier determines the wholesale price $w$; (iv). After knowing the wholesale price $w$, the retailers determine their order quantities $q_i, i \in N$, and then the profits are realized.

**Remark. (Observable Information)** Like [50] and [51], for simplicity, our model assumes all the retailers can observe the publicly shared market information and the wholesale price. Retailers do not need to know the realized production cost. However, as we will see later, the supplier’s equilibrium wholesale price decision is a linear combination of the realized production cost and the shared information. Since the shared information is public knowledge, all the retailers can perfectly infer the realized cost. Importantly, the wholesale price decision does not need to serve as a signal of competitors’ private information (see [60]). We conjecture that information sharing with confidentiality should also lead to more information sharing in the equilibrium as indicated by [60]. However, information sharing with confidentiality would significantly complicate our analysis, while it is irrelevant to our main insights derived from the bilateral supply chain model.

We regulate that if there are multiple equilibriums in the information-sharing game, we apply Pareto refinement rule.

Let $K, K \subseteq N$, denote the set of retailers who disclose their private signals and the supplier chooses to acquire their information. Here $|K| = k$. Using Bayesian rule, the post-distribution of $\theta$ given sample $Y_j, j \in K$, is $N(\mu_1(k), \sigma_1^2(k))$, where $\sigma_1^2(k) = \left(\frac{1}{\sigma_0^2} + \frac{1}{\sigma^2/k}\right)^{-1}$ and $\mu_1(k) = \sigma_1^2(k) \sum_{j \in K} Y_j / \sigma^2 = \frac{1}{k + s} \sum_{j \in K} Y_j$, where $s = \sigma^2 / \sigma_0^2$. Let $\Pi_S(k)$ denote the

\(^2\)As pointed out in [60], [50] actually assumes a public information revelation. In this paper, we also study the problem under this benchmark. As shown in [60], signaling issues arise in the information-sharing game with confidentiality, which may give the retailers more incentive to share information.
supplier’s expected equilibrium profit when there are \( k \) out of \( n \) retailers share information. Let \( \Pi^S_R(k) \) and \( \Pi^N_R(k) \) denote the expected equilibrium profit of retailer who shares and does not share information given that \( k \) out of \( n - 1 \) other retailers share information respectively.

2.4.1 Equilibrium Analysis

We refer readers to Appendix A and C for the technical details of analysis. The following equations give the marginal utility of sharing information given \( k - 1 \) out of the rest \( n - 1 \) retailers share information:

\[
\Pi^S_R(k) - \Pi^N_R(k - 1) = \frac{1}{4(n + 1)^2} \left[ - \frac{\sigma_0^2 \sigma^2 \left( (2n + 1) k - n \right) \sigma_0^2 + 2n \sigma^2 \right] \left( (2n + 3) k + n \right) \sigma_0^2 + 2 \left( n + 2 \right) \sigma^2 \right] \\
\left( k \sigma_0^2 + \sigma^2 \right) \left( (k - 1) \sigma_0^2 + \sigma^2 \right) \left( (n + k) \sigma_0^2 + 2 \sigma^2 \right)^2 \\
+ 2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \left( \int_{-\infty}^{t-a} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right), \quad k > 1,
\]

where \( \sigma_k^2 = \frac{k \sigma_0^2}{k + \sigma^2 / \sigma_0^2} \) and \( \Phi(\cdot) \) is the cdf of standard normal distribution. And marginal utility of information sharing when none of the other retailers share information has a slightly different form:

\[
\Pi^S_R(1) - \Pi^N_R(0) = \frac{1}{4(n + 1)^2} \left[ - \left( 4 \left( B_0^2 \right)^2 - (A_1^1)^2 \right) \left( \sigma_0^2 + \sigma^2 \right) + 2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \int_{-\infty}^{t-a} \Phi \left( \frac{x}{\sigma_1} \right) dx \right].
\]

We notice that all retailers hold information is an equilibrium if and only if \( \Pi_S^S(1) - \Pi_N^N(0) \leq 0 \). All retailers disclose information is an equilibrium if and only if \( \Pi_S^S(n) - \Pi_N^N(n - 1) > 0 \). \( k \) out of \( n \) retailers share information is an equilibrium if and only if
\( \Pi_R^S(k) - \Pi_R^N(k-1) > 0 \) and \( \Pi_R^S(k+1) - \Pi_R^N(k) \leq 0 \), for \( k = 2, \cdots, n-1 \). One of the above three conditions must hold, therefore we have

**Proposition 2.4.1** The information-sharing game must admit a pure Nash equilibrium.

Given the existence of the equilibrium, the following corollary answers how the system’s equilibrium performance changes after building up the information-sharing channel.

**Corollary 2.4.1** If no-information-sharing is not a Nash equilibrium, i.e., \( \Pi_R^S(1) > \Pi_R^N(0) \), there must exist an information sharing equilibrium that improves the whole system upon the no-information-sharing outcome in Pareto sense.

Corollary 2.4.1 indicates that building up an information-sharing channel may not only generate nontrivial equilibrium outcomes, but can also benefit every agent in the system.

Next, we use the following two-retailer example to demonstrate the possibility of asymmetric equilibrium outcome.

**Example 2** (Scale up in \( \beta \)) We construct our example based upon Example 1 where the production cost function has form \( c_\beta(\cdot) = \beta \cdot c(\cdot) \), where \( \beta > 0 \) is a constant and \( c(\xi) = (1 - \xi)^{-3/2} \), which is convex decreasing and \( \xi \sim U([0,1]) \). The potential market size has form \( a_\beta = a + (\beta - 1) \cdot t + \theta \), where \( a = t - 1 \), \( t = \frac{\mathbb{E}[c] - \bar{c}}{2(\mathbb{E}[c] - \bar{c})} \approx 1.34 \), \( \theta \in N(0, \sigma_0^2) \) with \( \sigma_0 = 1 \) and signal accuracy \( \sigma = 0.5 \). \(^3\) We know that the largest realization of \( c_\beta(\cdot) \) is \( \beta \), while \( \mathbb{E}[a_\beta] \approx 1.34 \cdot \beta - 1 \), therefore when \( \beta \) is larger than 15 or so, the largest realized production cost is at least 3 standard deviations smaller than market size, which implies that it is well justified to neglect the pathological cases where realized production cost exceeds the market size. According to our calculation above, given the example setting, we have that

\[
\Pi_R^S(1) - \Pi_R^N(0) = -2.873 + 0.118 \cdot \beta , \quad \Pi_R^S(2) - \Pi_R^N(1) = -0.711 + 0.021 \cdot \beta
\]

\(^3\)As we mentioned in the model setup, one caveat is that the support of the market size distribution is infinite which may lead to the pathological case where production cost exceeds the market size in the linear demand model, however, we argue that when the scale factor \( \beta \) is big enough, it is legit to neglect the pathological possibility and keep the setting of normal distributions.
both profit differences are linear in the scale factor $\beta$. As shown in Figure 2.1, we see that the information sharing equilibrium outcome transfers from $(N, N)$ to $(S, N)$ (or $(N, S)$) to $(S, S)$ as $\beta$ grows. For fixed market volatility, when scale factor $\beta$ is small, the value of information is relatively salient, which implies that the wholesale price loss due to information sharing outweighs the potential cash hedging benefits. As $\beta$ grows, the magnitude of production cost becomes large, and correspondingly the benefits of cash hedging led by information sharing starts to exceed the wholesale price loss, then more agents turn to sharing information.

**Marginal Utility Decomposition and Distribution.**

In this section, we show that how the marginal utility changes with one additional retailer sharing information could be decomposed following the decomposition idea introduced in Section 2.3.3. That helps us understand how the potential benefits of more information are...
distributed among supply chain agents. We can rewrite the marginal utility difference of the retailer who is thinking about sharing information as follows:

$$\Pi^S_R(k) - \Pi^N_R(k - 1) = \frac{1}{4(n+1)^2} (\Delta^{SN}_I(k) + \Delta_H(k)),$$

where

$$\Delta_H(k) = 2(\mathbb{E}_\xi[c] - \bar{c}) \left( \int_{-\infty}^{t-a} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right),$$

and

$$\Delta^{SN}_I(k) = -\frac{\sigma_0^4 \sigma^2 ( (2n+1)k - n) \sigma_0^2 + 2n \sigma^2 ( (2n+3)k + n) \sigma_0^2 + 2(n+2) \sigma^2 )}{(k \sigma_0^2 + \sigma^2)((k-1) \sigma_0^2 + \sigma^2)((n+k) \sigma_0^2 + 2\sigma^2)^2} < 0.$$  

$\Delta_H(k)$ characterizes the information rent on cost reduction effect of hedging within which the term $\left( \int_{-\infty}^{t-a} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right)$ is the extension of the notion information factor of hedging introduced in the simple bilateral model. It is not difficult to show that $\Delta_H(k) > 0$. $\Delta^{SN}_I(k)$ on the other hand captures the wholesale cost of information sharing for the marginal retailer who changes her position on disclosing her information and it is the summation of the direct effect and indirect (leakage) effect of information sharing in [50]. For the retailers who have already shared their information, we have

$$\Pi^S_R(k) - \Pi^S_R(k - 1) = \frac{1}{4(n+1)^2} (\Delta^{SS}_I(k) + \Delta_H(k)),$$

where $\Delta^{SS}_I(k)$ denotes the benefits of receiving additional information for the retailer who has already shared her information, which is always positive,

$$\Delta^{SS}_I(k) = \frac{\sigma_0^4 \sigma^2}{(k \sigma_0^2 + \sigma^2)((k-1) \sigma_0^2 + \sigma^2)} > 0.$$
And for the retailers who do not share information, we have

\[ \Pi_R^N (k) - \Pi_R^N (k - 1) = \frac{1}{4(n+1)^2} \left( \Delta_{NN}^N (k) + \Delta_H (k) \right) \]

\[ = \frac{1}{4(n+1)^2} \left( \Delta_{SS}^S (k) + (\Delta_{NN}^N (k) - \Delta_{SS}^S (k)) + \Delta_H (k) \right), \]

where \( \Delta_{NN}^N (k) \) denotes the net benefit for the retailer who never shares information.

For the supplier, we have a similar decomposition

\[ \Pi_S (k) - \Pi_S (k - 1) = \frac{n}{4(n+1)} \left( \Delta_i^S (k) + \Delta_H (k) \right), \]

where \( \Delta_i^S (k) \) is the for the supplier

\[ \Delta_i^S (k) = \frac{\sigma_0^4 \sigma^2}{(k \sigma_0^2 + \sigma^2) ((k-1) \sigma_0^2 + \sigma^2)}. \]

We find that the information rent on cost reduction effect of hedging has the same value among all retailers which is always \( \frac{1}{n(n+1)} \) of the supplier’s value. However, the wholesale cost of information sharing differs. Specially, \( \Delta_{SS}^S (k) \) is always positive and it has the same form as \( \Delta_i^S (k) \). This indicates that more information from other retailers help the retailers who have already shared information before and the supplier in the similar way (except for a factor \( \frac{1}{n(n+1)} \)), since the market information they possess always stays the same. \( \Delta_{NN}^N (k) \) is always negative, because the retailer does not gain new knowledge of the market but forgoes her information advantage to the supplier and other competing retailers. And finally, \( \Delta_{NN}^N (k) \) is indefinite. On one hand, those retailers who never share information gain better knowledge of the market from a newly shared piece of information as other retailers and the supplier (captured by \( \Delta_{SS}^S (k) \)), but on the other hand, \( \Delta_{NN}^N (k) - \Delta_{SS}^S < 0 \) represents

\[ 4 \Delta_{NN}^N (k) - \Delta_{SS}^S (k) = -\frac{4(n+1)^2 \sigma_0^6 \sigma^2 ((2k^2(k+1)+2k(k+1)n+n^2) \sigma_0^6 + 2(k(4k+3)+2(k+1)n) \sigma_0^4 \sigma^2 + (5+10k+2n) \sigma_0^2 \sigma^4 + 4 \sigma^6)}{(k-1) \sigma_0^2 + \sigma^2)((n+k) \sigma_0^2 + 2 \sigma^2) ((n+k+1) \sigma_0^2 + 2 \sigma^2)^2}. \]
the profit loss due to the enhanced ability of other retailers and the supplier to infer her private information. $\Delta^\text{NN}_I(k)$ reflects the involved interplay between those two effects. But of course, this profit loss is not as much as the wholesale cost undergone by the retailer who directly shares her information. The above insights are summarized by ordering the various rents as follows:

**Corollary 2.4.2** $\Delta^\text{SN}_I(k) < \Delta^\text{NN}_I(k) < \Delta^\text{SS}_I(k) \ (= \Delta^*_I(k))$.

And obviously, it is the supplier who always garners the majority of the benefit from the shared information.

**Consumer Welfare.**

Finally, we investigate the impact on customer surplus and social surplus when voluntary information sharing takes place. Customer surplus when $k$ out of $n$ retailers share information is defined as $CS(k) = \frac{1}{2}\mathbb{E}[Q^2]$. where $Q$ is the total production quantity. Let $\Pi_{SC}(k)$ denote the total supply chain surplus when $k$ out of $n$ retailers share information, then the corresponding total social surplus could be defined as $W(k) = \Pi_{SC}(k) + CS(k)$ (see [50]). Unlike what documented in the previous literature, in our framework, the consumer surplus may increase in a non-trivial equilibrium (i.e., effective information sharing takes place),

**Proposition 2.4.2** *When no-information-sharing is not a Nash equilibrium, there must exist an information sharing equilibrium where consumer surplus strictly improves upon the no-information-sharing outcome.*

Proposition 2.4.2 indicates that building up an information-sharing channel typically won’t hurt and may lead to a strict win-win-win outcome.
2.5 Two Markets

In this section, we investigate the case when the supplier serves retailers selling into two separate markets, how the supplier’s cash hedging behavior interacts with the retailers’ information sharing incentives. The supplier’s hedging is what links the two vertical channels for the markets. We index the two markets by \( m (m \in \{1, 2\}) \) and for market \( m \), the retailer \( m \) faces linear demand \( p_m = a_m + \theta_m - q_m \), where for tractability, we assume the two markets follow two-point distribution:

\[
\begin{align*}
P(\theta_1 = \delta, \theta_2 = \delta) &= P(\theta_1 = -\delta, \theta_2 = -\delta) = \alpha, \\
P(\theta_1 = \delta, \theta_2 = -\delta) &= P(\theta_1 = -\delta, \theta_2 = \delta) = \frac{1}{2} - \alpha,
\end{align*}
\]

and \( \delta, \delta > 0 \) and \( \alpha \in [0, \frac{1}{2}] \). The correlation coefficient between the two markets is \( 4\alpha - 1 \).

Because we are interested in the effect of differentiated average market size, we do not consider the difference in market volatility between the two markets. Moreover, to focus on the tension generated from the two markets’ difference and facilitate our analysis, we assume each retailer \( m \) can observe accurate condition \( \theta_m \) in her own market.

We assume that the supplier can do price discrimination, i.e., provides different wholesale prices for different markets. There are potentially four different information sharing scenarios, we use the pair \((m_1, m_2)\), \( m_1, m_2 \in \{S, N\} \) to denote each scenario where \( S \) stands for information sharing and \( N \) stands for no information sharing.

**Remark. (Observable Information)** Here we do not need the information sharing to be public, which means the shared information from a retailer will not be disclosed to the other. Actually, since the two retailers are in separate markets, and both have full knowledge of their own markets, there is also no need to know the other’s market condition during the production process.
2.5.1 Equilibrium Analysis

For the analysis details, please refer to Appendix B. We need to highlight that in this two-market game the supplier’s hedging decision is driven by his expected belief over the expected average market size between the two markets upon the available information. In effect the market heterogeneity is not fully reflected by the supplier’s hedging decision. We find that when \( \frac{\alpha_1 + \alpha_2}{2} \geq t + \delta \left( \frac{\alpha_1 + \alpha_2}{2} \leq t - \delta \right) \), the supplier would always (never) hedge, i.e., information sharing has no impact on the supplier’s hedging decisions. We only focus on the cases where information sharing has impact on supplier’s hedging, \( 2(t - \delta) < a_1 + a_2 < 2(t + \delta) \). Calculations give the following results:

**Proposition 2.5.1** Nash equilibrium under Pareto refinement is summarized by Table 2.1.

<table>
<thead>
<tr>
<th>A2: ( 2(t - \delta) &lt; a_1 + a_2 &lt; \frac{2(t - 2a\delta)}{2} )</th>
<th>A1: ( 2(t - 2a\delta) \leq a_1 + a_2 &lt; 2t )</th>
<th>B1: ( 2t \leq a_1 + a_2 &lt; 2(t + 2a\delta) )</th>
<th>B2: ( 2(t + 2a\delta) \leq a_1 + a_2 &lt; 2(t + \delta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( (S, S) )</td>
<td>( a_1, a_2 &gt; \max \left{ \frac{t - \delta}{\left( 1 - \frac{24a\delta}{\xi[c]\xi[c] - \varepsilon} \right)} \right} )</td>
<td>( t - \delta \left( 1 - \frac{\delta}{\xi[c]\xi[c] - \varepsilon} \right) )</td>
<td>( \min \left{ \frac{t + \delta}{\left( 1 - \frac{24a\delta}{\xi[c]\xi[c] - \varepsilon} \right)} \right} )</td>
</tr>
<tr>
<td>( (S, N) )</td>
<td>( - )</td>
<td>( t + \delta \left( 1 - \frac{\delta}{\xi[c]\xi[c] - \varepsilon} \right) )</td>
<td>( - )</td>
</tr>
<tr>
<td>( (N, S) )</td>
<td>( - )</td>
<td>( t + \delta \left( 1 - \frac{\delta}{\xi[c]\xi[c] - \varepsilon} \right) )</td>
<td>( - )</td>
</tr>
<tr>
<td>( (N, N) )</td>
<td>( a_1, a_2 \leq \frac{t - \delta}{\left( 1 - \frac{\delta}{\xi[c]\xi[c] - \varepsilon} \right)} )</td>
<td>( a_1, a_2 \leq \frac{t + \delta}{\left( 1 - \frac{\delta}{\xi[c]\xi[c] - \varepsilon} \right)} )</td>
<td>( a_1, a_2 \leq \frac{t + \delta}{\left( 1 - \frac{\delta}{\xi[c]\xi[c] - \varepsilon} \right)} )</td>
</tr>
</tbody>
</table>

The fact that the supplier’s hedging decision somewhat neglects the heterogeneity across the markets implies that supply chain agents’ preference over the hedging outcome may not be
aligned, which results in a new incentive for the retailers to disclose market information. Figure 2.2 depicts the equilibrium outcomes under different correlation parameter $\alpha$ and volatility $\delta$ pairs. Two high-level observations on the equilibrium outcomes are that

- Information sharing can emerge as an equilibrium when both retailers’ markets have moderate sizes. When both markets are either rather large or rather small, no information sharing will take place in the equilibrium. This is intuitive because the supplier’s hedging decision is driven by the average size of the two markets. If both markets
have similar but extreme sizes (very large or very small), information sharing would have a rather limited influence on the supplier’s hedging policy. Therefore, sharing information would mainly incur wholesale price exploitation from the supplier, which would discourage both retailers from sharing information.

- When the two markets have distinctly different sizes and are more negatively correlated, it is more likely that the information-sharing game admits no pure Nash equilibrium. The intuition is that for rather heterogeneous markets (in expected size and correlation), as we showed in equilibrium analysis (see Appendix B), retailer 1 would tend to follow (deviate from) retailer 2’s information-sharing strategy, while retailer 2 would tend to deviate from (follow) retailer 1’s information-sharing strategy, which can end up with no pure Nash equilibrium.

2.5.2 Does Information-Sharing Channel Improve Efficiency?

In this section, we try to answer the question of whether building up an information-sharing channel can help improve the system’s efficiency. To do so, we compare the total system welfare under information-sharing outcomes \((S, S)\) and \((S, N)\) with the benchmark outcome \((N, N)\) respectively. It is straightforward to see that the supplier can never do worse after building up the information sharing. The reason is the same as before because the supplier can simply choose to neglect any collected information and act as if in the scenario when there is no information sharing. But what is unclear under the duopolistic setting is that how the potential inefficiency introduced by the interactions between the two retailers would influence their welfare. We find that the information-sharing channel can backfire both for the retailers and even the whole system. Specifically, we have the following results:
Proposition 2.5.2 The conditions under which building up information-sharing channel can improve system efficiency are summarized in Table 2.2. The conditions under which building up information-sharing channel can benefit the two retailers are summarized in Table 2.3.

For technical details, please refer to Appendix B. The following gives a numerical example

<table>
<thead>
<tr>
<th>$A_2$</th>
<th>$A_1$</th>
<th>$B_1$</th>
<th>$B_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2(t - \delta) &lt; a_1 + a_2 &lt; \frac{2(t - 2\alpha\delta)}{2(t - 2\alpha\delta)}$</td>
<td>$2(t - 2\alpha\delta) \leq a_1 + a_2 &lt; 2(t - 2\alpha\delta)$</td>
<td>$2t \leq a_1 + a_2 &lt; \frac{2(t + 2\alpha\delta)}{2(t + 2\alpha\delta)}$</td>
<td>$2(t + 2\alpha\delta) \leq a_1 + a_2 &lt; 2(t + \delta)$</td>
</tr>
<tr>
<td>$(S, S)$</td>
<td>$a_1 + a_2 &gt; \frac{2t + \delta^2}{2t - \delta^2}$</td>
<td>$a_1 + a_2 &gt; \frac{2t + \delta^2}{2t + 2\delta - \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
<td>$a_1 + a_2 &lt; \frac{2t + \delta^2}{2t + 2\delta - \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
</tr>
<tr>
<td>$(S, N)$</td>
<td>$-\frac{a_1 + a_2}{2t - 2\delta + \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
<td>$-\frac{a_1 + a_2}{2t - 2\delta + \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
<td>$-\frac{a_1 + a_2}{2t - 2\delta + \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
</tr>
<tr>
<td>$(N, S)$</td>
<td>$-\frac{a_1 + a_2}{2t - 2\delta + \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
<td>$-\frac{a_1 + a_2}{2t - 2\delta + \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
<td>$-\frac{a_1 + a_2}{2t - 2\delta + \frac{\delta^2}{3(\xi[c] - \gamma)}}$</td>
</tr>
</tbody>
</table>

Table 2.3: Conditions for Improved Profits for Retailer 1 and 2 under Given Information Sharing Outcome

<table>
<thead>
<tr>
<th>$A_2$</th>
<th>$A_1$</th>
<th>$B_1$</th>
<th>$B_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2(t - \delta) &lt; a_1 + a_2 &lt; \frac{2(t - 2\alpha\delta)}{2(t - 2\alpha\delta)}$</td>
<td>$2(t - 2\alpha\delta) \leq a_1 + a_2 &lt; 2t$</td>
<td>$2t \leq a_1 + a_2 &lt; \frac{2(t + 2\alpha\delta)}{2(t + 2\alpha\delta)}$</td>
<td>$2(t + 2\alpha\delta) \leq a_1 + a_2 &lt; 2(t + \delta)$</td>
</tr>
<tr>
<td>$(S, S)$</td>
<td>$a_1 &gt; \frac{t - \delta}{(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)})}$</td>
<td>$a_1 &gt; \frac{t - \delta}{(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)})}$</td>
<td>$a_1 &lt; t + \delta \left(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)}\right)$</td>
</tr>
<tr>
<td>$(S, N)$</td>
<td>$a_1 &gt; t + \delta \left(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)}\right)$</td>
<td>$a_1 &lt; t + \delta \left(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)}\right)$</td>
<td>$a_1 &lt; t + \delta \left(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)}\right)$</td>
</tr>
<tr>
<td>$(N, S)$</td>
<td>$a_1 &gt; t + \delta \left(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)}\right)$</td>
<td>$a_1 &lt; t + \delta \left(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)}\right)$</td>
<td>$a_1 &lt; t + \delta \left(1 - \frac{3\delta}{20\alpha(\xi[c] - \gamma)}\right)$</td>
</tr>
</tbody>
</table>

Note: For a given outcome $((S, S), (S, N)$ or $(N, S))$ and a total market size region $(A_1, A_2, B_1$ or $B_2)$, the upper box summarizes the conditions that the retailer 1 gets better off and the lower box summarizes the conditions that the retailer 2 gets better off.
where effective information sharing emerges in the equilibrium, while both retailers and the whole system get worse off.

**Example 3 (Negative Impact of Information Sharing)** Similar as Example 1, we assume production cost function has form $c_\beta (\cdot) = \beta \cdot c (\cdot)$, where $\beta > 0$ is a scale-up factor and $c (\xi) = (1 - \xi)^{3/2}$, $\xi \sim U ([0, 1])$. Let $\beta = 100$, then $t_\beta = \frac{E_\xi [c_\beta^2] - c_\beta^2}{2 (E_\xi [c_\beta] - c_\beta)} = \beta \cdot \frac{E_\xi [c^2] - c^2}{2 (E_\xi [c] - c)} \approx 134$. Consider two markets with identical mean market sizes $a_1 = a_2 = 134.53$ and market shock $\delta = 1$. The two markets are negatively correlated with $\alpha = 0.03$. Then $269.01 = 2 (t_\beta - 2 \alpha \delta) < a_1 + a_2 < 2t_\beta = 269.13$ and $134.21 = t_\beta - \delta \left(1 - \frac{3 \delta}{E_\xi [c_\beta] - c_\beta}\right) < a_1, a_2 < t_\beta + \delta \left(1 - \frac{24 \alpha \delta}{E_\xi [c_\beta] - c_\beta}\right) = 135.41$, which means that $(S, S)$ is a Nash equilibrium (see Table 2.1). On the other hand, we have $a_1 + a_2 < 2t_\beta - 2 \delta + \frac{\delta^2}{3 \alpha (E_\xi [c_\beta] - c_\beta)} = 269.52$, $a_1 < t_\beta - \delta \left(1 - \frac{3 \delta}{2 \alpha (E_\xi [c_\beta] - c_\beta)}\right) = 144.33$ and $a_2 < t_\beta - \delta \left(1 - \frac{3 \delta}{2 \alpha (E_\xi [c_\beta] - c_\beta)}\right) = 144.33$. From Table 2.2 and Table 2.3 we know that under the equilibrium $(S, S)$, both the retailers and the whole system get worse off compared with the no-information-sharing outcome $(N, N)$.

One direct observation from Table 2.2 is that an information-sharing channel can improve the system efficiency when the average market size $(a_1 + a_2) / 2$ is in a moderate range. On the other hand, each retailer’s trade-off is between the cost of giving the supplier information advantage in wholesale price exploitation and the benefit of shaping the supplier’s hedging decisions into a more favorable manner. However, the heterogeneity between the two retailers leads to their quite different preferences over the supplier’s hedging policy. The result of such a difference is that they may fail to shape the supplier’s hedging policy into their most ideal one, or manage to induce the right hedging policy but at a high cost of forgoing private information. Especially, when the two markets are highly negatively correlated (i.e., $\alpha$ is close to 0) and $E_\xi [c] - \bar{c} > 12 \delta$, we can find from Table 2.1 that in Case (A2) and (B2), there exist nontrivial regions where $(S, S)$ emerges as the equilibrium. However, from Table 2.2, we can see that the region for $(S, S)$ to benefit the system would not exist when $\alpha$ is close
to 0, which means that information-sharing channel induces nontrivial sharing decisions but hurts the whole system. This is true even when the two markets have the same average market size, which means that such inefficiency introduced by information-sharing channel can hurt both retailers at the same time as well as the system.

Furthermore, it is straightforward to see that when the retailers can directly observe the market realization and are monopolists in their own markets, the expected consumer surplus introduced in Section 2.4 in each market is equal to one half of the corresponding retailer’s expected equilibrium profit, i.e., \( CS_m = \frac{1}{2}E[Q^2] = \frac{1}{2}\pi_{Rm} \). Therefore, our observations on retailers’ profits under different information-sharing outcomes still hold on consumer surplus. We summarize the above results in the following proposition:

**Proposition 2.5.3** When the supplier serves multiple markets, the existence of information-sharing channel may hurt (all) the retailers, consumer surplus in (all) the market(s) and the whole system.

This result presents some quite different insights from Corollary 2.4.1 and [50]. When a single supplier serves multiple markets, nontrivial information sharing may still emerge in equilibriums in our cash-hedging-information-sharing game, but there may not exist a simple information compensation scheme that achieves win-win-win outcome for the system. The above are still true when Stackelberg game is introduced as below.

### 2.5.3 Stackelberg Information-Sharing Game

The potential nonexistence of Nash equilibrium in the simultaneous information-sharing game implies that in practice a Stackelberg game sequence may need to be introduced. Calculations give the following results:
Proposition 2.5.4 The equilibrium outcomes under the Stackelberg game are summarized by Table 2.4 and Table 2.5. The surplus improvement conditions keep the same as Proposition 2.5.2.

Table 2.4: Stackelberg Information Sharing Equilibrium Summary

<table>
<thead>
<tr>
<th>Case</th>
<th>$A2$</th>
<th>$A1$</th>
<th>$B1$</th>
<th>$B2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$2(t - \delta) &lt; a_1 + a_2 &lt; (t - 2a\delta)$</td>
<td>$2(t - 2a\delta) \leq a_1 + a_2 &lt; 2t$</td>
<td>$2t \leq a_1 + a_2 &lt; 2(t + 2a\delta)$</td>
<td>$2(t + 2a\delta) \leq a_1 + a_2 &lt; 2(t + \delta)$</td>
</tr>
<tr>
<td>(S, S)</td>
<td>$t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
</tr>
<tr>
<td>(S, S)</td>
<td>$a_1 &gt; a_1 &gt; a_1 &gt; a_2 &lt; t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$a_2 &lt; t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$ or $a_1 &lt; t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$a_2 &lt; t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$ or $a_1 &lt; t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
</tr>
<tr>
<td>(S, N)</td>
<td>--</td>
<td>$a_2 \geq t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$a_2 \leq t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>--</td>
</tr>
<tr>
<td>(N, S)</td>
<td>--</td>
<td>$a_1 \geq t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>(N, N)</td>
<td>$t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$ or $a_2 \leq t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$t - \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
<td>$a_2 &gt; t + \delta \left( 1 - \frac{3\delta}{2a(\xi_c - \xi)} \right)$</td>
</tr>
</tbody>
</table>

For details, we refer readers to the Stackelberg discussions in Appendix C. We notice that in our framework, the interactions between the two retailers only take place in the information sharing step, therefore under a given information sharing outcome, retailers’ optimal profits keep the same forms as their counterparts under the simultaneous information-sharing game. This is why Table 2.2 and 2.3 still hold under the Stackelberg game.

Figure 2.3 is the analog to Figure 2.2 with the same production cost structure and parameters under the Stackelberg game. Table 2.4 and 2.5 suggest that information sharing still emerges in the equilibrium when the average market size is moderate and similar to
the simultaneous game, effective information sharing is more likely to happen when the two markets are more positively correlated.

Specifically, we have the following observations:

- Different from the simultaneous game, complete ((S, S)) or partial ((S, N), (N, S)) information-sharing outcomes would emerge as equilibrium outcomes when the difference between the two markets’ average sizes is large. The insights follow the similar logic introduced in simultaneous game analysis: for highly heterogeneous retailers, they are more likely to have opposite interests towards supplier’s hedging decision, which gives them the incentive to conduct more active information-sharing policies in order to twist supplier’s hedging decisions into a more favorable manner or to offset the neg-

<table>
<thead>
<tr>
<th>Table 2.5: Stackelberg Information Sharing Equilibrium Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A2:</strong> 2(t − δ) &lt; a1 + a2 &lt; 2(t − 2αδ)</td>
</tr>
<tr>
<td><strong>(S, S)</strong></td>
</tr>
<tr>
<td>t−δ (1−\frac{3\delta}{2\alpha E[c]−c})</td>
</tr>
<tr>
<td>(a1 &gt; \frac{3\delta}{2\alpha E[c]−c})</td>
</tr>
<tr>
<td>(a2 &gt; t + \delta \left(1 - \frac{2\alpha\delta}{E[c]−c}\right))</td>
</tr>
<tr>
<td>(S, N)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>(N, S)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>(N, N)</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
\[ \alpha = 0.2, \quad \delta = 0.5 \]

\[ \alpha = 0.2, \quad \delta = 1 \]

\[ \alpha = 0.4, \quad \delta = 0.5 \]

\[ \alpha = 0.4, \quad \delta = 1 \]

Figure 2.3.: Stackelberg Equilibrium Outcomes under Different Parameters \( c_\beta (\xi) = \beta \cdot (1 - \xi)^{3/2}, \xi \sim U [0, 1], \beta = 100 \)

- Information sharing is more likely to take place in the equilibrium when the two markets are more positively correlated. The intuition is that the supplier’s cash hedging decision is determined by the average size of the two markets. If the two markets are highly negatively correlated, the market shocks would largely cancel out each other (which is especially true as we assumed that the shock magnitudes of the two markets are the
same) which means that the average size between the two markets under any realized market conditions would be similar to the expected average market size when there is no information sharing. Therefore, neither of the retailers would have enough incentive to disclose information.

Similar to the simultaneous game analysis, we are also interested in the performance implications of implementing an information-sharing channel. We end this section by the following numerical example which shows that even when Stackelberg sequence is introduced, both the retailers and the whole system can get worse off. Especially, retailer 1 as the Stackelberg leader still can get worse off.

**Example 4 (Negative Impact of Information Sharing under Stackelberg Game)** We keep the parameter settings the same as Example 3 except that $\alpha_1 = 134.25$ and $\alpha_2 = 134.80$. Then $E[c|\beta] - \bar{c}_\beta = 4.64 > (12\alpha + 3/2)\delta = 1.86$, $269.01 = (269.13 - 2\alpha_2) < \alpha_1 + \alpha_2 < 2t = 269.13$ and $\alpha_1 < t_\beta + \delta \left(1 - \frac{24\alpha\delta}{E[c|\beta] - \bar{c}_\beta}\right) = 135.41$, $134.21 = t_\beta - \delta \left(1 - \frac{3\delta}{E[c|\beta] - \bar{c}_\beta}\right) < \alpha_2 < t_\beta + \delta \left(1 - \frac{24\alpha\delta}{E[c|\beta] - \bar{c}_\beta}\right) = 135.41$, which means that $(S, S)$ is a Nash equilibrium (see Table 2.4 and 2.5). On the other hand, we have $\alpha_1 + \alpha_2 < 2t_\beta - 2\delta + \frac{\delta^2}{3\alpha(E[c|\beta] - \bar{c}_\beta)} = 269.52$, $\alpha_1 < t_\beta - \delta \left(1 - \frac{3\delta}{2\alpha(E[c|\beta] - \bar{c}_\beta)}\right) = 144.33$ and $\alpha_2 < t_\beta - \delta \left(1 - \frac{3\delta}{2\alpha(E[c|\beta] - \bar{c}_\beta)}\right) = 144.33$. From Table 2.2 and Table 2.3 we know that under the equilibrium $(S, S)$, both the retailers and the whole system get worse off compared with the no-information-sharing outcome $(N, N)$.

Example 4 shows a scenario where the whole system and both retailers get worse off simultaneously, which typically only happens in the marginal parameter regions. It is more common to end up in a case where one of the retailer gets worse off in the equilibrium. For example, when $E[c] - \bar{c} \geq (12\alpha + \frac{3}{2})\delta$, $2(t - 2\alpha\delta) \leq \alpha_1 + \alpha_2 < 2t$ and $\alpha_2 \geq t + \delta \left(1 - \frac{24\alpha\delta}{E[c] - \bar{c}}\right)$, according to Table 2.4 and 2.5, the Stackelberg equilibrium is $(S, N)$. Then from Table 2.3, we know that if only $\alpha_2$ is big enough, we can find an $\alpha_1$ such that $\alpha_1 \leq t - \delta \left(1 - \frac{3\delta}{E[c] - \bar{c}}\right)$,
which is the case where the Stackelberg leader, retailer 1, gets worse off in the equilibrium, 
\((S, N)\).

In summary, our analysis on the two-market model consolidates our insights derived from the single-market model before. That is, on one hand, the supplier’s cash hedging decision can provide incentive for retailers’ voluntary information sharing. And we need to highlight that the mechanism of how the incentive takes place relies on the supply chain structure. On the other hand, clearly the supplier can never do worse by having more information, we identify a new reason why the supplier should consider cash hedging, which is to help the negotiation with downstream buyers on market information sharing.

2.6 Conclusion

Informational operations and financial risk management are two critical parts of business operations. Extensive research has been done in both areas, while little is known about the implications of the interplay between the two operational levers. Our work is the first paper that aims to understand such interaction via a game theoretical framework.

Classical literature indicates that effective horizontal information sharing and vertical market information sharing on top of the widely used wholesale price contracts in Cournot competition are unlikely to achieve. We first show that even in the simple bilateral supply chain linked via wholesale price contract, the supplier’s cash hedging decision can induce the retailer’s voluntary information sharing. We formulate a profit decomposition framework to explain the intuition of the results. We identify three driving forces, i.e., \textit{information rent on cost reduction effect of hedging}, which is beneficial to the retailer; \textit{information rent on flexibility loss of hedging} and \textit{wholesale cost of information sharing}, both of which are unfavorable to the retailer. Therefore when the first benefit outweighs the latter two costs, voluntary information sharing would take place. This is more likely to happen when expected
cost reduction after cash hedging is significant, expected market size is around some threshold such that the supplier’s cash hedging policy is largely driven by the realization of market size, and the volatility of market size is limited. We also identify this as a new reason why a supplier should consider hedging and utilize the presence of his hedging option to achieve information sharing agreement with his retailers. Such intuition continues to apply in the general setting where there are multiple Cournot-competing retailers. Two major findings for the multiple homogeneous retailers setting are: asymmetric information outcomes can emerge as an equilibrium even though all the retailers are ex-ante homogeneous; building up a public information-sharing channel generally won’t hurt and sometimes can Pareto improve the system and the consumer welfare.

However, we later find that some of the insights are dependent on the supply chain structure, and in particular, multiple separate markets with heterogeneous retailers. We discuss the situation where a single supplier serves two separate but correlated markets. We find that the supplier’s hedging decision is dependent on the average size of the two markets. We identify that the heterogeneity across the average market sizes and the random shock correlation between the two markets play significant roles in shaping the equilibrium outcomes. Specially, we find that when market size heterogeneity is more significant, and the market shock correlation is more negative, the information-sharing game is more likely to admit no pure Nash equilibrium. For this case, the Stackelberg sequence may be introduced to guarantee a stable outcome. Besides, we find that having a public information-sharing channel may not be beneficial for retailers or even the system as a whole, while the supplier can never be worse off. This is because the retailers in heterogeneous markets tend to have different interests in supplier’s hedging decisions. Therefore the competition between different markets may introduce significant inefficiency, which could lead to unfavorable information-sharing outcomes from retailers’ standpoint. This implies that although voluntary information shar-
ing can still emerge as equilibrium in such a system, there may not exist a simple lump-sum compensation that achieves a win-win outcome.

Our paper serves as a first try to investigate firms’ information policy and financial risk management policy along the supply chain in a unified framework, and it generates managerial insights that reveal highly nontrivial interactions between the two operational tools. Some insights in this paper remain to be supported and verified by future empirical study, but our work opens the door to this intersection area that got little attention and understanding from operations academia before.
3. Display Optimization under the Multinomial Logit Choice Model: Balancing Revenue and Customer Satisfaction

3.1 Introduction

The assortment optimization problem has come to be one of the well-studied problems in the field of revenue management. At a high level, this now classic problem considers a retailer or platform who is tasked with selecting a revenue-maximizing subset (assortment) of products to display to arriving customers. Over the years, this standard problem blueprint has been adapted and reshaped in many ways so as to capture a multitude of retailing settings ranging from traditional brick and mortar shelf offerings to product recommendation displays in e-commerce settings [86, Chap. 5].

As noted above, the focus for the many flavors of the assortment problem considered in the literature has almost exclusively been to uncover profitable assortments, irrespective of the fact that the revenue-maximizing assortment could be undesirable to the vast majority of customers. To the best of our knowledge, the work of [87] is the first paper to consider an assortment setting where the goal is to choose an assortment that garners a large revenue, while also delivering high expected utility to arriving customers. The intent of such a framework is to incorporate customer considerations into the assortment planning decision, rather than focusing exclusively on revenue. This effort, for example, could serve to increase the chance for repeat customers, as customers who witness an assortment from which they draw a high utility are more likely to return to the platform or store for future purchases.

\[1\] For example, it is easy to construct instances of the assortment problem where the optimal assortment consists of a few high-revenue products that are purchased infrequently.
In this paper, we adapt the revenue-utility trade-off framework of [87] to a setting where the retailer must choose assortments to offer over $T$ stages. Each arriving customer is assumed to sequentially progress through the stages, stopping her search at some stage $t \in [T]$\(^2\). Then, from amongst all the products she has viewed across stages $1, \ldots, t$, she is assumed to make a multinomial-logit-based purchasing choice. Similar to the existing works of [88] and [89], who both utilize a near-identical framework to capture choice behavior in e-commerce applications, our goal is also to broadly model an e-commerce setting where customers sequentially browse pages of displayed product recommendations. The goal of the retailer is to choose assortments to offer across each stage with the intention to maximize expected revenue. However, the twist in our setting is that we enforce stage-specific constraints meant to ensure that the assortments offered meet a minimum level of “desirability”. In Section 3.1.1, we formalize both the structure of these constraints, as well as the notion of a desirable assortment. Finally, we consider the problem extension with additional cardinality constraints. With modifications of the previous PTAS, we construct a new PTAS to find a proxy that meets the cardinality constraints while slightly violating the desirability constraints.

### 3.1.1 Problem formulation

We consider a platform that has access to $n$ items, indexed by the set $[n] = \{1, \ldots, n\}$, where the revenue earned from selling a single unit of item $i \in [n]$ is denoted $r_i$. These items are offered across $T$ stages (or pages) of product displays, where we use $A_t \subseteq [n]$ to denote the set of item displayed in stage $t \in [T]$. Each item can be offered in at most one stage, and so the assortments $A_1, \ldots, A_T$ must be pairwise disjoint. We use $\mathcal{A} = (A_1, \ldots, A_T)$ to denote any such pairwise disjoint sequence of assortments.

\(^2\)Throughout the paper, for $x \in \mathbb{Z}_+$, we use the notation $[x] = \{1, \ldots, x\}$ and $[x]_0 = \{0, 1, \ldots, x\}$
Purchasing dynamics. Beginning at the first stage, arriving customers are assumed to browse the stages sequentially, stopping at stage \( t \in [T] \) with probability \( \lambda_t \). These stopping probabilities will henceforth be referred to as stage weights. Each customer’s consideration set consists of only the products she has viewed in this initial browsing phase. So, for example, under the offered sequence \( \mathcal{A} = (A_1, \ldots, A_T) \), a customer who browses only the first two stages has a consideration set of \( A_1 \cup A_2 \). A type-\( t \) customer is called of patience level \( t \), and customers are categorized into \( K \) classes based upon their patience levels \( (K \leq T) \). A class-\( k \) group consists of customers of patience levels \( [t_k : t_{k+1}) = \{t_k, t_k + 1, \ldots, t_{k+1} - 1\} \), \( k \in [K] \), \( t_1 = 1 \) and \( t_{K+1} = T + 1 \). Finally, from among the products considered, the customer makes a purchasing decision according to a multinomial logit (MNL) choice model ( [90]). Accordingly, we use \( w_i \) to denote the weight associated with item \( i \in [n] \) and \( w(S) = \sum_{i \in S} w_i \) to denote the total weight of assortment \( S \subseteq [n] \). As dictated by the MNL model, a customer with consideration set \( S \subseteq [n] \) selects item \( i \in S \) with probability \( \frac{w_i}{1 + w(S)} \).

The assortment problem. We begin by noting that, under the purchasing dynamics described above, any sequence of pairwise disjoint assortments \( \mathcal{A} = (A_1, \ldots, A_T) \) can be equivalently represented as a nested sequence of consideration sets \( \mathcal{S} = (S_1, \ldots, S_T) \), where \( S_t = \bigcup_{\tau \leq t} A_{\tau} \). This vantage point turns out to be a more convenient way to express the decisions of the platform, and hence for the remainder of the paper, we focus on selecting a sequence of assortments \( \mathcal{S} = (S_1, \ldots, S_T) \) that satisfy \( S_1 \subseteq \ldots \subseteq S_T \). In other words, we assume that the stage-\( t \) assortment decision is to select the subset of products viewed by customers who stop browsing at stage \( t \), rather than the choice of the set of items to offer at stage \( t \). Given this translated view of the platform’s decision, the expected revenue earned from offering the sequence of assortments \( \mathcal{S} = (S_1, \ldots, S_T) \) is given by

\[
\mathcal{R}(\mathcal{S}) = \sum_{t \in [T]} \lambda_t \cdot \left( \sum_{i \in S_t} \frac{\rho_i}{1 + w(S_t)} \right),
\]
where \( \rho_i = r_i w_i \). Additionally, let \( cs(w(S_t)) \) denote the “customer satisfaction” of assortment \( S_t \), and we have the following two assumption on \( cs(\cdot) \),

**Assumption 3.1.1** \( cs'(\cdot) \geq 0 \).

**Assumption 3.1.2** \( cs(c \cdot x) \geq c \cdot cs(x) \), \( \forall 0 \leq c \leq 1 \). \( cs(c \cdot x) \leq c \cdot cs(x) \), \( \forall c \geq 1 \).

The chosen sequence of assortments \( S \) must abide by class-dependent lower bounds of the expected “customer satisfaction” \( \alpha_1, \ldots, \alpha_K \), i.e., \( \sum_{t \in [t_k:t_{k+1}]} \lambda_t \cdot cs(w(S_t)) \geq \alpha_k \), \( k \in [K] \), here for exposition’s simplicity, we drop the weight summation \( \sum_{i \in [t_k:t_{k+1}]} \lambda_i \) in the denominator when we calculate the expectation. We place no restrictions on the sequence of lower bounds \( \alpha_1, \ldots, \alpha_K \), nor do we place any restrictions on the stage weights \( \lambda_1, \ldots, \lambda_T \). Moving forward, we use \( \mathcal{F}_K = \{(S_1, \ldots, S_T) : S_t \subseteq [n], \sum_{t \in [t_k:t_{k+1}]} \lambda_t \cdot cs(w(S_t)) \geq \alpha_k \ \forall \ k \in [K], S_1 \subseteq \ldots \subseteq S_T \} \) to denote all feasible sequences of assortments. Combining everything, our assortment problem of interest can be formulated as follows

\[
\max_{S \in \mathcal{F}_K} \mathcal{R}(S), \quad \text{(DISPLAY-OPT-K)}
\]

whose optimal solution is denoted as \( S^* = (S_1^*, \ldots, S_T^*) \).

**Distinguishing feature.** The main differentiating element of our setting is the addition of the customer satisfaction constraints for each class \( k \in [K] \). There are two main forms of \( cs(\cdot) \) function with practical interpretations, which help highlight our intention to consider a framework where the platform wishes to balance its need to offer profitable assortments (those with high expected revenue) with the dueling desire to offer assortments that are “well-liked”. These two forms are formalized below, where in both cases, we view our problem framework from the e-commerce-based lens discussed previously.

1. **Purchase likelihood:** \( cs(w(S)) = \frac{w(S)}{1+w(S)} \). The platform would like to ensure that, as customers progress farther through the displayed set of products, a minimal threshold
is met for the likelihood that a purchase is made. This idea can be captured by enacting a lower bound $\alpha_k$ on the purchase probability of each customer class. More precisely, we enforce that $\sum_{t \in [t_k, t_{k+1})} \lambda_t \cdot \frac{w(S_t)}{1 + w(S_t)} \geq \alpha_k$ for each class $k \in [K]$.

2. **Expected utility**: $cs(w(S)) = \ln(1 + w(S)) + \gamma$. Our second formulation views these constraints through the lens of customer utilities. Specifically, under MNL preferences, the expected utility derived from an assortment $S$ is $\ln(1 + w(S)) + \gamma$, where $\gamma$ is the Euler-Mascheroni constant (87). Hence, constraints of the form $\sum_{t \in [t_k, t_{k+1})} \lambda_t \cdot (\ln(1 + w(S_t)) + \gamma) \geq \alpha_k$ enforce a lower bound on the expected utility of class-$k$ customers.

Note that in the special case where $K = T$, i.e., each class $k$ only contains one type of customers, the above two scenarios of constraints can be formulated into the same stage-dependent form: $w(S_t) \geq W_t$, $t \in [T]$, where $W_t$ can be assumed to be monotone in $t$ without loss of generality.

### 3.1.2 Contributions

Below, we provide a high-level overview of our two algorithmic results.

**The PTAS.** Our main algorithmic contribution is the development of a polynomial time approximation scheme (PTAS) for DISPLAY-OPT-$K$. More formally, for any fixed $\epsilon > 0$, we develop a polynomial-time algorithm that returns a sequence of assortments whose expected revenue is at least $(1 - \epsilon) \cdot R(S^*)$. Our PTAS turns out to be a best-case result in light of the fact that we also show DISPLAY-OPT-$K$ to be strongly NP-Hard, thus ruling out the possibility of an FPTAS.

Our approach begins by partitioning the items based on their respective weights, grouping items whose weights differ by at most a factor of $1 + \epsilon$. This partitioning of the items into
so-called weight classes, allows for a more granular view of any assortment as the set of items offered from each weight class. With this notion in mind, we show how to construct a “proxy” optimal assortment $\hat{S} \in \mathcal{F}$, whose expected revenue satisfies $R(\hat{S}) \geq (1 - \epsilon) \cdot R(S^*)$, and more importantly, whose sequence of assortments $\hat{S}_1, \ldots, \hat{S}_T$ span the weight classes in a succinct way. Specifically, under $\hat{S}$, the set of items offered from each weight class are either (i) added sequentially from largest to smallest $\rho$-value or (ii) match those added by $S^*$ up to the first $\frac{1}{\epsilon}$ items, after which the left-over items from the particular class are again sequentially added by descending $\rho$-value. Furthermore, we construct $\hat{S}$ so that in each stage, the number of classes assigned this second categorization is never more than $\frac{2}{\epsilon}$. In this way, we establish that, in any stage, there are never more than $\frac{2}{\epsilon^2}$ products that disobey the $\rho$-order of particular class. Exploiting this special structure, we develop a dynamic program that approximately recovers $\hat{S}$, incurring only an $\epsilon$-loss in expected revenue in the process.

3.1.3 Related Literature

In what follows, we detail the past work that most closely resembles ours. With this summary, we hope to highlight the fact that our problem setting is a natural extension of quite a few well-studied frameworks. However, to the best of our knowledge, we see no straightforward way to directly apply the ideas in the papers summarized below to our setting.

The MNL-based assortment problem. There are a multitude of papers that consider a single stage variant of our problem, which has come to be known as the assortment optimization problem. When the offered assortment is unconstrained, the seminal result of [91] shows that the optimal assortment consists of all products priced above a certain threshold. [92] consider a cardinality constrained variant of the assortment problem, which they show admits an optimal algorithm whose running time scales quadratically in the number of products. [93]
show that the addition of a simple knapsack constraint renders the MNL-based assortment problem NP-Hard. Nonetheless, they provide a fully polynomial time approximation scheme (FPTAS) for this problem, which extends to settings where choice is governed by a mixed-MNL model with $O(1)$ customer segments. Finally, to the best of our knowledge, [87] are the first to consider a variant of the assortment problem where the sole objective is not merely to maximize expected revenue, but also has customer-based utility considerations. Unlike our work, where this trade-off is capture through a set of constraints, [87] model this trade-off in the objective function, which has both expected revenue and expected utility terms. They provide a parametric linear-programming-based approach to solve their problem optimally.

**Assortment over time.** The original assortment over time problem, as conceived by [94], considers a variant of our problem under a general choice model, where the weight constraints are replaced with constraints enforcing that at most one product can be added in each stage. Hence, when choice is governed by an MNL model, their objective function precisely matches ours, as seen in DISPLAY-OPT-$K$. Additionally, [94] impose that the stage weights are uniform, i.e. $\lambda_1 = \ldots = \lambda_T$. In this setting, the authors provide a $\frac{1}{2\alpha}$-approximation, which assumes black-box access to a $\frac{1}{\alpha}$-approximation for the single-stage cardinality constrained assortment problem under the presumed choice model. [89] extend this problem landscape by allowing for any collection of stage weights $\{\lambda_t\}_{t \in [T]}$ that follow a new better than used in expectation (NBUE) distribution, while also enforcing a general cardinality constraint that allows up to $C$ to products to be added in each stage. In this more general setting, the authors provide a $\frac{\pi^2}{60\alpha}$-approximation, where the $\frac{1}{\alpha}$ term has the same interpretation as noted previously. Finally, [88] provide a polynomial time approximation scheme (PTAS) to this extended version of the assortment over time problem for arbitrary stage weights, however, their approach only caters to the setting when choice is governed by an MNL model.
The incremental knapsack problem. The incremental knapsack problem considers a
$T$-stage setting identical to ours, except that the objective function in DISPLAY-OPT-$K$ is
replaced with $\mathcal{R}(S) = \sum_{t \in [T]} \lambda_t \cdot (\sum_{i \in S_t} r_i)$, and the inequality in the weight constraints are
flipped so that a sequence of assortments $S_1 \subseteq S_2 \subseteq \ldots \subseteq S_T$ is feasible only if $w(S_t) \leq W_t$
for each stage $t \in [T]$. When the stage-weights satisfy $\lambda_1 = \ldots = \lambda_T$, the problem is
referred to as the stage-invariant incremental knapsack problem. Surprisingly, [95] show
that the simpler stage-invariant version of the problem is strongly NP-Hard, even when
$r_i = w_i$ for each item $i \in [n]$. The authors go on to provide a constant factor guarantee
for the general problem, as well as a PTAS when $T = O(\sqrt{\log n})$ for the stage-invariant
version. Subsequently, [96] developed a PTAS for the stage-invariant version when there
are no restrictions on the input parameters. The PTAS of [97] applies to the most general
form of the incremental knapsack problem, but it requires that $T = O(1)$. Most recently,
[98] provide the first PTAS for the general problem whose running time in polynomial in
the input, and [99] provide a polynomial time $(1/2 - \epsilon)$-approximation for the generalized
incremental knapsack, where the rewards are stage-dependent. Also quite recently, [100]
provide an FPTAS for a variant of the incremental knapsack problem, where, among other
differences, each item is endowed with a deadline stage, indicating the latest stage where the
particular can be introduced.

3.2 A Polynomial-Time Approximation Scheme ($K = T$)

In this section, we present a PTAS for DISPLAY-OPT-$K$ when $K = T$, which represents
a best-case algorithmic result in light of the fact that DISPLAY-OPT-$K$ is strongly NP-
Hard, as shown in Appendix C.2.1. The exact nature of this PTAS is formalized in the

\[ \text{In Appendix C.1, we also provide a strongly-polynomial } 1/2 - \epsilon \text{-approximation to the scenario when } K = T, \]
\[ \text{which may be of independent interest.} \]
following theorem, whose proof unfolds over the remainder of this section. All proofs for this section can be found in Appendix C.2.

**Theorem 3.2.1** For any \( \epsilon > 0 \), there is an algorithm that returns a sequence of assortments \( S \in \mathcal{F}_T \) with expected revenue \( R(S) \geq (1 - \epsilon) \cdot R(S^*) \), whose running time is \( O\left(|I|^{O(1)} \cdot n^{O(\frac{1}{\epsilon^2})}\right) \), where \( |I| \) denotes the size of the input.

### 3.2.1 Preliminaries

This section serves to introduce key pieces of notations that will dramatically simplify the exposition of the PTAS. For ease of exposition, we assume throughout the remainder of the paper that \( \frac{1}{\epsilon} \) in an integer. Also, we denote the maximal and minimal weights as \( w_{\text{max}} = \max_{i \in [n]} w_i \) and \( w_{\text{min}} = \min_{i \in [n]} w_i \) respectively.

**The weight classes.** Let \( \mathcal{C}_q = \{ i \in [n] : w_{\text{min}} \cdot (1 + \epsilon)^q \leq w_i < w_{\text{min}} \cdot (1 + \epsilon)^{q+1} \} \) for \( q \in [Q]_0 \), where \( Q = \lceil \log_{1+\epsilon}(\frac{w_{\text{max}}}{w_{\text{min}}}) \rceil \), denote the set of items in weight class \( q \). Clearly, the collection of all weight classes \( \{\mathcal{C}_q\}_{q \in [Q]_0} \) represents a partitioning of the products. For assortment \( S \subseteq [n] \) and \( q \in [Q]_0 \), we let \( S_q = S \cap \mathcal{C}_q \) denote the class-\( q \) products offered from \( S \). Based on the make-up of \( S_q \), we give class-\( q \) one of the following three labels:

- **Exhausted classes:** Let \( Q_E(S) = \{ q \in [Q]_0 : |S_q| = |\mathcal{C}_q| \} \) denote the set of weight classes for which all products are included in the assortment \( S \).

- **Active classes:** Let \( Q_A(S) = \{ q \in [Q]_0 : 1 \leq |S_q| < |\mathcal{C}_q| \} \) denote the collection of weight classes that are “in-use”, but not exhausted.

- **Empty classes:** Let \( Q_\emptyset(S) = \{ q \in [Q]_0 : |S_q| = 0 \} \) denote the set of classes from which no products have been offered.
Additionally, for assortment $S \subseteq [n]$ and $k \in [||S||]_0$, we let $S[k]$ denote the $k$ highest $\rho$-valued items in $S$. For the most part, we will use $C_q[k]$ to refer to the $k$ items with the largest $\rho$-value from class $q$.

$\frac{1}{\epsilon}$-capped-class-$q$ assortments. For class $q \in [Q]_0$ and $k \in [|[C_q]|]_0$, let $S^*_q(k) \subseteq C_q$ denote the assortment that contains the “first” $k$ products added from class $q$ under $S^*$. We assume that products offered in earlier stages are added before those in later stages, and within a stage, products are added in decreasing $\rho$-order. A $\frac{1}{\epsilon}$-capped-class-$q$ assortment, or simply a “capped” class-$q$ assortment for short, is defined as

$$C^*_q(k) = \begin{cases} S^*_q(k), & \text{if } k \leq \frac{1}{\epsilon} \\ S^*_q\left(\frac{1}{\epsilon}\right) \cup (C_q \setminus S^*_q\left(\frac{1}{\epsilon}\right))[k - \frac{1}{\epsilon}] & \text{otherwise.} \end{cases}$$

Rounded total weight. We make-use of a “rounded” total weight of assortment $S \subseteq [n]$, defined as $\hat{w}(S) = \sum_{q \in [Q]_0} |S_q| \cdot w_{\min} \cdot (1 + \epsilon)^q$. In other words, $\hat{w}(S)$ is the total weight of $S$ if the weights of the products in each class $q$ were rounded down to $w_{\min} \cdot (1 + \epsilon)^q$. We clearly have that $\hat{w}(S) \leq w(S) \leq (1 + \epsilon) \cdot \hat{w}(S)$, since the weights in each class differ by at most a factor of $1 + \epsilon$.

3.2.2 Constructing the proxy assortment

In this section, we show how to construct a proxy optimal sequence of assortment $\hat{S} \in \mathcal{F}_T$, whose expected revenue satisfies $\mathcal{R}(\hat{S}) \geq (1 - O(\epsilon)) \cdot \mathcal{R}(S^*)$. We will construct $\hat{S}$ from basic building blocks, endowing it with a special structure that allows for its approximate recovery via an efficient dynamic-programming-based approach. The main building block that we utilize to construct $\hat{S}$ is what we refer to as a “fill event”, which is summarized below, and formally presented in Algorithm 1.
Fill event. Consider an arbitrary stage \( t \in [T] \) and an assortment \( S \subseteq [n] \) that does not satisfy the stage-\( t \) weight constraint with respect to the total rounded weight, i.e. \( \hat{w}(S) < W_t \).

A fill event consists of the following steps. We begin by picking the lowest indexed active class \( q_{min} = \min\{q \in [Q]_0 : q \in Q_A(\tilde{S})\} \) and adding products from \( C_{q_{min}} \setminus \tilde{S} \) to \( \tilde{S} \) in decreasing order of \( \rho \)-value until either \( \hat{w}(\tilde{S}) \geq W_t \) (this check is with respect to the rounded total weight), or class \( q_{min} \) is exhausted. We repeat these steps until either (i) a feasible assortment is returned or (ii) there are fewer than \( \frac{1}{\epsilon} \) active classes. The following lemma details the key properties held by the assortment returned after a fill event, which concern its total weight or its number of active stages.

**Lemma 3.2.2** Consider an arbitrary stage \( t \in [T] \) and an assortment \( S \subseteq [n] \) whose total rounded weight satisfies \( \hat{w}(S) < W_t \). For assortment \( \bar{S} = \text{FILL}(S, t) \), we have that \( w(\bar{S}) \leq (1 + 3\epsilon) \cdot W_t \) if \( \hat{w}(\bar{S}) \geq W_t \). Otherwise, we have that \( |Q_A(\bar{S})| \leq \frac{1}{\epsilon} \).

Constructing the proxy sequence \( \tilde{S} \). To build \( \tilde{S} \), we sequentially construct three candidate sequences of assortments that are loosely based on the make-up of \( S^* \). For the first two, it is important to note that feasibility is checked with respect to the total rounded weight.

- **Candidate 1**: The first candidate sequence of assortment is given by \( S^{(1)} \), whose contents are built as follows. For each stage \( t \in [T] \) and class \( q \in [Q]_0 \), we set

\[
S_{t,q}^{(1)} = \begin{cases} 
C_q[k_{t,q}^*], & \text{if } k_{t,q}^* \leq \frac{1}{\epsilon} \\
C_q[(1 + \epsilon) \cdot k_{t,q}^*], & \text{otherwise,}
\end{cases}
\]

where \( k_{t,q}^* = |S_{t,q}^*| \) denotes the number of products offered from class \( q \) in stage \( t \) under \( S^* \). If \( \hat{w}(S_t^{(1)}) \geq W_t \) for each stage \( t \in [T] \), then set \( \tilde{S} = S^{(1)} \). Otherwise, we move to Candidate 2, which builds on top of \( S^{(1)} \) using fill events.
• **Candidate 2:** The second candidate sequence of assortment $S^{(2)}$ is built recursively as follows. For each stage $t \in [T]$, we set

$$S^{(2)}_t = \begin{cases} 
S^{\text{temp}}_t, & \text{if } \hat{w}(S^{\text{temp}}_t) \geq W_t \\
\text{FILL}(S^{\text{temp}}_t, t), & \text{otherwise,}
\end{cases}$$

where $S^{\text{temp}}_t = S^{(1)}_t \cup S^{(2)}_{t-1}$ (assuming that $S^{(2)}_0 = \emptyset$). Again, if $\hat{w}(S^{(2)}_t) \geq W_t$ for each stage $t \in [T]$, then set $\hat{S} = S^{(2)}$. Otherwise, we move to Candidate 3.

• **Candidate 3:** Let $T^\prec = \{ t \in [T] : \hat{w}(S^{(2)}_t) < W_t \}$ denote the stages for which $S^{(2)}$ remains infeasible with respect to the weight constraints, and let $Q^\prec_A = \bigcup_{t \in T^\prec} Q_A(S^{(2)}_t)$ give the active classes during these stages. The third final and candidate solution $S^{(3)}$ is defined as follows:

$$S^{(3)}_t = \left( \bigcup_{q \notin Q^\prec_A} S^{(2)}_{t,q} \right) \cup \left( \bigcup_{q \in Q^\prec_A} C^*_q(k^{(2)}_{t,q}) \right),$$

where $k^{(2)}_{t,q} = |S^{(2)}_{t,q}|$ denotes the number of products offered from class $q$ in stage $t$ under $S^{(2)}$. Finally, we set $\hat{S} = S^{(3)}$ if this third candidate is indeed reached.

The efficacy of $\hat{S}$ as a proxy. The following lemma shows that $\hat{S}$ is indeed a good proxy for $S^*$. We prove the result by showing its validity for each of the three candidate assortments described above, conditioned that the particular candidate is in fact set to be $\hat{S}$.

**Lemma 3.2.3** Let $\hat{S}$ be the proxy sequence of assortments defined above. Then, $\hat{S} \in \mathcal{F}$ and $\mathcal{R}(\hat{S}) \geq (1 - 10\epsilon) \cdot \mathcal{R}(S^*)$. 
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Algorithm 1 fill event

1: procedure Fill($S, t$)
2: \[ \tilde{S} \leftarrow S \]
3: \[ \text{while } |Q_A(\tilde{S})| > \frac{1}{\epsilon} \text{ do} \]
4: \[ q_{\text{min}} \leftarrow \min\{q : q \in Q_A(\tilde{S})\} \]
5: \[ A \leftarrow C_{q_{\text{min}}} \setminus \tilde{S} \]
6: \[ \text{for } i \in A \text{ do [Iterate from largest to smallest } \rho \text{-value]} \]
7: \[ \tilde{S} = \tilde{S} \cup \{i\} \]
8: \[ \text{if } \hat{w}(\tilde{S}) \geq W_t \text{ then} \]
9: \[ \text{return } \tilde{S} \]
10: \[ \text{end if} \]
11: \[ \text{end for} \]
12: \[ \text{end while} \]
13: \[ \text{return } \tilde{S} \]
14: end procedure
3.2.3 The approximation scheme

In this section, we present a dynamic program that can be used to recover a sequence of assortments whose expected revenue is within an $O(\epsilon)$-factor of that of $\hat{S}$. To do so, we begin by constructing a universe of assortments $U$ that contains $\hat{S}_t$ for any stage $t \in [T]$. We then show how to fold this universe of assortments into a dynamic programming formulation of the problem, which is guaranteed to return an assortment whose expected revenue is at least as large as that of $\hat{S}$. Unfortunately, due to the exponential size of $U$, the running time of this dynamic program is not polynomial. As such, we set about applying two updates to $U$, which together yield an alternative universe of polynomially-many assortments $U_{\text{small}}$. Furthermore, we show that replacing $U_{\text{small}}$ with $U$ in the aforementioned dynamic program only degrades its performance by at most an $O(\epsilon)$-factor.

Constructing $U$. Central to our approach is the notion that, for any stage $t \in [T]$ and class $q \in [Q]_0$, we must have either

- $\hat{S}_{t,q} = C_q[k]$ for some $k \in [|C_q]|_0$, or
- $\hat{S}_{t,q} = C_q^*(k)$ for some $k \in [|C_q]|_0$

based on the make-up of the three candidates outlined in Section 3.2.2. Given this structure, we can guess $\hat{S}_t$ exactly for any stage $t \in [T]$ by enumerating over all combinations of the following three parameters:

(i) A subset of classes $Q_{\text{CAP}} \subseteq [Q]_0$, intended to contain the capped class-$q$ assortments.

(ii) For each $Q_{\text{CAP}}$, a collection of assortments $\{A_q\}_{q \in Q_{\text{CAP}}}$ such that $A_q \subseteq C_q$ and $|A_q| \leq \frac{1}{\epsilon}$.

(iii) For each pair $(Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}})$, a collection of utilization vectors

$$K = \{K = (k_0, \ldots, k_Q) \in [|C_0]|_0 \times \ldots \times [|C_Q]|_0 : k_q \in \{|A_q|, \frac{1}{\epsilon}+1, \ldots, |C_q|\} \forall q \in Q_{\text{CAP}}\},$$
each of which indicates the total number of products added from class \( q \in [\mathcal{Q}]_0 \).

A parameter triplet \((Q_{CAP}, \{A_q\}_{q \in Q_{CAP}}, K)\) satisfying conditions (i)-(iii) translates into the assortment \( S \) with

\[
S_q = \begin{cases} 
C_q[k_q], & \text{if } q \notin Q_{CAP} \\
A_q, & \text{if } q \in Q_{CAP}, k_q = |A_q| \\
A_q \cup (C_q \setminus A_q)[k_q - |A_q|] & \text{otherwise.}
\end{cases}
\]

We build \( \mathcal{U} \) by enumerating over all such assortments corresponding to valid parameter triplets. While \( \mathcal{U} \) clearly contains an exponential number of assortments, it is easy to see that \( \hat{S}_t \in \mathcal{U} \) for any stage \( t \in [T] \).

The dynamic program. The state space of our dynamic program will be a stage \( t \in [T] \), and an assortment \( S_{t-1} \in \mathcal{U} \) indicating the set of products offered in stage \( t - 1 \) (we assume \( S_0 = \emptyset \)). The value functions \( \mathcal{V}_U(t, S_{t-1}) \) indicate the maximum expected revenue that can be accrued from stage \( t, \ldots, T \) given that the stage \( t \) assortment is \( S_{t-1} \). Formally, the recursion is as follows:

\[
\mathcal{V}_U(t, S_{t-1}) = \max_{S_t \in \mathcal{U} : w(S_t) \geq W_t, S_{t-1} \subseteq S_t} \left\{ \lambda_t \cdot \frac{1}{1 + w(S_t)} \cdot \sum_{i \in S_t} \rho_i + \mathcal{V}_U(t + 1, S_t) \right\}, 
\]

with base case \( \mathcal{V}_U(T + 1, \cdot) = 0 \). Moreover, if there is no stage-\( t \) assortment that is feasible in a particular state, we set the corresponding value function to be negative infinity. Since the sequence of states

\[(0, \emptyset) \rightarrow (1, \hat{S}_1) \rightarrow \cdots \rightarrow (T, \hat{S}_1)\]

is feasible, we get that \( \mathcal{V}_U(0, \emptyset) \geq \mathcal{R}(\hat{S}) \). As such, this dynamic program will produce a sequence of assortments \( S \in \mathcal{F} \), whose expected revenue is at least as large as that of \( \hat{S} \),
albeit in a running time that is clearly scales with the size of \( U \), and hence is exponential in the input. In the sequel, we set about reducing the size of the universe of assortments to choose from, while at the same time sacrificing little in terms of the efficacy of the dynamic program in (3.1).

**Step 1: bounding the number of capped assortments.** In what follows, we argue that it is sufficient to focus on a universe of assortments built exactly like \( U \), except we update condition (i) to consider only \( Q_{\text{CAP}} \subset [Q]_0 \) such that \( |Q_{\text{CAP}}| \leq \frac{2}{\epsilon} \). To establish this result, we upper bound the total number of capped assortments under \( \hat{S}_t \) by \( \frac{2}{\epsilon} \), for any stage \( t \in [T] \). This result is formally stated in the following lemma, where it is critical to recall that \( \hat{S} \) only uses capped assortments if \( \hat{S} = S^{(3)} \). Moreover, in this case, we have that \( \hat{S}_{t,q} \) is a capped assortment if and only if \( q \in \{q \in Q_A^< : k_{t,q}^{(2)} > 0\} \). Hence bounding the number of capped assortment under \( \hat{S} \) in a particular stage requires only bounding the size of this latter set.

**Lemma 3.2.4** For any stage \( t \in [T] \), we have that

\[
\left| \{q \in Q_A^< : k_{t,q}^{(2)} > 0\} \right| \leq \frac{2}{\epsilon},
\]

where \( Q_A^< \) is as defined is the construction of \( S^{(3)} \).

**Step 2: rounding the utilization vectors.** Fixing the parameter pair \( (Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}) \) throughout this discussion, we propose the following “up-rounded” version of the collection of utilization vectors \( \mathcal{K} \). Specifically, for any utilization vector \( K \in \mathcal{K} \), we construct its rounded counterpart \( K^\uparrow = (k_0^\uparrow, \ldots, k_Q^\uparrow) \) as follows, where for ease of notation, we use \( S \subseteq [n] \) to denote the assortment corresponding to the parameter triplet \( (Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}, K) \). Also, let \( q_{\text{max}}(K) = \max\{q \in [Q]_0 : k_q > 0\} \) denote the highest indexed non-empty class and let \( L = \lceil \log_{1+\epsilon}(\frac{n}{\epsilon}) \rceil \). It is worth noting that this up-rounding
scheme closely mirrors the one proposed in [98], and for this reason, we omit proof details that would require directly replicating the arguments of this paper.

- For class \( q < \lfloor g_{\text{max}}(K) - L + 1 \rfloor + 1 \), we set \( k_q^+ = |C_q| \).

- For class \( q \geq \lfloor g_{\text{max}}(K) - L + 1 \rfloor + 1 \) such that \( k_q \leq \frac{1}{\varepsilon} \), we set \( k_q^+ = k_q \).

- For class \( q \geq \lfloor g_{\text{max}}(K) - L + 1 \rfloor + 1 \) such that \( k_q > \frac{1}{\varepsilon} \), we let \( w_q^+ \) be an over-estimate of \( w(S_q) \) by an additive factor of at most \( \text{Power}_2(\epsilon L w(S)) \), where the operator \( \text{Power}_2(\cdot) \) rounds up its input to the nearest power of 2. Specifically, we define \( w_q^+ = \mu_q \cdot \text{Power}_2(\epsilon L w(S)) \) for the unique integer \( \mu_q \geq 1 \) satisfying

\[
(\mu_q - 1) \cdot \text{Power}_2(\epsilon L w(S)) < w(S_q) \leq \mu_q \cdot \text{Power}_2(\epsilon L w(S)).
\]

Next, if \( q \in Q_{\text{CAP}} \), we set

\[
k_q^+ = \max \{ k \in |C_q|_0 : w(A_q \cup (C_q \setminus A_q)[k - |A_q|]) \leq w_q^+ \}.
\]

Otherwise, if \( q \notin Q_{\text{CAP}} \), we set

\[
k_q^+ = \max \{ k \in |C_q|_0 : w(C_q[k]) \leq w_q^+ \}.
\]

The following lemma establishes two crucial properties of this rounding scheme, the first of which formalizes the notion that we are indeed up-rounding the utilization vectors, and the second bounds the total weight added by this rounding.

**Lemma 3.2.5** The up-rounding scheme outlined above maintains the following two properties:

(i) Monotonicity: Consider any pair of parameter triplets \((Q_{\text{CAP}}^+, \{A_q^+\}_{q \in Q_{\text{CAP}}^+}, K^+)\) and \((Q_{\text{CAP}}^-, \{A_q^+\}_{q \in Q_{\text{CAP}}^-}, K^+)\) respectively corresponding to assortments \(S\) and \(S^+\) that sat-
isfy $S \subseteq S^\dagger$. Then, the assortments $S^\dagger$ and $S^\downarrow$ corresponding to the up-rounded triplets $(Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}, K^\dagger)$ and $(Q_{\text{CAP}}^+, \{A_q^+\}_{q \in Q_{\text{CAP}}^+}, K^{\dagger+})$ must satisfy $S^\dagger \subseteq S^\downarrow$.

(ii) Weight added: For any $K \in \mathcal{K}$, let $S$ and $S^\dagger$ denote the assortments represented by $(Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}, K)$ and $(Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}, K^\dagger)$ respectively. Then we have that $w(S) \leq w(S^\dagger) \leq (1 + 3\epsilon) \cdot w(S)$.

**Constructing $\mathcal{U}_{\text{small}}$.** We build $\mathcal{U}_{\text{small}}$ by adding all assortments corresponding to every combination of the following updated version of the original three parameters:

(i) A subset of classes $Q_{\text{CAP}} \in \{Q \subseteq [Q]_0 : |Q| \leq \frac{2}{\epsilon}\}$.

(ii) For each $Q_{\text{CAP}}$, a collection of assortments $\{A_q\}_{q \in Q_{\text{CAP}}}$ such that $A_q \subseteq C_q$ and $|A_q| \leq \frac{1}{\epsilon}$.

(iii) For each pair $(Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}})$, a collection of utilization vectors $\mathcal{K}^\dagger = \{K^\dagger : K \in \mathcal{K}\}$.

The following lemma reveals that $\mathcal{U}_{\text{small}}$ is indeed considerably smaller than $\mathcal{U}$, however it is important to note that due to the up-rounding scheme, we are no longer guaranteed to have that $\hat{S}_t \in \mathcal{U}_{\text{small}}$ for any stage $t \in [T]$.

**Lemma 3.2.6** $|\mathcal{U}_{\text{small}}| = O \left( |\mathcal{I}|^{O(1)} \cdot n^{O(1/\epsilon)} \right)$.

**The approximate dynamic program.** Our final step is to replace $\mathcal{U}$ with $\mathcal{U}_{\text{small}}$ in (3.1), thus yielding the following updated recursion:

$$
\mathcal{V}_{\text{small}}(t, S_{t-1}) = \max_{S_t \in \mathcal{U}_{\text{small}}; w(S_t) \geq W_t, S_{t-1} \subseteq S_t} \left\{ \lambda_t \cdot \frac{1}{1 + w(S_t)} \cdot \sum_{i \in S_t} \rho_i + \mathcal{V}_{\text{small}}(t + 1, S_t) \right\},
$$

(3.3)

with base case $\mathcal{V}_{\text{small}}(T + 1, \cdot) = 0$. Again, if there is no stage-$t$ assortment that is feasible in a particular state, we set the corresponding value function to be negative infinity. Given
Lemma 3.2.6, we can compute the value function for any state \((t, S_{t-1})\) by simply enumerating over all assortments \(S_t \in U_{\text{small}}\), and hence all value functions can be computed in a running time of

\[
O(|U_{\text{small}}|^2 \cdot T) = O\left(|T|^{O(1)} \cdot n^{O(\frac{1}{\epsilon^2})}\right),
\]

which matches the running time specified in Theorem 3.2.1. Our final result of this section bounds the revenue lose incurred by replacing \(U\) with \(U_{\text{small}}\) as seen in (3.3).

**Lemma 3.2.7** \(V_{U_{\text{small}}}(0, \emptyset) \geq (1 - 3\epsilon) \cdot R(\hat{S})\).

### 3.3 A Polynomial-Time Approximation Scheme (\(K = 1\))

In this section, we present a PTAS for DISPLAY-OPT-\(K\) when \(K = 1\).

**The approximate dynamic program.** Consider the following recursion:

\[
V_{U_{\text{small}}}(t, r, S_{t-1}) = \max_{S_t \in U_{\text{small}}: S_{t-1} \subseteq S_t} \left\{ \lambda_t \cdot cs(S_t) + V_{U_{\text{small}}}(t+1, \left\lceil r - \lambda_t \cdot R(S_t) \right\rceil_{1+\delta}, S_t) \right\},
\]

where \(\delta = \frac{14\epsilon}{T+T}\), with base case

\[
V_{U_{\text{small}}}(T+1, r, \cdot) = \begin{cases} 0, & \text{if } r \leq 0, \\ -\infty, & \text{if } r > 0. \end{cases}
\]

Given Lemma 3.2.6, we can compute the value function for any state \((t, r, S_{t-1})\) by simply enumerating over all possible rounded revenue values and assortments \(S_t \in U_{\text{small}}\), and hence all value functions can be computed in a running time of

\[
O\left(|U_{\text{small}}| \cdot \log_{1+\delta} \left(\frac{r_{\max}}{r_{\min}}\right)^2 \cdot T\right) = O\left(|T|^{O(1)} \cdot n^{O(\frac{1}{\epsilon^2})}\right).
\]

Finally, the performance of the above PTAS is summarized as follows,
Theorem 3.3.1 For any $\epsilon > 0$, there is an algorithm that returns a sequence of assortments $S \in F_1$ with expected revenue $R(S) \geq (1 - \epsilon) \cdot R(S^*)$, whose running time is $O\left(|I|^{O(1)} \cdot n^{O(1/\epsilon)}\right)$, where $|I|$ denotes the size of the input.

3.4 A Polynomial-Time Approximation Scheme for General $K$ ($1 < K < T$)

Given our algorithms proposed in Section 3.2 and 3.3, we are now ready to introduce our PTAS for the general case of DISPLAY-OPT-K when $1 < K < T$. The algorithm below is a combination of the two algorithms above.

The approximate dynamic program. For every group $k \in [K]$ customers, we can write down the following inner-group recursion for $t \in [t_k : t_{k+1} - 1]$:

$$V_{U_{\text{small}}}^{(k)-\text{inner}}(t, r, S_{t-1}, S_{t_{k+1}-1}) = \max_{S_t \in U_{\text{small}} \cap S_{t_{k+1}-1} \subseteq S_t} \left\{ \lambda_t \cdot cs(S_t) + V_{U_{\text{small}}}^{(k)-\text{inner}}(t + 1, [r - \lambda_t \cdot R(S_t)]_{1+\delta}, S_t, S_{t_{k+1}-1}) \right\},$$

with base case

$$V_{U_{\text{small}}}^{(k)-\text{inner}}(t_{k+1} - 1, r, S_{t_{k+1}-1}, S_{t_{k+1}-1}) = \begin{cases} 0, & \text{if } r \leq 0, \\ -\infty, & \text{if } r > 0. \end{cases}$$

Let $T \left( V_{U_{\text{small}}}^{(k)-\text{inner}}(t_k, r, S_{t_k-1}, S_{t_{k+1}-1}) \right)$ be the induced sequence of assortments $S^{(k)} = (S_{t_k}, \ldots, S_{t_{k+1}-1})$ via computing $V_{U_{\text{small}}}^{(k)-\text{inner}}(t_k, r, S_{t_k-1}, S_{t_{k+1}-1})$. Similar to Section 3.3, for given $S_{t_k-1}$ and $S_{t_{k+1}-1}$, the running time of computing an inner-group recursion $V_{U_{\text{small}}}^{(k)-\text{inner}}(t_k, r, S_{t_k-1}, S_{t_{k+1}-1})$ takes $O\left(|U_{\text{small}}| \cdot \log_{1+\delta} \left(r_{max}/r_{min} \cdot w_{min}\right)^2 \cdot (t_{k+1} - t_k - 1)\right)$.
We define $R^{(k)}(S^k) = \sum_{t=t_k}^{t_{k+1}} \lambda_t \cdot \left( \sum_{i \in S_t} \frac{\rho_t}{1 + w(S_t)} \right)$, and $R^{(k)}(\emptyset) = -\infty$. Then we have the outer-group recursion for break periods $t_1, \cdots, t_K$,

$$V^{(k)-outer}_{\text{U}_{\text{small}}} (t_k, S_{tk-1}) = \max_{r \in \text{Dom}^\delta, S_{tk+1-1} \subseteq U_{\text{small}}, S_{tk+1-1} \supseteq S_{tk-1}} \left\{ R^{(k)} \left( T \left( V^{(k)-inner}_{\text{U}_{\text{small}}} (t_k, r, S_{tk-1}, S_{tk+1-1}) \right) \right) + V^{(k+1)-outer}_{\text{U}_{\text{small}}} (t_{k+1}, S_{tk+1-1}) \right\}, \quad (3.6)$$

where $\text{Dom}^\delta = \{0\} \cup \left\{ (1 + \delta)^k : k \leq k \leq \bar{k} \right\}$, where $(1 + \delta)^k = \left[ \frac{r_{\min} w_{\min}}{(1 + \delta)^T \cdot (1 + w_{\min})} \right]_{1+\delta}$ and $(1 + \delta)^\bar{T} = \left[ \frac{r_{\max}}{(1 + \delta)^T} \right]_{1+\delta}$. Base case is $V^{(k)-outer}_{\text{U}_{\text{small}}} (t_{K+1}, \cdot) = V^{(k)-outer}_{\text{U}_{\text{small}}} (T+1, \cdot) = 0$.

Given Lemma 3.2.6, we can compute the value function for any state $(t, r, S_{tk-1})$ by simply enumerating over all possible rounded revenue values and assortments $S_t \in U_{\text{small}}$, and hence all value functions in the outer-group recursion can be computed in a running time of $O \left( (|U_{\text{small}}| \cdot \log_{1+\delta} (r_{\max}/r_{\min} w_{\min})^2 \cdot K) \right)$. Therefore in total we can fully solve the dynamic programming (3.5) and (3.6) in running time of

$$\sum_{k \in [K]} O \left( (|U_{\text{small}}| \cdot \log_{1+\delta} (r_{\max}/r_{\min} w_{\min})^2 \cdot (t_{k+1} - t_k - 1)) \right) + O \left( (|U_{\text{small}}| \cdot \log_{1+\delta} (r_{\max}/r_{\min} w_{\min})^2 \cdot K) \right) = O \left( (|U_{\text{small}}| \cdot \log_{1+\delta} (r_{\max}/r_{\min} w_{\min})^2 \cdot T) \right) = O \left( |I|^{O(1)} \cdot n^{O(1/\delta)} \right).$$

Combining the proof for Theorem 3.2.1 and Theorem 3.3.1, one can show that
Theorem 3.4.1 For any $\epsilon > 0$, there is an algorithm that returns a sequence of assortments $S \in \mathcal{F}_K$ with expected revenue $R(S) \geq (1 - \epsilon) \cdot R(S^*)$, whose running time is $O\left(|I|^{O(1)} \cdot n^{O\left(\frac{1}{\epsilon^2}\right)}\right)$, where $|I|$ denotes the size of the input.

3.5 Cardinality Constraints with $T = O(1)$

In many commercial settings, a natural business constraint is the cardinality constraint. Imagine an online product display setting where the number of products shown on each page (stage) is limited. The cardinality-constrained problem is formulated as follows

$$\max_{S \in \mathcal{F}_K^{\text{Card}}} R(S), \quad \text{(DISPLAY-OPT-K-CARD)}$$

where $\mathcal{F}_K^{\text{Card}} = \mathcal{F}_K \cap \{(S_1, \ldots, S_T) : S_t \subseteq [n], |S_t \setminus S_{t-1}| \leq C\}$. Our algorithm works when the cardinality constraints are stage-dependent, but here for exposition simplicity, we assume the cardinality limits for all stages are the same, i.e., $C$.

Inspired by the algorithm before, we are able to give a PTAS that violates the customer satisfaction constraints by $\epsilon$ when $T = O(1)$. Given any assortment $S$, let permutation $P(S)$ rank product set $S$ according to $\{\rho_i\}_{i \in S}$ in the descending order.

For the true optimal assortment $S^*$, we first construct a proxy $\hat{S} = (\hat{S}_1, \ldots, \hat{S}_T)$ as Section 3.2.2 does, then we construct a proxy $\hat{S}^{\text{small}} = (\hat{S}_1^{\text{small}}, \ldots, \hat{S}_T^{\text{small}}) \in \times_{t=1}^T \mathcal{U}_{\text{small}}^{(t)}$ to approximate $\hat{S}$. The definition of candidate space $\mathcal{U}_{\text{small}}^{(t)}$ will be introduced shortly. We construct $\hat{S}$ in a way similar to Candidate 1 with a slight modification. For each stage $t \in [T]$ and class $q \in [Q]_0$, we set

$$\hat{S}_{t,q} = \begin{cases} C_q[k_{t,q}^*], & \text{if } k_{t,q}^* \leq \frac{1}{\epsilon} \\ C_q[\lceil (1 - \epsilon) \cdot k_{t,q}^* \rceil], & \text{otherwise.} \end{cases}$$
The efficacy proof of $\hat{S}$ as a proxy is given by the following lemma.

**Lemma 3.5.1** Let $\hat{S}$ be the proxy sequence of assortments defined above. Then, $\hat{S}_1 \subseteq \cdots \subseteq \hat{S}_T$, $|\hat{S}_t \setminus \hat{S}_{t-1}| \leq C$, $\sum_{t \in [t:t_{k+1}]} \lambda_t \cdot cs\left(w\left(\hat{S}_t\right)\right) > (1 - 2\epsilon) \cdot \alpha_k$, for $t \in [T]$, $k \in [K]$. And $R(\hat{S}) \geq (1 - 2\epsilon) \cdot R(S^*)$.

Then we consider constructing a candidate assortment space $U_{\text{small}}^{(t)}$, $t \in [T]$. The building block of the candidate assortment space comes from a modification of $U_{\text{small}}$. We define space $U_{\text{small}}^{(t)}$ for stage $t$ by parameter sets $(K_1^t, \cdots, K_t^t; l_{t1}, \cdots, l_{tt})$. Here $K_t^\tau = (k_{\tau 1}^t, \cdots, k_{\tau Q}^t)$ is the rounded utilization vector for products added in stage $\tau \in [t]$. On the other hand, $l_{t\tau}$ is the number that records how many products from class $[q_{\text{max}}(K_{(\tau-1)}) - L + 1] + \cdots + [q_{\text{max}}(K_{\tau}) - L] + 1$ are added according to the descending $\rho$ order in stage $t \in [T]$, i.e.,

$$P\left(\bigcup_{q=[q_{\text{max}}(K_{(\tau-1)})-L+1]}^{[q_{\text{max}}(K_{\tau})-L]} \left(\bigcup_{q=[q_{\text{max}}(K_{(\tau-1)})-L+1]}^{[q_{\text{max}}(K_{\tau})-L]} (C_q \setminus C_q [k^{(\tau-1)}_{(t-1)q}])\right) \right) \left[l_{t\tau}\right],$$

where we define $K_t^\Sigma = (K_1^\Sigma, \cdots, K_t^\Sigma)$ and $k^{(t)}_{(t-1)q} = \sum_{\tau=1}^{t} k_{\tau q}$. Then a parameter set $(K_1^t, \cdots, K_t^t; l_{t1}, \cdots, l_{tt})$ is translated into the assortment $S_t$ with

$$S_t = \left(\bigcup_{q \in [Q]} C_q [k^{(t)}_{(t-1)q}]\right) \bigcup \left(\bigcup_{\tau=1}^{t} P\left(\bigcup_{q=[q_{\text{max}}(K_{(\tau-1)})-L+1]}^{[q_{\text{max}}(K_{\tau})-L]} (C_q \setminus C_q [k^{(\tau-1)}_{(t-1)q}])\right) \left[l_{t\tau}\right]\right).$$

Let $K_t = (k_{t1}, \cdots, k_{tQ})$ denote the utilization vector of $(\hat{S}_t \setminus \hat{S}_{t-1})$. Then consider a rounded utilization vector $K_t^\downarrow = (k_{t0}^\downarrow, \cdots, k_{tQ}^\downarrow)$ which is defined in an analogous way as (3.2) with some modifications as follows,

- For class $q < [q_{\text{max}}(K_{\tau}) - L + 1]^+$, we set $k_{\tau q}^\downarrow = 0$.
- For class $q \geq [q_{\text{max}}(K_{\tau}) - L + 1]^+$ such that $k_{\tau q} \leq \frac{1}{\epsilon}$ we set $k_{\tau q}^\downarrow = k_{\tau q}$.
• For class $q \geq [q_{\text{max}}(K_t) - L + 1]^+$ such that $k_{\tau q} > \frac{1}{\epsilon}$, we define $w_q^\tau = (\mu_q - 1) \cdot \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot w(S_t \setminus \hat{S}_{t-1}) \right]$, where $\mu_q \geq 1$ is the unique integer such that
\[
(\mu_q - 1) \cdot \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot w(S_t \setminus \hat{S}_{t-1}) \right] < w(S_{\tau q} \setminus \hat{S}_{t-1,q}) \leq \mu_q \cdot \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot w(S_t \setminus \hat{S}_{t-1}) \right].
\]

On the other hand, define $\rho_q^\tau = (\xi_q - 1) \cdot \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot \rho(S_t \setminus \hat{S}_{t-1}) \right]$, where $\xi_q \geq 1$ is the unique integer such that
\[
(\xi_q - 1) \cdot \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot \rho(S_t \setminus \hat{S}_{t-1}) \right] < \rho(S_{\tau q} \setminus \hat{S}_{t-1,q}) \leq \xi_q \cdot \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot \rho(S_t \setminus \hat{S}_{t-1}) \right].
\]

Then $k_{\tau q}^\tau = \min \{ k \in [|C_q|_0 : w((C_q \setminus \hat{S}_{t-1,q})[k]) \geq w_q^\tau, \rho((C_q \setminus \hat{S}_{t-1,q})[k]) \geq \rho_q^\tau \}$. And let
\[
l_{tt} = \left\lfloor \frac{[q_{\text{max}}(K_t) - L]^+}{q = [q_{\text{max}}(K_t) - L + 1]^+} \{ \hat{S}_{t,q} \setminus \hat{S}_{t-1,q} \} \right\rfloor, \quad \tau \in [t].
\]

The efficacy of proxy $\hat{S}_{\text{small}}$ is summarized by the following lemma.

**Lemma 3.5.2** Let $\hat{S}_{\text{small}}$ be the proxy sequence of assortments defined above. Then, $\hat{S}_{\text{small}} \subseteq \cdots \subseteq \hat{S}_T$, $|\hat{S}_t \setminus \hat{S}_{t-1}| \leq C$, $\sum_{t \in [t_0 : t_0 + 1]} \lambda_t \cdot cs \left( w(\hat{S}_t) \right) > (1 - 5\epsilon) \cdot \alpha_k$, for $t \in [T]$, $k \in [K]$. And $\mathcal{R}(\hat{S}_{\text{small}}) \geq (1 - 2(T + 3) \cdot \epsilon) \cdot \mathcal{R}(S^*)$.

In each stage $t$, we can enumerate all possible parameter sets $(K_{t1}, \cdots, K_{tt}; l_{t1}, \cdots, l_{tt})$ in $\mathcal{U}_{\text{small}}^{(t)}$ to find $\hat{S}_{t,\text{small}}$. The total number of possible combinations is upper bounded by
\[
|\mathcal{U}_{\text{small}}^{(t)}| = O \left( \left( \ln \left( \frac{n\mu_{\text{max}}}{\mu_{\text{min}}} \right) \cdot \ln \left( \frac{n\rho_{\text{max}}}{\rho_{\text{min}}} \right) \right)^t \cdot n^t \right) < O \left( |T|^{O(1)} \cdot n^{O(\frac{T}{1-\epsilon})} \right) = O \left( |T|^{O(1)} \cdot n^{O(\frac{T}{2})} \right).
\]

Finally, to find a proxy of $S^*$ we can write down the recursions like (3.5) and (3.6). The only differences are: (i) Substitute $\mathcal{U}_{\text{small}}$ with $\mathcal{U}_{\text{small}}^{(t)}$ for each stage $t$; (ii) Add cardinality constraints $|S_t \setminus S_{t-1}| \leq C$ for each stage $t$; (iii) For given approximation error $\epsilon$, substitute the satisfaction constraints $\alpha_k$ with $(1 - \epsilon) \cdot \alpha_k$, $k \in [K]$. 107
Define
\[
F_{K}^{\text{Card-} \epsilon} = \left\{ (S_1, \ldots, S_T) : S_t \subseteq [n], S_1 \subseteq \ldots \subseteq S_T, |S_t \setminus S_{t-1}| \leq C, \forall t \in [T], \sum_{t \in [k:k+1]} \lambda_t \cdot cs(w(S_t)) \geq (1 - \epsilon) \cdot \alpha_k \forall k \in [K] \right\}.
\]

One can show that

\textbf{Theorem 3.5.3} For any \( \epsilon > 0 \), there is an algorithm that returns a sequence of assortments \( S = (S_1, \ldots, S_T) \in F_{K}^{\text{Card-} \epsilon} \) with expected revenue \( R(S) \geq (1 - \epsilon) \cdot R(S^*) \), whose running time is \( O\left(|I|^{O(1)} \cdot n^{O(\frac{1}{\epsilon})}\right) \), where \( |I| \) denotes the size of the input.

\section{3.6 Numerical Experiments}

In this section, we investigate the empirical performance of our algorithm under cardinality constraints. As a benchmark, we compare the performance of our algorithm against the product framing algorithm, \textit{NEST Algorithm}, proposed by [89]. Our goal is to understand how good the revenue performance of our algorithm is, given that we are guaranteeing additional customer satisfaction performance which is hopefully higher than the solution given by pure revenue-maximizing algorithms. All experiments were conducted on a standard laptop with 16\times 2.30GHz Intel Core i7 CPUs and 32GB of RAM. The algorithms were implemented using Matlab.

\subsection{3.6.1 Modified Algorithm}

To achieve better computational efficiency, we implement our algorithm in a modified way. The high-level idea of our PTAS is first constructing a relatively small candidate assortment space, then solving a dynamic programming over stages via backward induction.
and exhaustive enumeration among the candidate space. The way we construct the candidate space is basically by categorizing products into weight classes according to their rounded weights, then enumerating enough representative combinations of product numbers for each class and picking those numbers of products following the descending $\rho$-order within each corresponding class. In our modified heuristic, we follow the high-level idea of the PTAS, but construct the candidate space in a simpler way. One major change to improve the computational efficiency is to make $L$ independent of the problem instance, especially, we let $L = 2$ or $3$. For example, when $L = 2$, there are three weight classes: $C_{q_{\text{max}}}$, $C_{q_{\text{max}} - 1}$ and $\mathcal{I} \setminus (C_{q_{\text{max}}} \cup C_{q_{\text{max}} - 1})$. For stage $t$, we consider all combinations of utilization triplet $(k_1, k_2, k_3)$ such that $k_1 + k_2 + k_3 \leq t \cdot C$. Each triplet fully characterizes one assortment that picks $k_1$, $k_2$ and $k_3$ products following the descending $\rho$-order from weight classes $C_{q_{\text{max}}}$, $C_{q_{\text{max}} - 1}$ and $\mathcal{I} \setminus (C_{q_{\text{max}}} \cup C_{q_{\text{max}} - 1})$ respectively. Then stage $t$’s candidate space $\mathcal{U}^{(t)}$ consists of all assortments that can be characterized by a feasible utilization triplet. Finally, we implement the dynamic programming formulated in Section 3.5.

3.6.2 Experiments with Expedia Search Data

In our first numerical experiment, we use the public data set of hotel search and booking records from Expedia platform ( [101]). We follow the exact fitting method as [102].

Experimental Setup

We randomly choose 50 search queries from Expedia’s Site 5 data, where each search query contains all search results of a customer’s single hotel search. According to the statistics summary Table C.1 from [102], the average number of search results of a search query is around 25. We treat all search results under a search query as the total item set $\mathcal{I} = [n]$ where each product’s revenue, i.e., hotel booking price, is given by the data, and MNL purchase
weight is fitted by the parametric model. Then we run our algorithm comparison for each selected query. We consider display products over three consecutive pages, i.e., $T = 3$; we assume there is only one customer division, i.e., $K = 1$; and customer type distribution vector $(\lambda_1, \lambda_2, \lambda_3)$ is uniformly distributed. We consider two scenarios of cardinality constraints, $C = 5$ and $C = 10$. Under a given scenario, we first run the NEST algorithm, and denote the solution by $S^{NEST} = (S_1^{NEST}, S_2^{NEST}, S_3^{NEST})$. Then for customer satisfaction constraints $\alpha_\beta = \beta \cdot cs(S^{NEST})$, $\beta \in \{0, 1.025, 1.05, 1.075, 1.1\}$, we run our modified algorithm respectively, and denote the solution derived from our algorithm by $\hat{S}_\beta = (\hat{S}_{\beta1}, \hat{S}_{\beta2}, \hat{S}_{\beta3})$. Performance is measured by two metrics, the revenue ratio $R(\hat{S}_\beta)/R(S^{NEST})$ and the customer satisfaction ratio $cs(\hat{S}_\beta)/cs(S^{NEST})$. For each given factor $\beta$, we average the revenue ratio and the customer satisfaction ratio over the outputs of the search queries. Notice that for $\beta > 0$, our algorithm is not guaranteed to generate a feasible solution. When we average the performance metrics across the outputs of the search queries, we only account for search queries that generate feasible solutions. Table 3.1 summarizes the performance comparisons between our algorithm and the NEST algorithm, where $f_{feasi\text{ble}}$ represents the proportion of search queries that generate feasible solutions by our algorithm. Table 3.2 summarizes the running times of the tested algorithms (our algorithm is denoted by ADP). Since our algorithm’s complexity does not depend on the constraint factor $\beta$, the average running time of our algorithm is measured upon the unconstrained problem instances.

**Discussions**

The high-level observation is that although the NEST algorithm runs much faster than our algorithm, under some instance settings, our algorithm attains a significant customer satisfaction improvement without sacrificing much revenue. This is especially true for a small cardinality constraint, $C$. It is interesting that our algorithm can achieve improvements in
both revenue and customer satisfaction for small $C$, given that the objective function of our algorithm is not revenue maximizing. The explanation is as follows. The NEST algorithm achieves the revenue upper bound for one of the stages, meaning that our algorithm can
never attain a higher revenue at that particular stage. However, the NEST algorithm uses a greedy strategy to construct other stages, which may significantly harm the overall revenue performance. Recall that the average number of search results for each search query is around 25. When \( C = 10, T = 3 \), the overall revenue performance is likely to be only determined by the first one or the first two stages (i.e., not adding more products in later stages), in which case the NEST algorithm does not need to resort to the greedy construction much, the revenue performance, in turn, is more likely to be good. Another interesting observation is that larger \( \epsilon \) may lead to better revenue and customer satisfaction performance. This is because, in our algorithm modification, we set \( L = 2 \) or 3, then when \( \epsilon \) is small, the heaviest \( L \) weight classes may not contain enough products. Especially, they may exclude the “good” products that have small weights but large \( \rho \) values. But still surprisingly, even when we have \( \epsilon \) to be 1, our algorithm can achieve impressive performance compared with the NEST algorithm.

Table 3.2: Running Times

<table>
<thead>
<tr>
<th>Algorithm Parameters</th>
<th>Average Running Time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C )</td>
<td>( L )</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>
3.6.3 Experiments with Synthetic Data

We also conduct the comparisons between our algorithm and the NEST algorithm using synthetic data.

Generative Model

We randomly generate 99 products whose MNL weights take value from $[1 \cdot scale, 2.5 \cdot scale]$, where we consider three scales of the problem with $scale = 0.01, 0.1, 1$. Specifically, for each interval among $[1 \cdot scale, 1.5 \cdot scale]$, $[1.5 \cdot scale, 2 \cdot scale]$, and $[2 \cdot scale, 2.5 \cdot scale]$, we uniformly generate 33 products. Especially, with $scale = 0.01$, the MNL weights are roughly at the same scale as the fitted results based upon the Expedia data. As a comparison, we consider another scale with $scale = 0.1$. We also randomly generate revenue for each product, taking value from $[100, 250]$. Specifically, to mimic the pricing effect on customers’ willingness to pay, we uniformly generate revenues from $[200, 250]$ for the products with MNL weights picked from $[1 \cdot scale, 1.5 \cdot scale]$; revenues from $[150, 200]$ for the products with MNL weights picked from $[1.5 \cdot scale, 2 \cdot scale]$; and revenues from $[100, 150]$ for the products with MNL weights picked from $[2 \cdot scale, 2.5 \cdot scale]$. We still let $T = 3$, and consider three cardinality scenarios with $C = 10, C = 15, C = 20$. After extensive trials, to well balance the performance and running time, we fix $\epsilon = 0.6$ and $\delta = 0.4$. Like before, for each problem instance, we measure the comparisons by the revenue ratio and the customer satisfaction ratio. For each given setup parameters combination $(scale, C)$, we generate 20 instances and average the two ratio metrics across the instances where our algorithm generates feasible solutions. Table 3.3 summarizes the performance comparisons between our algorithm and the NEST algorithm, and Table 3.4 summarizes the running times of the tested algorithms.
Algorithm Parameters

<table>
<thead>
<tr>
<th>Algorithm Parameters</th>
<th>( \beta = 0 )</th>
<th>( \beta = 1 )</th>
<th>( \beta = 1.1 )</th>
<th>( \beta = 1.2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C \ L \ \epsilon \ \delta \ \text{scale} )</td>
<td>( (101.36, 123.37) )</td>
<td>( (101.36, 123.37) )</td>
<td>( (101.36, 123.37) )</td>
<td>( (103.36, 126.67) )</td>
</tr>
<tr>
<td>10 2 0.6 0.4 0.01</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>65</td>
</tr>
<tr>
<td>10 2 0.6 0.4 0.1</td>
<td>( (86.09, 115.56) )</td>
<td>( (86.09, 115.56) )</td>
<td>( (85.36, 115.82) )</td>
<td>( (84.86, 121.43) )</td>
</tr>
<tr>
<td>15 2 0.6 0.4 0.01</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>15 2 0.6 0.4 0.1</td>
<td>( (85.67, 111.38) )</td>
<td>( (85.67, 111.38) )</td>
<td>( (81.63, 112.82) )</td>
<td>95</td>
</tr>
<tr>
<td>20 2 0.6 0.4 0.01</td>
<td>( (100.02, 120.81) )</td>
<td>( (100.02, 120.81) )</td>
<td>( (100.02, 120.81) )</td>
<td>( (99.60, 125.17) )</td>
</tr>
<tr>
<td>20 2 0.6 0.4 0.1</td>
<td>( (81.75, 109.70) )</td>
<td>( (81.75, 109.70) )</td>
<td>( (84.34, 114.57) )</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 3.3: Performance Comparisons

<table>
<thead>
<tr>
<th>Algorithm Parameters</th>
<th>Average Running Time (sec.)</th>
<th>ADP</th>
<th>NEST</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C \ L \ \epsilon \ \delta \ \text{scale} )</td>
<td>( \text{Average Running Time (sec.)} )</td>
<td>ADP</td>
<td>NEST</td>
</tr>
<tr>
<td>10 2 0.6 0.4 0.01</td>
<td>12.894</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>10 2 0.6 0.4 0.1</td>
<td>7.367</td>
<td>0.023</td>
<td></td>
</tr>
<tr>
<td>15 2 0.6 0.4 0.01</td>
<td>50.526</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>15 2 0.6 0.4 0.1</td>
<td>25.976</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>20 2 0.6 0.4 0.01</td>
<td>140.327</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>20 2 0.6 0.4 0.1</td>
<td>68.920</td>
<td>0.023</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.4: Running Times

Discussions

The high-level observation is like before. Our algorithm may significantly improve customer satisfaction while keeping a decent revenue performance under some instance settings. Our algorithm performs very well compared with the \( \text{NEST} \) algorithm in problem instances that are at a similar scale as the practical setting (\( \text{scale} = 0.01 \)). However, our algorithm’s revenue performance may lose more when the MNL weights of products become
larger \((scale = 0.1)\). There are two reasons for this phenomenon. On the one hand, when all products’ weights are very small, the total weight of picked products does not matter much. The revenue performance is mainly determined by the total \( \rho \) value of the assortment. Therefore the optimal revenue-maximizing assortment tends to pick as many products as possible following the descending \( \rho \)-order. This simple structure is aligned with the \( \rho \)-order picking idea of our algorithm (especially when the weight class division is coarse, i.e., \( \epsilon \) is large).

On the other hand, when the MNL weights are large, the optimal assortment tends to pick the top revenue products without including too many products. Therefore, the cardinality constraint is less likely to be binding for later stages (consider the extreme case when the weights tend to be infinite, the optimal revenue-maximizing solution is to pick the product with the highest revenue in the first stage and not add any products in later stages). As we explained before, this is when the \( NEST \) algorithm will perform very well in terms of revenue.

3.7 Future Work

Our work leaves a few unanswered questions. First, one natural question of \( \text{DISPLAY-OPT-K-CARD} \) is whether there is an efficient algorithm to find a proxy that strictly meets both the satisfaction constraints and the cardinality constraints. A second open question is whether an FPTAS exists for the setting where \( T = O(1) \), as our proof that \( \text{DISPLAY-OPT-K} \) is strongly NP-Hard requires the use of \( \Omega(n) \) stages, and hence does not rule out such a result.
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APPENDICES
A. Appendix for Chapter 1

Appendix: Proofs

Proof Proof for Lemma 1.3.3. We notice that the objective function could be written as $\phi(p)(p - A) + A$ which after variable substitution $\tilde{p} = p - A$ could be further transformed into $\tilde{\phi}(\tilde{p})\tilde{p} + A$ where $\tilde{\phi}(\tilde{p}) = (1 - e^{-\lambda \tilde{q}(\tilde{p})})$ and $\tilde{q}(\tilde{p}) = q(\tilde{p} + A) = q(p)$. Whence $q'(p)/q(p)$ is decreasing in $p$ is equivalent to $\tilde{q}'(\tilde{p})/\tilde{q}(\tilde{p})$ is decreasing in $\tilde{p}$. In other words, $q(\cdot) \in Q$ is equivalent to $\tilde{q}(\cdot) \in Q$. Therefore, to prove Lemma 1.3.3, it is equivalent to prove the following statement: If $q(\cdot) \in Q$, then for fixed $\lambda$, $\pi(p; \lambda) = (1 - e^{-\lambda q(p)}) p$ is unimodal in $p$.

From Assumption 1.3.1, we know that optimal solution is finite. Thereby to prove the unimodularity of $\pi(\cdot; \lambda)$, it is equivalent to showing that all the points where first-order condition holds have to be local maximum (i.e., negative second-order derivative), which implies that there is only one local maximum, i.e., global maximum. We can take the first-order and second-order derivatives of $\pi(p; \lambda)$:

\[
\begin{align*}
\pi'(p; \lambda) &= 1 + e^{-\lambda q(p)} (-1 + \lambda pq'(p)), \\
\pi''(p; \lambda) &= \lambda e^{-\lambda q(p)} \left( 2q'(p) - \lambda p (q'(p))^2 + pq''(p) \right).
\end{align*}
\]

We need to prove that when (A.1) is zero, (A.2) is negative. When first-order condition holds, we have $p = -\left(e^{\lambda q(p)} - 1\right) / \lambda q'(p)$. With this condition, proving (A.2) is negative is equivalent to proving

\[
\left(e^{\lambda q(p)} + 1\right) q'(p) < \frac{(e^{\lambda q(p)} - 1) q''(p)}{\lambda q'(p)}.
\]
Because we know that $\lambda > 0$ and $q'(p) < 0$ (from Assumption 1.3.2), it is equivalent to proving

$$\lambda \frac{(e^{\lambda q(p)} + 1)}{(e^{\lambda q(p)} - 1)} > \frac{q''(p)}{(q'(p))^2}. $$

We multiply both sides by $q(p)$ and then minus 1:

$$\lambda q(p) \frac{(e^{\lambda q(p)} + 1)}{(e^{\lambda q(p)} - 1)} - 1 > \frac{q''(p)q(p) - (q'(p))^2}{(q'(p))^2}. $$

Assumption 1.3.2 implies that $q''(p)q(p) - (q'(p))^2 < 0$, therefore the right-hand side of the above inequality is negative. On the other hand, the left-hand side is always positive. To see this, we have

$$\lambda q(p) \frac{(e^{\lambda q(p)} + 1)}{(e^{\lambda q(p)} - 1)} - 1 > 0 \iff (\lambda q(p) + 1) + e^{\lambda q(p)}(\lambda q(p) - 1) > 0. $$

Define function $f(x) = (x + 1) + e^x(x - 1)$, we have $f'(x) = 1 + e^x > 0$ for $x > 0$ and $f(0) = 0$, therefore the right-hand of the above is true.

The proof is completed.

**Lemma A.0.1** Define

$$F(\lambda, A) = \max_p \{ \pi(p; \lambda, A) \} = \max_p \left\{ (1 - e^{-\lambda q(p)}) p + e^{-\lambda q(p)} \cdot A \right\},$$

where $\lambda, A > 0$ and $q(\cdot) \in \mathcal{Q}$, then (i). $p^*(\lambda, A) \geq A$ and $\lim_{\lambda \to \infty} p^*(\lambda, A) = \infty$, $\lim_{A \to \infty} p^*(\lambda, A) = \infty$, (ii). $F(\lambda, A)$ is increasing concave in $\lambda$ and $\lim_{\lambda \to \infty} F(\lambda, A) = \infty$, (iii). $F(\lambda, A)$ is increasing convex in $A$ (which implies $\lim_{A \to \infty} F(\lambda, A) = \infty$) and (iv). $\frac{\partial^2 F(\lambda, A)}{\partial \lambda \partial A} < 0$, i.e., $F(\lambda, A)$ is submodular.

**Proof** Proof. We notice that the objective function could be written as $\phi(p)(p - A) + A$ which after variable substitution $\tilde{p} = p - A$ could be further transformed into $\tilde{\phi}(\tilde{p})\tilde{p} + A$
where \( \phi(p) = (1 - e^{-\lambda q(p)}) \) and \( q(p) = q(p + A) = q(p) \). It is straightforward to see that the optimal price \( p^* > A \) which is the first part of the lemma. The limiting behaviors of \( p^* \) in part (i) are also straightforward.

Now we look at part (ii) of the lemma. Let

\[
\bar{F}(\lambda) = \max_p \{ \phi(p) p \},
\]

where \( \phi(p) = (1 - e^{-\lambda q(p)}) \) and \( q(\cdot) \) is log-concave, then \( \bar{F}(\lambda) \) is increasing concave in \( \lambda \).

The following theorem from [103] is useful (see [103] Ch.11.7):

**Theorem A.0.2 (Sensitivity Theorem)** Let \( f, h \in C^2 \) and consider the family of problems

\[
\max_x f(x) \\
s.t. h(x) = c.
\]

Suppose for \( c = 0 \) there is a local solution \( x^* \) that is a regular point and that, together with its associated Lagrange multiplier vector \( \lambda \), satisfies the second-order sufficiency conditions for a strict local maximum. Then for every \( c \in E^m \) in a region containing \( 0 \) there is an \( x(c) \) depending continuously on \( c \), such that \( x(0) = x^* \) and such that \( x(c) \) is a local maximum of (A.3). Furthermore,

\[
\nabla_c f(x(c)) \big|_{c=0} = \lambda.
\]

Define \( z = \lambda q(p) \), then we can write our optimization problem in the similar form to (A.3):

\[
\tilde{F}(\lambda + \delta\lambda) = \max_{p,z} \left( 1 - e^{-z} \right) p \\
\text{s.t. } z/q(p) - \lambda = \delta\lambda.
\]
To avoid confusion of notations, we use $\mu$ to denote the Lagrange multiplier for the above problem. It is not difficult to show that at solution $(p^*, z^*)$, the second-order sufficiency conditions for a strict local maximum are satisfied (see [103] Ch.11 for the definition of second-order sufficiency conditions). From Theorem A.0.2, we know that $\nabla_{\delta \lambda} \tilde{F}(\lambda + \delta \lambda) |_{\delta \lambda = 0} = \mu(\lambda)$, therefore to prove $\tilde{F}(\lambda)$ is increasing concave in $\lambda$, it is equivalent to proving that $\mu(\lambda) > 0$ and $\mu'(\lambda) < 0$. We can write down the Karush-Kuhn-Tucker conditions at the optimal solution $(p^*, z^*)$ with $\delta \lambda = 0$ (with slight abuse of notations, we drop $^*$ from the superscript of optimal solutions):

$$\begin{cases}
(1 - e^{-z}) + \mu \cdot \frac{zq'(p)}{q^2(p)} = 0, \\
e^{-z}p - \mu \cdot \frac{1}{q(p)} = 0, \\
\frac{z}{q(p)} - \lambda = 0,
\end{cases} \tag{A.4}$$

which leads to

$$\mu(\lambda) = \frac{p(\lambda)q(p(\lambda))}{1 - \lambda p(\lambda)q'(p(\lambda))}. \tag{A.5}$$

It is straightforward to see that the optimal price cannot be negative, and we also have $q'(\cdot) > 0$ from assumption, therefore we have shown that $\mu > 0$. Next we prove that $\mu(\cdot)$ is a decreasing function. From the above expression of $\mu$, we have

$$\frac{d\mu(\lambda)}{d\lambda} = \frac{1}{(1 - \lambda p(\lambda)q'(p(\lambda)))^2} \times$$

$$\left( p(\lambda)p'(\lambda)q'(p(\lambda)) \{ 1 - \lambda p(\lambda)q'(p(\lambda)) \} \right) + q(p(\lambda)) \left\{ p^2(\lambda)q'(p(\lambda)) + p'(\lambda) [ 1 + \lambda p^2(\lambda)q''(p(\lambda)) ] \right\}, \tag{A.6}$$
and we want to show that the above derivative is negative, which is equivalent to show that the numerator of the above result is negative. After algebra manipulation, we can write the numerator as

\[
\left\{ p'(\lambda)[p(\lambda)q'(p(\lambda)) + q(p(\lambda))] + p^2(\lambda)q(p(\lambda))q'(p(\lambda)) \right\} \\
+ \lambda p^2(\lambda)p'(\lambda) \left[ q(p(\lambda))q''(p(\lambda)) - (q'(p(\lambda)))^2 \right].
\]

(A.7)

Given that we have \( q'(\cdot) < 0 \) and \( q(p)q''(p) - (q'(p))^2 < 0 \) (equivalent to that \( q'(p)/q(p) \) is decreasing in \( p \)), to prove (A.7) is negative, it is sufficient to have \( p'(\lambda) > 0 \) and \( p(\lambda)q'(p(\lambda)) + q(p(\lambda)) < 0 \). Proving the two lemmas below will complete the proof.

**Lemma A.0.3** Optimal price is nondecreasing in the potential demand rate, i.e., \( p'(\lambda) > 0 \).

**Proof** Proof. It is sufficient to prove that near the optimal solution \( p^*(\lambda) \), the objective function \( \pi(p, \lambda) = \phi(p)p \) is supermodular in \((p, \lambda)\). Indeed, we have

\[
\frac{\partial^2 \pi(p, \lambda)}{\partial p \partial \lambda} = e^{-\lambda q(p)} (q(p) + p (1 - \lambda q(p))) q'(p),
\]

and on the other hand, first-order condition gives us

\[
1 - e^{-\lambda q(p)} (1 - p \lambda q'(p)) = 0.
\]

Therefore, along the curve of \( p^*(\lambda) \), we have

\[
\frac{\partial^2 \pi(p, \lambda)}{\partial p \partial \lambda} = e^{-\lambda q(p)} (p + q(p) e^{\lambda q(p)}) > 0,
\]

and because of continuity, the cross derivative of \( \pi(p, \lambda) \) is in turn positive around the solution \( p^*(\lambda) \). Therefore, \( p^*(\lambda) \) is increasing in \( \lambda \).
Lemma A.0.4  For optimal price $p(\lambda)$, we have $p(\lambda)q'(p(\lambda)) + q(p(\lambda)) < 0$.

Proof  Proof. From first-order condition, we have

$$1 - e^{-\lambda q(p(\lambda))} (1 - p(\lambda)\lambda q'(p(\lambda))) = 0,$$

which leads to $p(\lambda) = \frac{1 - e^{\lambda q(p(\lambda))}}{\lambda q'(p(\lambda))}$. Therefore,

$$p(\lambda)q'(p(\lambda)) + q(p(\lambda)) < 0 \iff \lambda q(p(\lambda)) < e^{\lambda q(p(\lambda))} - 1.$$

The latter inequality holds because $e^x - 1 > x$ for $x \in \mathbb{R}$. The proof is completed.

Now we have completed the proof for the second part of Lemma A.0.1, then we show that $F(\lambda, A)$ is increasing convex in $A$. To do that, we write the optimization problem as:

$$F(\lambda, A + \delta_A) = \max_{p,z} \left( 1 - e^{-\lambda q(p)} \right) p + e^{-\lambda q(p)} z,$$

s.t. $z - A = \delta_A$.

Similar as before, from Theorem A.0.2, we know that $\nabla_{\delta_A} F(\lambda, A + \delta_A) |_{\delta_A=0} = \mu(A)$, therefore to prove $F(\lambda, A)$ is increasing convex in $A$, it is equivalent to proving that $\mu(A) > 0$ and $\mu'(A) > 0$. Karush-Kuhn-Tucker conditions at the optimal solution $(p^*, z^*)$ with $\delta_A = 0$ gives us

$$\mu(A) = e^{-\lambda q(p(A))} > 0,$$

whence we have already shown that $F(\lambda, A)$ is increasing in $A$. On the other hand, given the expression of $\mu(A)$, we have

$$\frac{d\mu(A)}{dA} = -e^{-\lambda q(p(A))} \lambda q'(p(A)) p'(A).$$
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To show that \( d\mu(A)/dA > 0 \), we only need to show that \( p'(A) > 0 \). The following lemma completes the proof:

**Lemma A.0.5** *Optimal price is nondecreasing in the future value, i.e., \( p'(A) > 0 \).*

**Proof** Proof. Similar to the proof for Lemma A.0.3, it is sufficient to prove that near the optimal solution \( p^*(A) \), the objective function \( \pi(p, A) = (1-e^{-\lambda q(p)}) p + e^{-\lambda q(p)} A \) is supermodular in \((p, A)\). Indeed, we have

\[
\frac{\partial^2 \pi(p, A)}{\partial p \partial A} = -e^{-\lambda q(p)} \lambda q'(p) > 0,
\]

Therefore, \( p(A) \) is increasing in \( A \).

Finally we prove that \( \frac{\partial^2 F(\lambda, A)}{\partial \lambda \partial A} < 0 \). Similar to the method we use in A.4, we get

\[
\frac{\partial F(\lambda, A)}{\partial \lambda} = \mu(\lambda, A) = \frac{(p(A) - A) q(p(A))}{1 - \lambda(p(A) - A) q'(p(A))},
\]

whence

\[
\frac{\partial^2 F(\lambda, A)}{\partial \lambda \partial A} = \frac{\partial \mu(\lambda, A)}{\partial A} = \frac{1}{(1 - \lambda (p(A) - A) q'(p(A)))^2} \left( (p(A) - A) p'(A) q'(p(A)) (1 - \lambda (p(A) - A) q'(p(A))) \right.
\]

\[
- q(p(A)) \left( 1 - p'(A) \left( 1 + \lambda (p(A) - A)^2 q''(p(A)) \right) \right).
\]
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To prove the above is negative, we only need to show that the numerator of the above is negative.

\[
(p(A) - A) p'(A) q'(p(A)) (1 - \lambda (p(A) - A) q'(p(A))) \\
- q(p(A)) (1 - p'(A) (1 + \lambda (p(A) - A)^2 q''(p(A)))) \\
= (p(A) - A) p'(A) q'(p(A)) (1 - \lambda (p(A) - A) q'(p(A))) - q(p(A)) (1 - p'(A)) \\
+ \lambda (p(A) - A)^2 p'(A) q(p(A)) q''(p(A)) \\
\leq (p(A) - A) p'(A) q'(p(A)) (1 - \lambda (p(A) - A) q'(p(A))) \\
- q(p(A)) (1 - p'(A)) + \lambda (p(A) - A)^2 p'(A) (q'(p(A)))^2 \\
= q(p(A)) (p'(A) - 1) + (p(A) - A) p'(A) q'(p(A)), \tag{A.9}
\]

where the inequality is because \( p(A) > A, p'(A) > 0 \) (Lemma 1.4.3) and \( q(\cdot) \) is log-concave. So it is sufficient to show that (A.9) is negative. According to the definition of \( p(A) \), we can write down the first-order condition which involves \( p(A) \):

\[
e^{-\lambda q(p(A))} (e^{\lambda q(p(A))} - 1 + (p(A) - A) \lambda q'(p(A))) = 0,
\]

which leads to

\[
p(A) - A = \frac{1 - e^{\lambda q(p(A))}}{\lambda q'(p(A))}. \tag{A.10}
\]

Use the above formula in (A.9), we need to prove the following expression is negative

\[
q(p(A)) (p'(A) - 1) - \frac{(e^{\lambda q(p(A))} - 1)p'(A)}{\lambda} = -q(p(A)) + \frac{p'(A)}{\lambda} (1 + \lambda q(p(A)) - e^{\lambda q(p(A))}) . \tag{A.11}
\]

Because we have \( 1 + x < e^x \), (A.11) is indeed negative. Therefore we have shown that \( F(\lambda, A) \) is submodular.

Now, we finished the proof for Lemma A.0.1. \[\blacksquare\]
Lemma A.0.6 \(|F(\lambda, A) - F(\lambda, B)| < |A - B|\).

Proof  Proof for Lemma A.0.6: From (A.8) we know that
\[
\frac{dF(\lambda, A)}{dA} = e^{-\lambda q(p(A))} < 1,
\]
then the lemma follows immediately. \(\blacksquare\)

Proof  Proof for Lemma 1.4.3: Because of the unimodularity of \(\pi(p; \lambda, A)\), \(p(\lambda, A)\) is the solution to
\[
\frac{dp(\lambda, A)}{dp} = e^{-\lambda q(p)} (e^{\lambda q(p)} - 1 + (p - A)\lambda q'(p)) = 0,
\]
which leads to
\[
p(\lambda, A) = \frac{1 - e^{\lambda q(p(\lambda, A))} + A\lambda q'(p(\lambda, A))}{\lambda q'(p(\lambda, A))}.
\]
We take derivative of both sides in \(\lambda\)
\[
\frac{\partial p(\lambda, A)}{\partial \lambda} = -\frac{1 + e^{\lambda q(p(\lambda, A))} (\lambda q(p(\lambda, A)) - 1)}{\lambda^2 q'(p(\lambda, A))} \\
+ \frac{\partial p(\lambda, A)}{\partial \lambda} \left( -e^{\lambda q(p(\lambda, A))} + \frac{(e^{\lambda q(p(\lambda, A))} - 1) q''(p(\lambda, A))}{\lambda (q'(p(\lambda, A)))^2} \right),
\]
which leads to
\[
\frac{\partial p(\lambda, A)}{\partial \lambda} = -\frac{(1 + e^{\lambda q(p(\lambda, A))} (\lambda q(p(\lambda, A)) - 1)) q'(p(\lambda, A))}{\lambda \left( (1 + e^{\lambda q(p(\lambda, A))}) \lambda q'(p(\lambda, A))^2 - (e^{\lambda q(p(\lambda, A))} - 1) q''(p(\lambda, A)) \right)} > 0. \quad (A.12)
\]
On the other hand, we know that \(q(p)\) is log-concave, i.e., \(q(p)q''(p) \leq q'(p)^2\), which is equivalent to \(q''(p) \leq q'(p)^2/q(p)\) (because \(q(p) > 0\)). To prove \(\frac{\partial p(\lambda, A)}{\partial \lambda} > 0\), we need to show the denominator of (A.12) is positive. Because \(e^{\lambda q(p)} - 1 > 0\), it is sufficient to prove that
\[
(1 + e^{\lambda q(p(\lambda, A))}) \lambda q'(p(\lambda, A))^2 - (e^{\lambda q(p(\lambda, A))} - 1) q'(p(\lambda, A))^2/q(p(\lambda, A)) > 0,
\]
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which is equivalent to

\[
(1 + e^{\lambda q(p(\lambda, A))}) \lambda q(p) - (e^{\lambda q(p(\lambda, A))} - 1) > 0.
\]

It is easy to check that the above holds, because \((1 + e^x)x - (e^x - 1) \geq 0\) for \(x \geq 0\). Therefore

\[
0 < \frac{\partial p(\lambda, A)}{\partial \lambda} \leq -\frac{(1 + e^{\lambda q(p(\lambda, A))}) (\lambda q(p(\lambda, A)) - 1)) q'(p(\lambda, A))}{\lambda ((1 + e^{\lambda q(p(\lambda, A))}) \lambda q(p(\lambda, A))^2 - (e^{\lambda q(p(\lambda, A))} - 1) q'(p(\lambda, A))^2/q(p(\lambda, A)))}
\]

\[
= \frac{1}{\lambda (-q'(p(\lambda, A))/q(p(\lambda, A)))},
\]

where the last second inequality is due to \(1 + e^x(x - 1) > 0\) for \(x > 0\). Especially, when \(\lambda\) becomes large, which in turn implies a large \(p(\lambda, A)\) (obviously), the derivative \(\partial p(\lambda, A)/\partial \lambda\) should be upper bounded by \(1/c\lambda\), where \(c\) is any absolute constant within interval \((0, \lim_{p \to \infty} \{-q'(p)/q(p)\})\).

We take derivative of both sides in \(A\)

\[
\frac{\partial p(\lambda, A)}{\partial A} = 1 + \frac{\partial p(\lambda, A)}{\partial A} \left(-e^{\lambda q(p(\lambda, A))} + \frac{(e^{\lambda q(p(\lambda, A))} - 1) q''(p(\lambda, A))}{\lambda(q'(p(\lambda, A)))^2} \right),
\]

which leads to

\[
\frac{\partial p(\lambda, A)}{\partial A} = \frac{\lambda q'(p(\lambda, A))^2}{(1 + e^{\lambda q(p(\lambda, A))}) \lambda(q'(p(\lambda, A)))^2 - (e^{\lambda q(p(\lambda, A))} - 1) q''(p(\lambda, A))}. \tag{A.13}
\]
Therefore, from (A.13), we have

\[
\frac{\partial p(\lambda, A)}{\partial A} \leq \frac{\lambda q'(p(\lambda, A))^2}{(1 + e^{\lambda q(p(\lambda, A))}) \lambda q(p(\lambda, A))^2 - (e^{\lambda q(p(\lambda, A))} - 1) q'(p(\lambda, A))^2/q(p(\lambda, A))}
\]

\[
= \frac{\lambda q(p)}{(1 + e^{\lambda q(p)}) \lambda q(p) - (e^{\lambda q(p)} - 1)}
\]

\[
\leq \max_x \left\{ \frac{x}{(1 + e^x) x - (e^x - 1)} \right\} = 1.
\]

In conclusion, we have shown that \(0 < \frac{\partial p(\lambda, A)}{\partial A} < 1\).}

\[\square\]

**Lemma A.0.7** For \(A > B\), we have \((1 - e^{-\lambda q(p(\lambda, A))}) p(\lambda, A) \leq (1 - e^{-\lambda q(p(\lambda, B))}) p(\lambda, B)\).

**Proof** Proof. We prove by contradiction. Suppose that for \(A > B\), \((1 - e^{-\lambda q(p(\lambda, A))}) p(\lambda, A) > (1 - e^{-\lambda q(p(\lambda, B))}) p(\lambda, B)\), according to Lemma 1.4.3, \(p(\lambda, A) > p(\lambda, B)\), then

\[
(1 - e^{-\lambda q(p(\lambda, A))}) p(\lambda, A) + e^{-\lambda q(p(\lambda, A))} B > (1 - e^{-\lambda q(p(\lambda, B))}) p(\lambda, B) + e^{-\lambda q(p(\lambda, A))} B
\]

\[
> (1 - e^{-\lambda q(p(\lambda, B))}) p(\lambda, B) + e^{-\lambda q(p(\lambda, B))} B,
\]

where the first inequality comes from the proof assumption and the second inequality is because \(e^{-\lambda q(p)}\) is an increasing function of \(p\). The above inequality contradicts the definition of \(p(\lambda, B)\), i.e., \(p(\lambda, B) = \arg\max_p \left\{ (1 - e^{-\lambda q(p)}) p + e^{-\lambda q(p)} B \right\}\). Therefore, we have proven the lemma.}

\[\square\]

**Lemma A.0.8** If \(F(\cdot)\) is an increasing concave function, \(\{\lambda_n\}\) scales up in degree \(\gamma \geq 0\), then

\[
\lim_{n \to \infty} \frac{F(\mathbb{E}[\lambda_n]) - \mathbb{E}[F(\lambda_n)]}{F(\mathbb{E}[\lambda_n])} = \mathcal{O} \left( \frac{1}{n^\gamma} \right),
\]

\[\[135\]
and if for some $c > 0$, $F'(\lambda) < \frac{1}{c \lambda}$, and $\{G_n(\cdot)\} \in \mathcal{G}_\gamma$, where $\lambda_n \sim G_n(\cdot)$, then

$$
\lim_{n \to \infty} F(\mathbb{E}[\lambda_n]) - \mathbb{E}[F(\lambda_n)] = O\left(\frac{1}{n^\gamma}\right).
$$

**Proof**: We have

$$
F(\mathbb{E}[\lambda_n]) - \mathbb{E}[F(\lambda_n)] = \int_{\mathbb{R}^+} (F(\mathbb{E}[\lambda_n]) - F(x)) \, dG_n(x)
$$

$$
= \int_0^{\mathbb{E}[\lambda_n]} (F(\mathbb{E}[\lambda_n]) - F(x)) \, dG_n(x) + \int_{\mathbb{E}[\lambda_n]}^{\infty} (F(\mathbb{E}[\lambda_n]) - F(x)) \, dG_n(x)
$$

$$
\leq \int_0^{\mathbb{E}[\lambda_n]} (F(\mathbb{E}[\lambda_n]) - F(x)) \, dG_n(x),
$$

where the last inequality is because $F(\cdot)$ is an increasing function. Therefore,

$$
\frac{F(\mathbb{E}[\lambda_n]) - \mathbb{E}[F(\lambda_n)]}{F(\mathbb{E}[\lambda_n])} \leq \frac{\int_0^{\mathbb{E}[\lambda_n]} (F(\mathbb{E}[\lambda_n]) - F(x)) \, dG_n(x)}{F(\mathbb{E}[\lambda_n])}
$$

$$
= \int_0^{\mathbb{E}[\lambda_n]} \frac{\int_0^{\mathbb{E}[\lambda_n]} F'(\lambda) \, d\lambda}{\int_0^{\mathbb{E}[\lambda_n]} F'(\lambda) \, d\lambda} \, dG_n(x) \leq \int_0^{\mathbb{E}[\lambda_n]} \mathbb{E}[\lambda_n] - x \, dG_n(x) \sim \frac{\sigma_n}{2\mathbb{E}[\lambda_n]},
$$
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where the second inequality is because $F'(\cdot)$ is a decreasing function ($F(\cdot)$ is a concave function). When $G_n(\cdot)$ is a symmetric distribution, the last approximation can be derived from Hölder’s inequality. When $F'(\lambda) \leq 1/c\lambda$ for some $c > 0$, then

$$F(\mathbb{E}[\lambda_n]) - \mathbb{E}[F(\lambda_n)] \leq \int_0^{\mathbb{E}[\lambda_n]} (F(\mathbb{E}[\lambda_n]) - F(x)) dG_n(x)$$

$$= \int_0^{\tau(n)} (F(\mathbb{E}[\lambda_n]) - F(x)) dG_n(x) + \int_{\tau(n)}^{\mathbb{E}[\lambda_n]} \int_x \lambda dG_n(x) F'(\lambda) d\lambda$$

$$\leq F(\mathbb{E}[\lambda_n]) \cdot G_n(\tau(n)) + \int_{\tau(n)}^{\mathbb{E}[\lambda_n]} \frac{\mathbb{E}[\lambda_n] - x}{cx} dG_n(x)$$

$$\leq F(\mathbb{E}[\lambda_n]) \cdot G_n(\tau(n)) + \frac{1}{c\tau(n)} \int_{\tau(n)}^{\mathbb{E}[\lambda_n]} (\mathbb{E}[\lambda_n] - x) dG_n(x)$$

$$\leq \left(\frac{1}{c} \log(\mathbb{E}[\lambda_n]) + F(0)\right) \cdot G_n(\tau(n)) + \frac{\sigma_n}{c\tau(n)},$$

where $\tau(n)$ is any positive function of $n$, the first term in the second inequality is because $F(\cdot)$ is an increasing function, the second term in the second inequality and the first term in the last inequality are because $F'(\lambda) \leq 1/c\lambda$ and the second term in the last inequality is due to Hölder’s inequality. The above inequalities lead to

$$F(\mathbb{E}[\lambda_n]) - \mathbb{E}[F(\lambda_n)] \leq \inf_{\tau(\cdot)} \left\{ \left(\frac{1}{c} \log(\mathbb{E}[\lambda_n]) + F(0)\right) \cdot G_n(\tau(n)) + \frac{\sigma_n}{c\tau(n)} \right\}.$$
Proof Proof for Proposition A.0.1: We know that $\tilde{V}^{DA}_T = V_T = p_T$, according to Lemma 1.4.2 and Lemma A.0.8, there exist constants $C_{T-1} > 0$ and $N_{T-1} > 0$, such that for $n_{T-1} > N_{T-1}$,

$$
\tilde{V}^{DA}_{T-1} \left( E \left[ \lambda_{(T-1)n} \right] \right) - E \left[ V_{T-1} \left( \lambda_{(T-1)n} \right) \right] = V_{T-1} \left( E \left[ \lambda_{(T-1)n} \right] \right) - E \left[ V_{T-1} \left( \lambda_{(T-1)n} \right) \right] \\
\leq C_{T-1} \cdot \frac{\sigma_{(T-1)n}}{E \left[ \lambda_{(T-1)n} \right]} \sim O \left( \frac{1}{n^{1-\gamma}_{T-1}} \right).
$$

From Lemma A.0.6, we know that

$$
0 \leq \tilde{V}^{DA}_{T-2} \left( \lambda_{(T-2)n} \right) - V_{T-2} \left( \lambda_{(T-2)n} \right) \\
\leq \tilde{V}^{DA}_{T-1} \left( E \left[ \lambda_{(T-1)n} \right] \right) - E \left[ V_{T-1} \left( \lambda_{(T-1)n} \right) \right] \leq C_{T-1} \cdot \frac{\sigma_{(T-1)n}}{E \left[ \lambda_{(T-1)n} \right]},
$$

whence

$$
0 \leq E \left[ \tilde{V}^{DA}_{T-2} \left( \lambda_{(T-2)n} \right) \right] - E \left[ V_{T-2} \left( \lambda_{(T-2)n} \right) \right] \\
\leq \tilde{V}^{DA}_{T-1} \left( E \left[ \lambda_{(T-1)n} \right] \right) - E \left[ V_{T-1} \left( \lambda_{(T-1)n} \right) \right] \leq C_{T-1} \cdot \frac{\sigma_{(T-1)n}}{E \left[ \lambda_{(T-1)n} \right]}.
$$

According to Lemma 1.4.2 and Lemma A.0.8 again, we have constants $C_{T-2} > 0$ and $N_{T-2} > 0$ where $N_{T-2}$ is independent of $N_{T-1}$ such that for $n_{T-2} > \max \left\{ N_{T-2}, N_{T-1} \right\}$,

$$
\tilde{V}^{DA}_{T-2} \left( E \left[ \lambda_{(T-2)n} \right] \right) - E \left[ \tilde{V}^{DA}_{T-2} \left( \lambda_{(T-2)n} \right) \right] \leq C_{T-2} \cdot \frac{\sigma_{(T-2)n}}{E \left[ \lambda_{(T-2)n} \right]} \sim O \left( \frac{1}{n^{1-\gamma}_{T-2}} \right).
$$

Here we should highlight that the reason that $N_{T-2}$ could be independent of $N_{T-1}$ is because to utilize the result in Lemma A.0.8, it is sufficient to have $\left( \tilde{V}^{DA}_{T-2} \left( \cdot \right) \right)'$ be upper bounded by
1/c\lambda for some constant c, and the latter is guaranteed by Lemma 1.4.2 which is independent of the next period. The above two inequalities leads to

$$
\begin{align*}
\tilde{V}^{DA}_{T-2} (\mathbb{E} [\lambda_{(T-2)n}]) &- \mathbb{E} [V_{T-2} (\lambda_{(T-2)n})] \\
&= \left( \tilde{V}^{DA}_{T-2} (\mathbb{E} [\lambda_{(T-2)n}]) - \mathbb{E} [\tilde{V}^{DA}_{T-2} (\lambda_{(T-2)n})] \right) \\
&+ \left( \mathbb{E} [\tilde{V}^{DA}_{T-2} (\lambda_{(T-2)n})] - \mathbb{E} [V_{T-2} (\lambda_{(T-2)n})] \right) \\
&\leq C_{T-2} \cdot \frac{\sigma^{(T-2)n}}{\mathbb{E} [\lambda_{(T-2)n}]} + C_{T-1} \cdot \frac{\sigma^{(T-1)n}}{\mathbb{E} [\lambda_{(T-1)n}]} \sim \mathcal{O} \left( \frac{1}{n^{1-\gamma}} + \frac{1}{n_{T-1}^{1-\gamma}} \right).
\end{align*}
$$

Following the similar approach, for \( t = \{1, \cdots , T-1\} \), there exist constants \( C_t > 0 \) and \( N_t > 0 \) such that for \( n_t > \max \{N_t, \cdots, N_{T-1}\} \),

$$
\tilde{V}^{DA}_t (\mathbb{E} [\lambda_{tn}]) - \mathbb{E} [V_t (\lambda_{tn})] \sim \mathcal{O} \left( \sum_{\tau=t}^{T-1} \left( \frac{1}{n_{\tau}^{1-\gamma}} \right) \right),
$$

specifically, when we let \( n_t = n_{t+1} = \cdots = n_{T-1} = n > \max \{N_t, \cdots, N_{T-1}\} \), we have

$$
\tilde{V}^{DA}_t (\mathbb{E} [\lambda_{tn}]) - \mathbb{E} [V_t (\lambda_{tn})] \sim \mathcal{O} \left( \frac{T-t}{n^{1-\gamma}} \right).
$$

The proof is completed.

**Proof** Proof for Theorem 1.4.4: From Lemma 1.4.3, for time period \( t \), we can generate an upper bound on the difference of the price induced by \( \tilde{V}^{DA}_t (\lambda_{tn}) \), \( p^{DA}_t \), and the price induced by \( V_t (\lambda_{tn}), p_t \):

$$
0 < p^{DA}_t - p_t \leq \tilde{V}^{DA}_{t+1} (\mathbb{E} [\lambda_{(t+1)n}]) - \mathbb{E} [V_{t+1} (\lambda_{(t+1)n})] \sim \mathcal{O} \left( \frac{T-t-1}{n^{1-\gamma}} \right). \quad (A.14)
$$

In this proof, we give the bound on the regret ratio, \((V_t (\lambda_{tn}) - V^{DA}_t (\lambda_{tn}))/V_t (\lambda_{tn})\). The bound on the regret \((V_t (\lambda_{tn}) - V^{DA}_t (\lambda_{tn}))\) could be constructed following the sim-
It turns out that the regret ratio and the regret share the same asymptotic rate, which is because the denominator in the regret ratio, \( V_t(\lambda_{tn}) \), increases rather slowly in both \( T \) and \( n \). We first look at the regret. Notice that

\[
\mathbb{E}_{\lambda(T-1)n} \left[ V_{T-1} \left( \lambda_{(T-1)n} \right) \right] - \mathbb{E}_{\lambda(T-1)n} \left[ V_{T-1} \left( \lambda_{(T-1)n} \right) \right] = 0,
\]

we assume that

\[
\left( \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1} \left( \lambda_{(t+1)n} \right) \right] - \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1}^{DA} \left( \lambda_{(t+1)n} \right) \right] \right)
\leq \mathcal{O} \left( (T - t - 1) (T - t - 2) \log (n) / n^{1-\gamma} \right),
\]

then

\[
V_t(\lambda_{tn}) - V_t^{DA}(\lambda_{tn}) = \left( 1 - e^{-\lambda_{tn}q(p_t)} \right) p_t + e^{-\lambda_{tn}q(p_t)} \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1} \left( \lambda_{(t+1)n} \right) \right] - \left( 1 - e^{-\lambda_{tn}q(p_t^{DA})} \right) p_t^{DA} + e^{-\lambda_{tn}q(p_t^{DA})} \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1}^{DA} \left( \lambda_{(t+1)n} \right) \right]
\]

\[
= \left( 1 - e^{-\lambda_{tn}q(p_t^{DA})} \right) (p_t - p_t^{DA}) + e^{-\lambda_{tn}q(p_t^{DA})} \left( \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1} \left( \lambda_{(t+1)n} \right) \right] - \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1}^{DA} \left( \lambda_{(t+1)n} \right) \right] \right)
\]

\[
\leq \left( \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1} \left( \lambda_{(t+1)n} \right) \right] - \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1}^{DA} \left( \lambda_{(t+1)n} \right) \right] \right)
\]

\[
+ \left( e^{-\lambda_{tn}q(\tilde{p}_t)} \right) \lambda_{tn}q(\tilde{p}_t) \left( - \frac{q'(\tilde{p}_t)}{q(\tilde{p}_t)} \right) (p_t^{DA} - p_t) \cdot \left( p_t - \mathbb{E}_{\lambda(t+1)n} \left[ V_{t+1} \left( \lambda_{(t+1)n} \right) \right] \right)
\]

\[
\leq \mathcal{O} \left( \frac{(T - t - 1) (T - t - 2) \log (n)}{n^{1-\gamma}} \right) + \mathcal{O} \left( \log (n) \right) + (p_t^{DA} - p_t)
\]

\[
\leq \mathcal{O} \left( \frac{(T - t) (T - t - 1) \log (n)}{n^{1-\gamma}} \right), \quad (A.15)
\]

where in the first inequality, \( \tilde{p}_t \) is some value in \([p_t, p_t^{DA}]\). The second inequality comes from the facts that \( xe^{-x} < 1, \lim_{p \to \infty} -q'(p)/q(p) < \infty \) and (1.4). We notice that all of the above inequalities are actually independent of the realization of \( \lambda_{tn} \), therefore we have
\[(E_{\lambda_n} [V_t (\lambda_n)] - E_{\lambda_n} [V^D_{t} (\lambda_n)]) \leq O((T - t) (T - t - 1) \log (n) / n^{1-\gamma}).\] According to the proof by induction, we can conclude that

\[\text{Regret} (\pi_{DA}) < O \left( \frac{T^2 \log (n)}{n^{1-\gamma}} \right).\]

The proof is completed. \(\blacksquare\)

**Lemma A.0.9** Define

\[F (\lambda, A, \xi) = \max_p \{ \pi (p; \xi, A) \} = \max_p \left\{ (1 - e^{-\lambda q (\xi - \alpha p)}) p + e^{-\lambda q (\xi - \alpha p)} A \right\},\]

where \(q (\xi - \alpha p) \in Q\), then (i). \(\lim_{\xi \to \infty} p^* (\xi, A) = \infty\), (ii). \(F (\lambda, A, \xi)\) is increasing convex in \(\xi\), especially \(0 \leq \frac{\partial F (\lambda, A, \xi)}{\partial \xi} \leq 1/\alpha\) and \(\lim_{\xi \to \infty} F (\lambda, A, \xi) = \infty\), (iii). \(F (\lambda, A, \xi)\) is submodular, i.e., \(\frac{\partial^2 F (\lambda, A, \xi)}{\partial \xi \partial A} < 0\).

**Proof** Proof for Lemma A.0.9. The idea of the proof is similar to A.0.1. First of all, similar as before, we have \(F (\xi, A) = (1 - e^{-\lambda q (\xi - \alpha p)}) (p - A) + A\). Therefore, to investigate the \(\partial F (\xi, A) / \partial \xi\), it is sufficient to focus on \(\tilde{F} (\xi, A) = (1 - e^{-\lambda q (\xi - \alpha p)}) (p - A)\). Let \(z = \xi - \alpha p\), then we can write the problem as

\[\tilde{F} (\xi + \delta \xi, A) = \max_{p, z} \left( 1 - e^{-\lambda q (z)} \right) p\]

s.t. \(z + \alpha p - \xi = \delta \xi\).

According to Theorem A.0.2, we have

\[\frac{\partial \tilde{F} (\xi, A)}{\partial \xi} = \nabla_{\delta \xi} \tilde{F} (\xi + \delta \xi, A) |_{\delta \xi = 0} = \mu (\xi),\]
where $\mu(\xi)$ is the Lagrangian multiplier of the above optimization problem and the Lagrangian has form $L(p, z; \mu) = (1 - e^{-\lambda q(z)}) p - \mu (z + \alpha p - \xi)$. We can write down the Karush-Kuhn-Tucker conditions:

\[
\begin{cases}
(1 - e^{-\lambda q(z)}) - \alpha \mu = 0, \\
\lambda q(z) (p - A) \lambda q'(z) - \mu = 0, \\
z + \alpha p - \xi = 0,
\end{cases}
\]

which leads to

\[
\mu(\xi) = \frac{(p(\xi) - A) \lambda q'(\xi - \alpha p(\xi))}{1 + (p(\xi) - A) \alpha \lambda q'(\xi - \alpha p(\xi))}.
\]

It is straightforward to see that $\mu(\xi) > 0$, because $q'(\cdot) > 0$ and in the equilibrium $p(\xi) > A$. On the other hand,

\[
\mu(\xi) = \frac{(p(\xi) - A) \lambda q'(\xi - \alpha p(\xi))}{1 + (p(\xi) - A) \alpha \lambda q'(\xi - \alpha p(\xi))} = \frac{1}{\alpha} \cdot \frac{(p(\xi) - A) \lambda q'(\xi - \alpha p(\xi))}{1/\alpha + (p(\xi) - A) \lambda q'(\xi - \alpha p(\xi))} \leq \frac{1}{\alpha}.
\]

Therefore, we have shown that $\tilde{F}(\xi, A)$ is increasing in $\xi$ with $\mu'(\xi) < 1/\alpha$. Given the expression of $\mu(\xi)$, we have

\[
\mu'(\xi) = \frac{\lambda p'(\xi) q'(\xi - \alpha p(\xi)) - \lambda (p(\xi) - A) (\alpha p'(\xi) - 1) q''(\xi - \alpha p(\xi))}{(1 + \alpha \lambda (p(\xi) - A) q'(\xi - \alpha p(\xi)))^2}.
\]

We would like to prove $\mu'(\xi) > 0$, which is equivalent to proving the numerator of the above is positive. Based upon (A.16) and (A.17), we can get the expressions for $q(\xi)$ and $q'(\xi)$ in the equilibrium, whence after algebraic manipulation, the numerator of the above can be written as

\[
e^{\lambda q(\xi - \alpha p(\xi))} \lambda^2 q'(\xi - \alpha p(\xi))^3 \alpha \left(1 + e^{\lambda q(\xi - \alpha p(\xi))}\right)^2 (q'(\xi - \alpha p(\xi))^3 - (e^{\lambda q(\xi - \alpha p(\xi))) - 1) q''(\xi - \alpha p(\xi))}.
\]

[142]
Because \( q'(\cdot) > 0 \), to prove the above is positive, it is equivalent to proving the denominator of the above is positive. Because \( q(\cdot) \) is log-concave, for the denominator of the above, we have

\[
(1 + e^{\lambda q(\xi - \alpha p(\xi))}) \lambda \left( q'(\xi - \alpha p(\xi)) \right)^2 - \left( e^{\lambda q(\xi - \alpha p(\xi))} - 1 \right) q''(\xi - \alpha p(\xi)) \geq 0.
\]

The first inequality is because \( e^{\lambda q(\xi - \alpha p(\xi))} > 1 \) and the last inequality is due to \((1 + e^x)x > e^x - 1\), for \( x \geq 0 \). Therefore, we have shown that \( \tilde{F}(\xi, A) \) (or equivalently \( F(\xi, A) \)) is increasing convex in \( \xi \).

On the other hand, we can write (A.17) as

\[
\mu(A) = \frac{(p(A) - A) \lambda q'(\xi - \alpha p(A))}{1 + (p(A) - A) \alpha \lambda (p(A) - A) q'(\xi - \alpha p(A))}.
\]

Therefore we have

\[
\frac{\partial^2 \tilde{F}(\xi, A)}{\partial \xi \partial A} = \frac{\lambda (\left( p'(A) - 1 \right) q'(\xi - \alpha p(A)) - \alpha (p(A) - A) p'(A) q''(\xi - \alpha p(A)))}{(1 + \alpha \lambda (p(A) - A) q'(\xi - \alpha p(A)))^2}.
\]

We would like to prove that the above is negative, which is equivalent to proving the numerator is negative. Using the similar techniques that we have seen before, we can write the above numerator as

\[
\left( e^{\lambda q(\xi - \alpha p(A))} \right)^3 - (1 + e^{\lambda q(\xi - \alpha p(A))}) \lambda (q'(\xi - \alpha p(A)))^2 + (e^{\lambda q(\xi - \alpha p(A))} - 1) q''(\xi - \alpha p(A)).
\]
To prove the above is negative, it is further equivalent to proving the denominator of the above is negative. Actually, we have

\[
- \left(1 + e^{-\lambda q(\xi - \alpha p(A))}\right) \lambda \left(q' (\xi - \alpha p(A))\right)^2 + \left(e^{-\lambda q(\xi - \alpha p(A))} - 1\right) q'' (\xi - \alpha p(A))
\]

\[
\leq - \left(1 + e^{-\lambda q(\xi - \alpha p(A))}\right) \lambda \left(q' (\xi - \alpha p(A))\right)^2 + \left(e^{-\lambda q(\xi - \alpha p(A))} - 1\right),
\]

where the first inequality is because of the log-concavity of \(q(\cdot)\) and \(e^{-\lambda q(\xi - \alpha p(A))} - 1 > 0\) and the last inequality is due to \((1 + e^x)x > e^x - 1\). Therefore, we have shown the submodularity of \(\tilde{F}(\xi, A)\) (or equivalently \(F(\xi, A)\)).

\[
\text{Proof} \quad \text{Proof for Proposition 1.5.2: Let } L_{tn}(\xi) = \frac{1}{t} \sum_{\tau=1}^{t} \left(\frac{1}{n} \sum_{i=1}^{n} f_{\tau}^i (x|\xi)\right) \text{ and } L_t(\xi) = \frac{1}{t} \left(\sum_{\tau=1}^{t} \mathbb{E}_{\xi_0} f_{\tau} (x|\xi)\right), \text{ then according to the definition of } \xi_{tn} (\mathbf{x}) \text{ and } \xi_0, \text{ we have } L'_{tn}(\xi_{tn}) = 0 \text{ and } L'_t(\xi_0) = 0, \text{ therefore for some } \xi_1 \text{ between } \xi_{tn} \text{ and } \xi_0 \text{ such that}
\]

\[
\sqrt{tn} (\xi_{tn} - \xi_0) = - \frac{\sqrt{tn}L'_{tn}(\xi)}{L''_{tn}(\xi_1)}.
\]

For the numerator, we have

\[
\sqrt{tn}L'_n(\xi_0) = \sqrt{tn} \left(\frac{1}{t} \sum_{\tau=1}^{t} \left(\frac{1}{n} \sum_{i=1}^{n} f'_{\tau} (x|\xi_0)\right) - 0\right)
\]

\[
= \sqrt{tn} \left(\frac{1}{t} \sum_{\tau=1}^{t} \left(\frac{1}{n} \sum_{i=1}^{n} f'_{\tau} (x|\xi_0)\right) - \frac{1}{t} \sum_{\tau=1}^{t} \mathbb{E}_{\xi_0} f'_{\tau} (x|\xi_0)\right) \to N \left(0, \frac{1}{t} \sum_{\tau=1}^{t} \text{Var}_{\xi_0} (f'_{\tau} (x|\xi_0))\right),
\]

where the last convergence comes from Lyapunov’s central limit theorem. Due to the similar argument in the proof of Proposition 1.5.1, arbitrary order of moment of \(f'_{\tau} (x|\xi_0)\) exists (because arbitrary order of moment of Poisson distribution exists and \(f'_{\tau} (x|\xi_0)\) can be bounded.
by some linear function of $x$). Then it is not difficult to verify that the Lyapunov’s condition required for Lyapunov’s central limit theorem holds here. Furthermore, we can bound the convergence error using Local Limit Theorem (see Appendix, also see [104] Chapter VII).

Let $Y_{\tau i} = \frac{f'_{\tau} (x_{\tau i} | \xi_0)}{\sqrt{Var_{\xi_0} (f'_{\tau} (x | \xi_0))}}$, $\tau = 1, \cdots, t, i = 1, \cdots, n$. And let $g_{\tau} (\cdot)$ be the probability density function of $Y_{\tau i}$. Then it is straightforward to verify that $E|Y_{\tau i}|^3 < \infty$, $EY_{\tau i} = 0$, $EY^2_{\tau i} = 1$ and there exists some constant $C_{\tau}$ such that $g_{\tau} (\cdot) \leq C_{\tau}$. Let $g_{\tau n} (x)$ be the density of the random variable $\frac{1}{\sqrt{n}} \sum_{i=1}^{n} Y_{\tau i}$, then by Local Limit Theorem,

$$\left| g_{\tau n} (x) - \phi (x) \right| \leq \frac{A\beta^3_{3\tau} \max (1, C^5_{\tau})}{\sqrt{n} (1 + |x|^2)}, \quad (A.18)$$

where $\phi (\cdot)$ is the pdf of standard normal distribution, $\beta_{3\tau} = E|Y_{\tau i}|^3$ and $A$ is a constant. Let $\hat{g}_{\tau n} (\cdot)$ be the probability density function of $\frac{1}{\sqrt{n}} \sum_{i=1}^{n} f_{\tau} (x_{\tau i} | \xi_0)$, then by (A.18), we have

$$\left| \hat{g}_{\tau n} (x) - \hat{\phi} (x) \right| \leq \frac{A\beta^3_{3\tau} \sqrt{V_{\tau}} \max (1, C^5_{\tau})}{\sqrt{n} (V_{\tau} + |x|^2)}, \quad (A.19)$$

where $\hat{\phi} (\cdot)$ is the pdf of normal distribution $N (0, V_{\tau})$ and $V_{\tau} = Var_{\xi_0} (f_{\tau} (x | \xi_0))$. Then let $\tilde{g}_{\tau n} (\cdot)$ denote the pdf of $\sqrt{n}L'_{tn} (\xi_0) = \frac{1}{\sqrt{tn}} \sum_{\tau=1}^{t} \sum_{i=1}^{n} f_{\tau} (x_{\tau i} | \xi_0)$, then it is not difficult to see that

$$\left| \tilde{g}_{\tau n} (x) - \tilde{\phi} (x) \right| \leq \frac{\tilde{A}_t}{\sqrt{tn} (\tilde{V}_t + |x|^2)}, \quad (A.20)$$

where $\tilde{\phi} (\cdot)$ is the pdf of normal distribution $N \left( 0, \tilde{V}_t \right)$ and $\tilde{V}_t = \frac{1}{t} \sum_{\tau=1}^{t} Var_{\xi_0} (f_{\tau} (x | \xi_0))$.

On the other hand, for the denominator $L''_{tn} (\xi_1)$, by the Law of Large Numbers, we have

$L''_{tn} (\xi_1) \rightarrow L''_{tn} (\xi_0) \rightarrow \frac{1}{t} \sum_{\tau=1}^{t} E_{\xi_0} f''_{\tau} (x | \xi_0) = -I_t (\xi_0) < 0$. 
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Therefore, by Slutsky’s Theorem, we have

\[-\sqrt{t}n \frac{L'_{tn} (\xi)}{L''_{tn} (\xi_1)} \xrightarrow{d} N \left( 0, \frac{1}{t} \sum_{\tau=1}^{t} \text{Var}_{\xi_0} \left( f'_{\tau} (x|\xi_0) \right) \right),\]

then because

\[
\frac{1}{t} \sum_{\tau=1}^{t} \text{Var}_{\xi_0} \left( f'_{\tau} (x|\xi_0) \right) = \frac{1}{t} \sum_{\tau=1}^{t} \left( \mathbb{E}_{\xi_0} \left( f'_{\tau} (x|\xi_0) \right)^2 - \left( \mathbb{E}_{\xi_0} f'_{\tau} (x|\xi_0) \right)^2 \right)
= \frac{1}{t} \sum_{\tau=1}^{t} \mathbb{E}_{\xi_0} \left( f'_{\tau} (x|\xi_0) \right)^2 = I_t (\xi_0),
\]

we have

\[-\sqrt{t}n \frac{L'_{tn} (\xi)}{L''_{tn} (\xi_1)} \xrightarrow{d} N \left( 0, \frac{1}{I_t (\xi_0)} \right).\]

Similar to what we did on the numerator, we can use Local Limit Theorem to bound the degeneration rate of the denominator. But because the degeneration rate of the denominator is on a higher order compared with the convergence rate of the numerator, when we bound the asymptotic normality behavior of \(-\sqrt{t}n L'_{tn} (\xi)/L''_{tn} (\xi_1)\), we can neglect the effect from the denominator. Let \(g^*_{tn} (\cdot)\) be the pdf of \(\xi_{tn} (x)\), then from (A.18), we have

\[
\left| g^*_{tn} (x) - \phi^*_{tn} (x) \right| \leq \frac{\tilde{C}}{\sqrt{t}n \left( 1 + |x|^2 \right)}, \tag{A.21}
\]

where \(\phi^*_{tn} (\cdot)\) is the pdf of distribution \(N (\xi_0, (tnI_t (\xi_0))^{-1})\) and \(\tilde{C}\) is some constant independent of \(t\) and \(n\).

\[
Q_{tn,x} (B) = \int_{\mathbb{R}} P (\xi \in B | \xi_{tn} (x) = \delta) \cdot \phi^*_{tn} (\delta) \ d\delta = \int_{B} \left( \int_{\mathbb{R}} Q'_{tn,x} (\xi | \xi_{tn} (x) = \delta) \cdot \phi^*_{tn} (\delta) \ d\delta \right) \ d\xi
= \int_{B} \left( \int_{\mathbb{R}} Q'_{tn,x} (\xi | \xi_{tn} (x) = \delta) \cdot \phi^*_{tn} (\delta) \ d\delta \right) \ d\xi
+ \int_{\mathbb{R}} P (\xi \in B | \xi_{tn} (x) = \delta) \cdot (g^*_{tn} (\delta) - \phi^*_{tn} (\delta)) \ d\delta,
\]

[146]
where the first term is the probability function of \(N(\xi_0, \Gamma_{tn}(x)^{-1} + (tnI_t(\xi_0))^{-1})\) which we denote by \(\widetilde{Q}_{tn,x}(B)\). We notice that the variance the normal distribution \(\widetilde{Q}_{tn,x}(\cdot)\) converges to zero in the rate of \(1/tn\). For the second term, we have

\[
\left| \int \mathbb{P}(\xi \in B|\xi_{tn}(x) = \delta) \left( g_{tn}^*(\delta) - \phi_{tn}^*(\delta) \right) d\delta \right| \\
\leq \int \mathbb{P}(\xi \in B|\xi_{tn}(x) = \delta) |g_{tn}^*(\delta) - \phi_{tn}^*(\delta)| d\delta \\
\leq \int |g_{tn}^*(\delta) - \phi_{tn}^*(\delta)| d\delta \overset{(A.21)}{=} \int \frac{\tilde{C}}{\sqrt{tn(1 + |\delta|^2)}} d\delta = \frac{\tilde{C}'}{\sqrt{tn}},
\]

where \(\tilde{C}'\) is a constant. We notice that the second term also diminishes in the order of \(1/\sqrt{tn}\) which is similar to the convergence error between \(R_{tn,x}\) and \(Q_{tn,x}\). Combined with Proposition 1.5.2, there exists a constant \(\tilde{C}_K\) such that

\[
\sup_{\xi \in K} \mathbb{P}^{tn}_{\xi} \left\{ \mathbf{x} \in X^{tn} : d \left( R_{tn,x}, \widetilde{Q}_{tn,x} \right) > C_K(s) \cdot (t \cdot n)^{-1/2} \right\} = \mathcal{O}((t \cdot n)^{-s/2}). \quad (A.22)
\]

**Proposition A.0.2** \(|V_t(\lambda_{tn}, \xi) - V_t(\lambda_{tn}, \xi_0)| \leq (T-t) |\xi - \xi_0| / \alpha.\)

**Proof** Proof for Proposition A.0.2: We know that \(V_T(\cdot) = p_T\), according to Lemma A.0.9,

\[
\left| V_{T-1}(\lambda(t-T)n, \xi) - V_{T-1}(\lambda(t-T)n, \xi_0) \right| \leq \frac{|\xi - \xi_0|}{\alpha}.
\]

Assume that

\[
\left| V_{t+1}(\lambda(t+1)n, \xi) - V_{t+1}(\lambda(t+1)n, \xi_0) \right| \leq \frac{(T-t-1) |\xi - \xi_0|}{\alpha}.
\]
From Lemma A.0.6, we know that

\[
\left| V_t (\lambda_{tn}, \xi) - F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) \right) \right| \\
= \left| F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi \right) \right) - F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) , \xi \right) \right| \\
\leq \left| V_{t+1} \left( \lambda_{(t+1)n}, \xi \right) - V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) \right| \leq \frac{(T - t - 1) |\xi - \xi_0|}{\alpha},
\]

on the other hand, again by Lemma A.0.9,

\[
\left| F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) , \xi \right) - V_t (\lambda_{tn}, \xi_0) \right| \\
= \left| F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) , \xi \right) - F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) , \xi_0 \right) \right| \leq \frac{|\xi - \xi_0|}{\alpha}.
\]

Therefore,

\[
\left| V_t (\lambda_{tn}, \xi) - V_t (\lambda_{tn}, \xi_0) \right| \\
\leq \left| V_t (\lambda_{tn}, \xi) - F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) \right) \right| + \left| F \left( \lambda_{tn}, V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) , \xi \right) - V_t (\lambda_{tn}, \xi_0) \right| \\
\leq \frac{(T - t) |\xi - \xi_0|}{\alpha}.
\]

Therefore using proof by induction, we have shown that for \( t = \{1, \cdots, T - 1\} \),

\[
\left| V_t (\lambda_{tn}, \xi) - V_t (\lambda_{tn}, \xi_0) \right| \leq \frac{(T - t) |\xi - \xi_0|}{\alpha}.
\]
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\textbf{Proof} Proof for Theorem 1.5.2: From Lemma 1.4.3, for time period $t$, we can bound the difference between the optimal price $p_t$ and Thompson sampling price $p_t^{TS}(\xi_t)$ given the random draw $\xi_t$ (we will simply write as $p_t^{TS}$ when no confusion is created):

$$
\left| p_t^{TS}(\xi_t) - p_t \right| \leq \left| V_{t+1} \left( \lambda_{(t+1)n}, \xi_t \right) - V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) \right| \leq \frac{(T - t - 1)|\xi_t - \xi_0|}{\alpha}. \quad (A.23)
$$

When $\lim_{n \to \infty} \lambda_{tn}q_t (\xi_0 - \alpha p_t) < \infty$, $\xi_t > \xi_0$, which implies $p_t^{TS} > p_t$. Similar to the proof of Theorem 1.4.4, we have

\begin{align*}
0 \leq V_t (\lambda_{tn}, \xi_0) - V_t^{TS} (\lambda_{tn}, \xi_t) & = (1 - e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t)}) p_t - (1 - e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t^{TS})}) p_t^{TS} \\
& + e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t^{TS})} V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) - e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t^{TS})} \cdot \mathbb{E}_{\xi_{t+1}} \left[ V_{t+1}^{TS} \left( \lambda_{(t+1)n}, \xi_{t+1} \right) \right] \\
& = \left( 1 - e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t^{TS})} \right) (p_t - p_t^{TS}) \\
& + e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t^{TS})} \left( V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) - \mathbb{E}_{\xi_{t+1}} \left[ V_{t+1}^{TS} \left( \lambda_{(t+1)n}, \xi_{t+1} \right) \right] \right) \\
& + \left( e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t^{TS})} - e^{-\lambda_{tn}q_t (\xi_0 - \alpha p_t)} \right) (p_t - V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right)) \\
& \leq (V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) - \mathbb{E}_{\xi_{t+1}} \left[ V_{t+1}^{TS} \left( \lambda_{(t+1)n}, \xi_{t+1} \right) \right]) \\
& + \left( e^{-\lambda_{tn}q_t (\xi_0 - \alpha \tilde{p})} \lambda_{tn}q_t (\xi_0 - \alpha \tilde{p}) \left( -\frac{q_t (\xi_0 - \alpha \tilde{p})}{q_t (\xi_0 - \alpha \tilde{p})} \right) \right) (p_t^{TS} - p_t) \cdot (p_t - V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right)) \\
& \leq \log (n) \left( p_t^{TS} - p_t \right) + \mathbb{E}_{\xi_{t+1}} \left[ V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) - V_{t+1}^{TS} \left( \lambda_{(t+1)n}, \xi_{t+1} \right) \right] \\
& \leq \frac{(T - t - 1) \log (n)}{\alpha} \cdot |\xi_0 - \xi_{tn}| + \mathbb{E}_{\xi_{t+1}} \left[ V_{t+1} \left( \lambda_{(t+1)n}, \xi_0 \right) - V_{t+1}^{TS} \left( \lambda_{(t+1)n}, \xi_{t+1} \right) \right]. \quad (A.24)
\end{align*}
On the other hand, when \( \xi_{tn} \leq \xi_0 \), \( p_t^{TS} \leq p_t \),

\[
0 \leq V_t(\lambda_{tn}, \xi_0) - V_t^{TS}(\lambda_{tn}, \xi_{tn}) = \left( 1 - e^{-\lambda_{tn} q_t(\xi_0 - \alpha p_t^{TS})} \right) (p_t - p_t^{TS})
\]
\[
+ e^{-\lambda_{tn} q_t(\xi_0 - \alpha p_t)} \left( V_{t+1}(\lambda_{(t+1)n}, \xi_0) - \mathbb{E}_{\xi_t+1} [V_{t+1}^{TS}(\lambda_{(t+1)n}, \xi_{t+1})] \right)
\]
\[
+ \left( e^{-\lambda_{tn} q_t(\xi_0 - \alpha p_t)} - e^{-\lambda_{tn} q_t(\xi_0 - \alpha p_t^{TS})} \right) \left( \mathbb{E}_{\xi_t+1} [V_{t+1}^{TS}(\lambda_{(t+1)n}, \xi_{t+1})] - p_t \right)
\]
\[
\leq (p_t - p_t^{TS}) + (V_{t+1}(\lambda_{(t+1)n}, \xi_0) - \mathbb{E}_{\xi_t+1} [V_{t+1}^{TS}(\lambda_{(t+1)n}, \xi_{t+1})])
\]
\[
\leq \frac{(T - t - 1) |\xi_0 - \xi_{tn}|}{\alpha} + \mathbb{E}_{\xi_t+1} [V_{t+1}(\lambda_{(t+1)n}, \xi_0) - V_{t+1}^{TS}(\lambda_{(t+1)n}, \xi_{t+1})], \tag{A.25}
\]

where the second inequality is because \( p_t \geq p_t^{TS} \) implies \( e^{-\lambda_{tn} q_t(\xi_0 - \alpha p_t)} \geq e^{-\lambda_{tn} q_t(\xi_0 - \alpha p_t^{TS})} \) and \( p_t > V_{t+1}(\lambda_{(t+1)n}, \xi_0) \geq \mathbb{E}_{\xi_t+1} [V_{t+1}^{TS}(\lambda_{(t+1)n}, \xi_{t+1})] \), which makes the third term in the first equality to be negative. So based on (A.24) and (A.25), we have the following bound on the expected regret:

\[
0 \leq \mathbb{E}_{\xi_t} [V_t(\lambda_{tn}, \xi_0) - V_t^{TS}(\lambda_{tn}, \xi_{t})] \leq \frac{\log(n)}{\alpha} \sum_{t=1}^{T-1} (T - \tau - 1) \cdot \mathbb{E}_{\xi_\tau} |\xi_0 - \xi_\tau|. \tag{A.26}
\]

Now we calculate the expected learning error on \( \xi_0 \),

\[
\mathbb{E}_{\xi_{tn}^{TS}} |\xi_{tn}^{TS} - \xi_0| = \int_{\xi} |\xi_{tn}^{TS} - \xi_0| R_{tn,x}^{\prime}(\xi_{tn}^{TS}) d\xi_{tn}^{TS}
\]
\[
= \int_{\xi} |\xi_{tn}^{TS} - \xi_0| \tilde{Q}_{tn,x}^{\prime}(\xi_{tn}^{TS}) d\xi_{tn}^{TS} + \int_{\xi} |\xi_{tn}^{TS} - \xi_0| \left( R_{tn,x}^{\prime}(\xi_{tn}^{TS}) - \tilde{Q}_{tn,x}^{\prime}(\xi_{tn}^{TS}) \right) d\xi_{tn}^{TS}
\]
\[
\leq \frac{C_1}{\sqrt{tn}} + (\bar{\xi} - \xi_0) \cdot \int_{\xi} |R_{tn,x}^{\prime}(\xi_{tn}^{TS}) - \tilde{Q}_{tn,x}^{\prime}(\xi_{tn}^{TS})| d\xi_{tn}^{TS}
\]
\[
\leq \frac{C_1}{\sqrt{tn}} + \frac{C_2}{\sqrt{tn}} = O \left( \frac{1}{\sqrt{tn}} \right),
\]

where the first inequality comes from the property of normal distribution and the second inequality comes from Proposition 1.5.2. The above result indicates that the expected learning
error decreases at rate $1/\sqrt{tn}$ as data accumulates over time $t$ and potential demand rate $n$. Therefore, we can write (A.26) as

$$0 < \mathbb{E}_{\xi_t} [V_t (\lambda_{tn}, \xi_0) - V_t^{TS} (\lambda_{tn}, \xi_t)] < \mathcal{O} \left( \log (n) \cdot \int_{\tau=t}^{T} \frac{T-t}{\sqrt{tn}} d\tau \right), \text{ for } t = 2, \ldots, T - 1. \tag{A.27}$$

We should notice that (A.27) holds for $t > 1$. This is because upon making the initial price decision in period 1, there is no data available to learn the latent value $\xi_0$, which makes the regret of the first period do depend upon the prior distribution over $\xi_0$, $h_{\xi_0} (\cdot)$ and such a regret can never be avoided by any heuristics. Therefore, in summary we have

$$0 < V_1 (\lambda_{1n}, \xi_0) - \mathbb{E}_{\xi_1} [V_1^{TS} (\lambda_{1n}, \xi_1)] < \frac{T \cdot \sigma_0}{\alpha} \cdot \log (n) + \mathcal{O} \left( \frac{T^{3/2} \cdot \log (n)}{\sqrt{n}} \right), \tag{A.28}$$

$$0 < V_2 (\lambda_{2n}, \xi_0) - \mathbb{E}_{\xi_2} [V_2^{TS} (\lambda_{2n}, \xi_2)] < \mathcal{O} \left( \frac{T^{3/2} \cdot \log (n)}{\sqrt{n}} \right), \tag{A.29}$$

where $\sigma_0 = \mathbb{E} \left[ \left| \xi_1 - \xi_0 \right| \right]$, $\xi_1 \sim h_{\xi_0} (\cdot)$.

**Proof** Proof for Corollary 1.5.3. To avoid confusion, let $p_t^*$ denote the true optimal price derived from solving original optimization problem (1.2). From (A.14) and (A.23), we can get that

$$\left| p_t^{TS} (\xi_t) - p_t^* \right| = \left| p_t^{TS} (\xi_t) - p_t + p_t - p_t^* \right| \leq \left| p_t^{TS} (\xi_t) - p_t^* \right| + \left| p_t (\xi_t) - p_t^* \right| \leq \mathcal{O} \left( \max \left\{ \frac{T-t}{\sqrt{ln}}, \frac{T-t}{n^{1-\gamma}} \right\} \right), \text{ for } t > 1,$$

and for $t = 1$, we have

$$\left| p_1^{TS} (\xi_1) - p_1^* \right| \leq \frac{T \cdot \sigma_0}{\alpha} + \mathcal{O} \left( \max \left\{ \frac{T}{\sqrt{ln}}, \frac{T}{n^{1-\gamma}} \right\} \right).$$
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Then apply the similar analysis in Theorem 1.4.4, we can show that

\[ 0 < V_t^* (\lambda_{tn}, \xi_0) - \mathbb{E}_{\xi_t} [V_t^{TS} (\lambda_{tn}, \xi_t)] < \mathcal{O} \left( \max \left\{ \frac{(T-t)^2}{n^{1-\gamma}}, \frac{(T-t)^{3/2}}{\sqrt{n}} \right\} \cdot \log (n) \right). \]

Especially, for \( t = 1 \), we need to include the error led by initial belief bias, and we get

\[ 0 < V_1^* (\lambda_{1n}, \xi_0) - \mathbb{E}_{\xi_1} [V_1^{TS} (\lambda_{1n}, \xi_1)] \]

\[ < \frac{T \cdot \sigma_0}{\alpha} \cdot \log (n) \cdot \mathbb{1} \{ t = 1 \} + \mathcal{O} \left( \max \left\{ \frac{T^2}{n^{1-\gamma}}, \frac{T^{3/2}}{\sqrt{n}} \right\} \cdot \log (n) \right). \]

Take expectation over the demand rate, we complete the proof.

**Proof**  Proof for Theorem 1.5.4. Since the proof is already included in the proof for Theorem 1.5.2, we omit it here.

**Proof**  Proof for Corollary 1.5.5. Since the proof mirrors the proof for Corollary 1.5.3, we omit it here.
Appendix: Bernstein-von Mises Theorem ([45])

Let \((X, \mathcal{A}, \theta)\) be a measurable space and \(P_{\theta}|\mathcal{A}, \theta \in \Theta\), a family of probability measures, where \(\Theta\) is an open subset of \(\mathbb{R}^k\). Let \(\theta\) be a random variable with prior distribution \(\lambda|\mathcal{B}^k \cap \Theta\). Assume that \(\lambda\) has a finite density \(\rho\) with respect to the Lebesgue measure, which is positive on \(\Theta\) and zero on \(\Theta^c\). Let \(R_{n, x}\) be the posterior distribution of \(\theta\) for the sample size \(n\) given \(x \in X^n\), which is defined as

\[
R_{n, x}(B) = \frac{\int_B \prod_{i=1}^n p(x_i, \sigma) \rho(\sigma) \, d\sigma}{\int \prod_{i=1}^n p(x_i, \sigma) \rho(\sigma) \, d\sigma}, \quad B \in \mathcal{B}^k,
\]

where \(p(\cdot, \theta)\) is a density of \(P_{\theta}|\mathcal{A}\) with respect to a dominating measure. Let \(Q_{n, x}\) be the normal distribution centered at the maximum likelihood estimator \(\theta_n(x)\) with covariance matrix \(\Gamma_n(x)^{-1}\), where

\[
\Gamma_n(x) = \left( \sum_{\nu=1}^n \frac{\partial^2}{\partial \theta_i \partial \theta_j} f(x_\nu, \theta) \bigg|_{\theta = \theta_n(x)} \right)_{i,j=1,\cdots,k},
\]

which is positive definite and \(f(x_\nu, \theta) = -\log p(x_\nu, \theta)\).

Define the variational distance between the measures \(R_{n, x}\) and \(Q_{n, x}\) as

\[
d(R_{n, x}, Q_{n, x}) = \sup \left\{ |R_{n, x}(B) - Q_{n, x}(B)| : B \in \mathcal{B}^k \right\}.
\]

If the regularity conditions which depend on an integer \(s \geq 2\) in [45] Section 4 hold (also see below), then for every compact subset \(K\) of \(\Theta\) there exists a constant \(c_K > 0\) with

\[
\sup_{\theta \in K} P_{\theta}^n \left\{ x \in X^n : d(R_{n, x}, Q_{n, x}) > c_K n^{-1/2} \right\} = \mathcal{O} \left( n^{-s/2} \right).
\]
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Regularity Conditions ([45])

In the following $s$ denotes an integer with $s \geq 2$. Let $f' (x, \theta) = (\partial / \partial \theta) f (x, \theta)$ and $f'' (x, \theta) = (\partial^2 / \partial \theta^2) f (x, \theta)$.

1. $\theta \to P_\theta$ is continuous on $\Theta$ with respect to the supremum-metric on $\{ P_\theta : \theta \in \Theta \}$.

2. For each $x \in X$, $\theta \to f (x, \theta)$ is continuous on $\bar{\Theta}$.

3. For every $\theta \in \Theta$, there exists an open neighborhood $U_\theta$ of $\theta$ such that

$$\sup \{ \mathbb{E}_\theta | f (\cdot, \tau) |^s : \sigma, \tau \in U_\theta \} < \infty.$$

4. For every $(\theta, \tau) \in \Theta \times \bar{\Theta}$, $\theta \neq \tau$, there exists neighborhood $U_{\theta, \tau}$ of $\theta$ and $V_{\theta, \tau}$ of $\tau$ such that for all neighborhood $V$ of $\tau$ with $V \subset V_{\theta, \tau}$,

$$\sup \{ \mathbb{E}_\tau | \inf_{\delta \in V} f (\cdot, \delta) |^s : \sigma \in U_{\theta, \tau} \} < \infty.$$

5. For each $x \in X$, $\theta \to f (x, \theta)$ is twice differentiable in $\Theta$.

6. For every $\theta \in \Theta$, there exists an open neighborhood $U_\theta$ of $\theta$ such that

(a) $\inf \{ \lambda_0 (\tau) : \tau \in U_\theta \} > 0$, where $\lambda_0 (\tau)$ is the smallest eigenvalue of $\mathbb{E}_\tau f'' (\cdot, \tau)$.

(b) $\sup \{ \mathbb{E}_\tau \| f'' (\cdot, \tau) \| |^s : \tau \in U_\theta \} < \infty$.

7. For every $\theta \in \Theta$, there exists an open neighborhood $U_\theta$ of $\theta$ and a measurable function $k_\theta : X \to \mathbb{R}$ such that

(a) for every $\tau \in \Theta$ there exists an open neighborhood $V_\tau$ of $\tau$ with

$$\sup \{ \mathbb{E}_\sigma k_\theta^s : \sigma \in V_\tau \} < \infty.$$

(b) $\| f'' (x, \tau) - f'' (x, \sigma) \| \leq \| \tau - \sigma \| k_\theta (x)$ for all $\tau, \sigma \in U_\theta$, $x \in X$.

8. The probability measure $\lambda | \mathcal{B}^k$ has a finite Lebesgue-density $\rho$, which is positive on $\Theta$ and zero on $\Theta^c$. 
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9. For every $\theta \in \Theta$ there exists an open neighborhood $U_\theta$ of $\theta$ and a constant $c_\theta > 0$ such that

$$|\log \rho (\sigma) - \log \rho (\tau)| \leq ||\sigma - \tau|| c_\theta, \text{ for all } \sigma, \tau \in U_\theta.$$ 

**Statement of Local Limit Theorem ( [104] Chapter VII)**

Let $\{X_n\}$ be a sequence of independent random variables with a common distribution and density $p(x)$, such that

$$\mathbb{E}|X_1|^3 < \infty, \mathbb{E}X_1 = 0, \mathbb{E}X_1^2 = 1, \sup_x p(x) \leq C.$$ 

Let $p_n(x)$ be the density of the random variable $\frac{1}{\sqrt{n}} \sum_{j=1}^n X_j$. Then

$$\sup_x \left| p_n(x) - \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \right| \leq \frac{A\beta_3}{\sqrt{n}} \max (1, C^3),$$ 

and for all $x$

$$\left| p_n(x) - \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \right| \leq \frac{A\beta_3^{2m-1} \max (1, C^{2m+1})}{\sqrt{n} (1 + |x|^m)},$$ 

for $m = 2$ and $m = 3$, where $\beta_3 = \mathbb{E}|X_1|^3$ and $A$ is an absolute constant.
B. Appendix for Chapter 2

Appendix A: Cournot Competing Retailers

To characterize the game, we use backward induction and in this section, we first look at the third and forth-stage equilibrium of the supplier and retailers. Because production cost $c$ is realized and publicly known the beginning of stage three, the game is exactly the same as in [50] and we keep our notations consistent with this paper. $\sum_{j \in K} Y_j$ is a sufficient statistic for estimating $\theta$ and the equilibrium wholesale price $w$ is a monotone function of $\sum_{j \in K} Y_j$ which implies that the retailers can have unbiased inference of market condition via realized $w$. Given $(Y_i, w)$ observed by retailer $i$ and the other retailers’ order quantity $q_l$, $l \neq i$, her expected profit with respect of order quantity $q_i$ is

$$
\mathbb{E}[\pi_i|Y_i, w] = \left( a + \mathbb{E}[\theta|Y_i, w] - q_i - \sum_{l \neq i} \mathbb{E}[q_l|Y_i, w] - w \right) q_i,
$$

$$
= \left( a + \frac{1}{k + s} \sum_{j \in K} Y_j - q_i - \sum_{l \neq i} \mathbb{E}[q_l|Y_i, w] - w \right) q_i.
$$

And the unique Cournot-Bayesian equilibrium strategies are that for $i \in K$,

$$
q_i^*(Y_i, w) = \frac{1}{n + 1} \left( a - w + A_i^k \sum_{j \in K} Y_j \right), \quad (B.1)
$$

where $A_i^k = \frac{1}{k + s}$ and for $l \in N \setminus K$,

$$
q_l^*(Y_i, w) = \frac{1}{n + 1} \left( a - w + B_i^k \sum_{j \in K} Y_j + B_2^k Y_i \right), \quad (B.2)
$$

[156]
where \( B_1^k = \frac{k+2s}{(k+s)(n+k+1+2s)} \) and \( B_2^k = \frac{n+1}{n+k+1+2s} \). And correspondingly, the retailer’s equilibrium profit is 
\[
E[\pi_i^*|Y_i, w] = [q_i^*(Y_i, w)]^2, \quad i \in N.
\]
A direct property of \( q_i^*(Y_i, w) \) is that
\[
E[q_i^*(Y_i, w) | Y_j, j \in K] = q_i^*(Y_i, w),
\]
where \( i \in K \) and \( l \in N \setminus K \). Therefore, given the shared signals \( Y_j, j \in K \), the supplier expects to have the same expected order quantity from all the retailers. [50] has shown that the supplier should not do price discrimination upon the retailers’ information-sharing decisions. Whence given the shared information, the expected total order quantity is
\[
E[D_S|(Y_j), j \in K] = E \left[ \sum_{i \in N} q_i^*(Y_i, w)|(Y_j), j \in K \right] = \frac{n}{n+1} \left( a - w + A_1^k \sum_{j \in K} Y_j \right), \tag{B.3}
\]
and the expected profit for realized cost \( c \) is
\[
E[\pi_S|c, (Y_j), j \in K] = (w - c)E[D_S|(Y_j), j \in K],
\]
thus the optimal wholesale price is
\[
w^*(c, (Y_j), j \in K) = \frac{1}{2} \left( a + c + A_1^k \sum_{j \in K} Y_j \right) \tag{B.4}
\]
The corresponding supplier’s equilibrium expected profit is
\[
E[\pi_S^*|c, (Y_j), j \in K] = \frac{n}{4(n+1)} \left( a + A_1^k \sum_{j \in K} Y_j - c \right)^2, \tag{B.5}
\]
Then the expected profit difference between hedging and not hedging is

\[
\mathbb{E}[\pi^*_S|\bar{c}, (Y_j), j \in K] - \mathbb{E}[\mathbb{E}_\xi[\pi^*_S|c(\xi), (Y_j), j \in K]]
\]

\[
= \frac{n}{4(n + 1)} \left( 2 \left( a + A^k \sum_{j \in K} Y_j \right) (\mathbb{E}_\xi[c] - \bar{c}) - (\mathbb{E}_\xi[c^2] - \bar{c}^2) \right).
\]

Similar to (2.1), the supplier chooses to hedge if and only if

\[
\sum_{j \in K} Y_j \geq (k + s) \left( \frac{\mathbb{E}_\xi[c^2] - \bar{c}^2}{2(\mathbb{E}_\xi[c] - \bar{c})} - a \right) = (k + s)(t - a) \triangleq t_Y(k). \quad (B.6)
\]

Specially, when there is no retailer sharing information, the left hand side of the above criteria is substituted by zero, which means that the supplier chooses to hedge if \(a \geq t\) and not to hedge if \(a < t\). Therefore from (B.5), the supplier’s expected equilibrium profit given that \(K (K \geq 1)\) retailers share information is

\[
\Pi_S(k) = \mathbb{E}_\theta \left[ \mathbb{E}_{\sum_{j \in K} Y_j|\theta} \left[ \mathbb{E}_\xi \left[ \pi^*_S|c, (Y_j), j \in K \right| \theta \right] \right]
\]

\[
= \frac{n}{4(n + 1)} \mathbb{E}_\theta \left[ \mathbb{E}_\xi \left[ \int_{-\infty}^{t_Y(k)} (a + A^k Y - c)^2 \, dF_k(Y) + \int_{t_Y(k)}^{\infty} (a + A^k Y - \bar{c})^2 \, dF_k(Y) \right] \right]
\]

\[
= \frac{n}{4(n + 1)} \mathbb{E}_\theta \left[ (a - \bar{c})^2 + 2A^k k \theta (a - \bar{c}) + (A^k)^2 (k^2 \theta^2 + k \sigma^2) 
\right.

\[
- 2(a + A^k t_Y(k)) (\mathbb{E}_\xi[c] - \bar{c}) F_k(t_Y(k))
\]

\[
+ 2 \int_{-\infty}^{t_Y(k)} A^k (\mathbb{E}_\xi[c] - \bar{c}) F_k(Y) dY + (\mathbb{E}_\xi[c^2] - \bar{c}^2) F_k(t_Y(k)) \right]
\]

\[
= \frac{n}{4(n + 1)} \left( (a - \bar{c})^2 + (A^k)^2 (k^2 \sigma^2 + k \sigma^2) + 2A^k (\mathbb{E}_\xi[c] - \bar{c}) \cdot \int_{-\infty}^{t_Y(k)} \tilde{F}_k(Y) dY \right), \quad (B.7)
\]
where $F_k(\cdot)$ is the cdf of distribution $N(k\theta, k\sigma^2)$ and $\tilde{F}_k(\cdot)$ is the cdf of $N(0, k^2\sigma_0^2 + k\sigma^2)$.

And when there is no information sharing,

$$
\Pi_S(0) = \begin{cases} 
\frac{n}{4(n+1)}(a - \bar{c})^2, & \text{if } a \geq t, \\
\frac{n}{4(n+1)}(a^2 - 2\mathbb{E}[c]a + \mathbb{E}[c^2]), & \text{if } a < t.
\end{cases} \quad (B.8)
$$

The retailers’ equilibrium profits given realized cost $c$ and shared signals $(Y_j)_{j \in K}, k \geq 1$ are

$$
\mathbb{E}_{(Y_m)_{m \in N \setminus K}}[\pi_i^* | c, (Y_j), j \in K] = \frac{1}{4(n+1)^2} \left( a + A_1^k \sum_{j \in K} Y_j - c \right)^2, \quad i \in K, \quad (B.9)
$$

and

$$
\mathbb{E}_{(Y_m)_{m \in N \setminus K}}[\pi_i^* | c, Y_l, (Y_j), j \in K] \\
= \frac{1}{4(n+1)^2} \left( a + (2B_1^k - A_1^k) \sum_{j \in K} Y_j + 2B_2^k Y_l - c \right)^2, \quad l \in N \setminus K. \quad (B.10)
$$
Given (B.6), (B.9) and (B.10), we can calculate retailers’ expected profits given \( k \) retailers share information. Let \( \sum_{j \in K} Y_j = Y(k) \), then \( Y(k) \mid \theta \sim N(k\theta, k\sigma^2) \). For the retailer who shares information, i.e., \( i \in K \), the expected profit is:

\[
\Pi_R^S(k) = \mathbb{E}_\theta \left[ \mathbb{E}_\xi \left[ \mathbb{E}_{\sum_{j \in K} Y_j} \left[ \mathbb{E}_{(Y_m)_{m \in N\setminus K}} \left[ \pi_i^* | c, (Y_j), j \in K \right] \right] \right] \right] = \frac{1}{4(n+1)^2} \mathbb{E}_\theta \left[ \mathbb{E}_\xi \left[ \int_{-\infty}^{t_{\bar{Y}(k)}} \left( (A_1^k Y)^2 + 2A_1^k (a - c) Y + (a - c)^2 \right) dF_k(Y) \right. \right.
\]

\[
\left. + \int_{t_{\bar{Y}(k)}}^{\infty} \left( (A_1^k Y)^2 + 2A_1^k (a - \bar{c}) Y + (a - \bar{c})^2 \right) dF_k(Y) \right] \right]
\]

\[
= \frac{1}{4(n+1)^2} \mathbb{E}_\theta \left[ \mathbb{E}_\xi \left[ \int_{-\infty}^{\infty} \left( (A_1^k Y)^2 + 2A_1^k (a - \bar{c}) Y + (a - \bar{c})^2 \right) dF_k(Y) \right. \right.
\]

\[
\left. - \int_{-\infty}^{t_{\bar{Y}(k)}} \left( 2A_1^k (\mathbb{E}_\xi[c] - \bar{c}) Y + 2a (\mathbb{E}_\xi[c] - \bar{c}) - (\mathbb{E}_\xi[c^2] - \bar{c}^2) \right) dF_k(Y) \right] \right) = \frac{1}{4(n+1)^2} \left( (a - \bar{c})^2 + (A_1^k)^2 (k^2 \sigma^2_\theta + k\sigma^2) + 2A_1^k (\mathbb{E}_\xi[c] - \bar{c}) \cdot \int_{-\infty}^{t_{\bar{Y}(k)}} \tilde{F}_k(Y) dY, \right.
\]

(B.11)

where \( \tilde{F}_k(\cdot) \) is the cdf of \( N(0, k^2 \sigma^2_\theta + k\sigma^2) \) and the above calculation involves two helpful facts:

\[
\mathbb{E}_\theta \left[ F_k(t) \right] = \tilde{F}_k(y) , \; \mathbb{E}_\theta \left[ \int_t^y y dF_k(y) \right] = t\tilde{F}_k(t) - \int_{-\infty}^t \tilde{F}_k(y) dy.
\]

For the retailer who does not share information, i.e., \( l \in N \setminus K \),

\[
\Pi_R^N(k) = \mathbb{E}_\theta \left[ \mathbb{E}_\xi \left[ \mathbb{E}_{\sum_{j \in K} Y_j} \left[ \mathbb{E}_{(Y_m)_{m \in N\setminus K}} \left[ \pi_i^* | c, (Y_j), j \in K \right] \right] \right] \right] = \frac{1}{4(n+1)^2} \mathbb{E}_\theta \left[ \mathbb{E}_\xi \left[ \int_{-\infty}^{t_{\bar{Y}(k)}} \left( a + (2B_1^k - A_1^k) Y + 2B_2^k Y_l - c \right)^2 dF_k(Y) \right. \right.
\]

\[
\left. + \int_{t_{\bar{Y}(k)}}^{\infty} \left( a + (2B_1^k - A_1^k) Y + 2B_2^k Y_l - \bar{c} \right)^2 dF_k(Y) \right] \right]
\]
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\[
= \frac{1}{4(n+1)^2} \left( (a - \bar{c})^2 + (2B^k_1 - A^k_1)^2(k^2\sigma_0^2 + k\sigma^2) \right) \\
- \mathbb{E}_\theta \left[ \int_{-\infty}^{t_Y(k)} \left( 2(2B^k_1 - A^k_1)(\mathbb{E}_\xi[c] - \bar{c})Y + 2a(\mathbb{E}_\xi[c] - \bar{c}) - (\mathbb{E}_\xi[c^2] - \bar{c}^2) \right) dF_k(Y) \right] \\
+ \mathbb{E}_\theta \left[ \mathbb{E}_{Y_i|\theta} \left[ 4\left( B^k_2 \right)^2 Y_i^2 + 4\left( 2B^k_1 - A^k_1 \right)B^k_2 \cdot \int_{-\infty}^{\infty} Y \cdot Y_i dF_k(Y) \right. \right. \\
+ 4B^k_2 \cdot \int_{-\infty}^{t_Y(k)} \left. \left. (a - c)Y_i dF_k(Y) + 4B^k_2 \cdot \int_{t_Y(k)}^{\infty} (a - \bar{c}) Y_i dF_k(Y) \right] \right] \\
= \frac{1}{4(n+1)^2} \left( (a - \bar{c})^2 + (2B^k_1 - A^k_1)^2(k^2\sigma_0^2 + k\sigma^2) \right) \\
- 2\left( 2B^k_1 - A^k_1 \right)(\mathbb{E}_\xi[c] - \bar{c}) \left( t_Y(k) \tilde{F}_k(t_Y(k)) - \int_{-\infty}^{t_Y(k)} \tilde{F}_k(Y) dY \right) \\
- 2(\mathbb{E}_\xi[c] - \bar{c})(a - t) \tilde{F}_k(t_Y(k)) \\
+ 4\left( B^k_2 \right)^2(\sigma_0^2 + \sigma^2) + 4\left( 2B^k_1 - A^k_1 \right)B^k_2 \cdot k\sigma_0^2 - 4A^k_1B^k_2(\mathbb{E}_\xi[c] - \bar{c})t_Y(k) \tilde{F}_k(t_Y(k)) \\
+ 4A^k_1B^k_2(\mathbb{E}_\xi[c] - \bar{c}) \cdot \int_{-\infty}^{t_Y(k)} \tilde{F}_k(Y) dY \right) \\
= \frac{1}{4(n+1)^2} \left( (a - \bar{c})^2 + (2B^k_1 - A^k_1)^2(k^2\sigma_0^2 + k\sigma^2) + 4\left( 2B^k_1 - A^k_1 \right)B^k_2 \cdot k\sigma_0^2 \right) \\
+ 4\left( B^k_2 \right)^2(\sigma_0^2 + \sigma^2) + 2A^k_1(\mathbb{E}_\xi[c] - \bar{c}) \times \\
\int_{-\infty}^{t_Y(k)} \tilde{F}_k(Y) dY - 2(\mathbb{E}_\xi[c] - \bar{c}) \left( (2B^k_1 - A^k_1) - A^k_1 + 2A^k_1B^k_2 \right) t_Y(k) \tilde{F}_k(t_Y(k)) \right) \\
= \frac{1}{4(n+1)^2} \left( (a - \bar{c})^2 + (2B^k_1 - A^k_1)^2(k^2\sigma_0^2 + k\sigma^2) + 4\left( 2B^k_1 - A^k_1 \right)B^k_2 \cdot k\sigma_0^2 \right) \\
+ 4\left( B^k_2 \right)^2(\sigma_0^2 + \sigma^2) + 2A^k_1(\mathbb{E}_\xi[c] - \bar{c}) \cdot \int_{-\infty}^{t_Y(k)} \tilde{F}_k(Y) dY \right), \quad \text{for } k \geq 1, \quad (B.12)
\]
where the last equality is because \( B_1^k - A_1^k + A_1^k B_2^k = \frac{k+2s}{(k+s)(n+k+1+2s)} - \frac{1}{k+s} + \frac{n+1}{(k+s)(n+k+1+2s)} = 0 \). Specially, for \( k = 0 \) we have

\[
\Pi^N_R(0) = \begin{cases} 
\frac{1}{4(n+1)} \left[ (a - \bar{c})^2 + 4 \left( B_2^0 \right)^2 (\sigma_0^2 + \sigma^2) \right], & \text{if } a \geq t, \\
\frac{1}{4(n+1)} \left[ (a^2 - 2\mathbb{E}[c]a + \mathbb{E}[c^2]) + 4 \left( B_2^0 \right)^2 (\sigma_0^2 + \sigma^2) \right], & \text{if } a < t.
\end{cases}
\]  

(B.13)

Then we investigate \( \Pi^S_R(k) - \Pi^N_R(k - 1) \) to determine the information sharing equilibrium.

\[
\Pi^S_R(k) - \Pi^N_R(k - 1) = \frac{1}{4(n+1)^2} \left[ \left( A_1^k \right)^2 \left( k^2 \sigma_0^2 + k \sigma^2 \right) - (2B_1^{k-1} - A_1^{k-1})^2 \left( (k - 1)^2 \sigma_0^2 + (k - 1) \sigma^2 \right) - 4(2B_1^{k-1} - A_1^{k-1}) B_2^{k-1} (k - 1) \sigma_0^2 - 4(B_2^{k-1})^2 (\sigma_0^2 + \sigma^2) \right] \\
+ 2(\mathbb{E}[c] - \bar{c}) \left[ A_1^k \int_{-\infty}^{t_Y(k)} \tilde{F}_k(Y) dY - A_1^{k-1} \int_{-\infty}^{t_Y(k-1)} \tilde{F}_{k-1}(Y) dY \right]
\]

\[
= \frac{1}{4(n+1)^2} \left[ - \frac{\sigma_0^4 \sigma^2 \left( (2n+1)k-n \right) \sigma_0^2 + 2n \sigma^2 \right] \left( (2n+3)k+n \right) \sigma_0^2 + 2(n+2) \sigma^2 \right) \\
+ 2(\mathbb{E}[c] - \bar{c}) \left[ \int_{-\infty}^{t-a} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right]
\]

\[
= \frac{1}{4(n+1)^2} \left[ - \frac{\sigma_0^4 \sigma^2 \left( (2n+1)k-n \right) \sigma_0^2 + 2n \sigma^2 \right] \left( (2n+3)k+n \right) \sigma_0^2 + 2(n+2) \sigma^2 \right) \\
+ 2(\mathbb{E}[c] - \bar{c}) \left[ \int_{-\infty}^{-|t-a|} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right], \quad k > 1.
\]

[162]
where $\sigma_k^2 = \frac{k\sigma_0^2}{k+\sigma^2/\sigma_0}$ and $\Phi(\cdot)$ is the cdf of standard normal distribution. And 

\[
\Pi^S_R(k) - \Pi^S_R(k-1) = \frac{1}{4(n+1)^2} \left[ -\sigma_0^4 \sigma^2 \left( (2n+1-k-n)\sigma_0^2 + 2n\sigma^2 \right) \left( (2n+3-k+n)\sigma_0^2 + 2(n+2)\sigma^2 \right) \right.
\]

\[
\left. - \frac{(k\sigma_0^2 + \sigma^2)(k-1)\sigma_0^2 + \sigma^2)((n+k)\sigma_0^2 + 2\sigma^2)}{(k\sigma_0^2 + \sigma^2)(k-1)\sigma_0^2 + \sigma^2)(n+k)(\sigma_0^2 + 2\sigma^2)} \right]
\]

\[
+ 2(\mathbb{E}_\xi[c] - \bar{c}) \left( \int_{-\infty}^{-|t-a|} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right]. \tag{B.14}
\]

Similarly, we can also write down the marginal utilities of the other retailers and the supplier respectively when one additional retailer shares information. For the retailers who have already shared their information:

\[
\Pi^S_R(k) - \Pi^S_R(k-1) = \frac{1}{4(n+1)^2} \left[ \frac{\sigma_0^4 \sigma^2}{(k\sigma_0^2 + \sigma^2)((k-1)\sigma_0^2 + \sigma^2)} \right.
\]

\[
\left. + 2(\mathbb{E}_\xi[c] - \bar{c}) \left( \int_{-\infty}^{-|t-a|} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right) \right].
\]
And for the retailers who do not share information,

\[
\Pi^N_R (k) - \Pi^N_R (k - 1) = \frac{1}{4(n + 1)^2} \left[ \frac{\sigma_0^4 \sigma^2}{(k \sigma_0^2 + \sigma^2)((k - 1) \sigma_0^2 + \sigma^2)} \right. \\
\left. - \frac{1}{((k - 1) \sigma_0^2 + \sigma^2)((n + k) \sigma_0^2 + 2\sigma^2)(k \sigma_0^2 + \sigma^2)((n + k + 1) \sigma_0^2 + 2\sigma^2)^2} \times \\
\left( 4(n + 1)^2 \sigma_0^6 \sigma^2 \left( (2k^2 (k + 1) + 2k (k + 1) n + n^2) \sigma_0^6 \\
+ 2(k(4k + 3) + 2(k + 1) n) \sigma_0^4 \sigma^2 + (5 + 10k + 2n) \sigma_0^2 \sigma^4 + 4\sigma^6 \right) \\
+ 2[\mathbb{E}_\xi [c] - \bar{c}] \left( \int_{-\infty}^{-[t-a]} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right) \right].
\]

For the supplier:

\[
\Pi^S_R (k) - \Pi^S_R (k - 1) = \frac{n}{4(n + 1)} \left[ \frac{\sigma_0^4 \sigma^2}{(k \sigma_0^2 + \sigma^2)((k - 1) \sigma_0^2 + \sigma^2)} \\
+ 2[\mathbb{E}_\xi [c] - \bar{c}] \left( \int_{-\infty}^{-[t-a]} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) dx \right) \right].
\]

Simple calculation gives the following relation, for any \( k \in \{1, \cdots, n\}, \)

\[
\Pi^S_R (k) - \Pi^N_R (k - 1) < \Pi^N_R (k) - \Pi^N_R (k - 1) < \Pi^S (k) - \Pi^S (k - 1) = \frac{1}{n(n + 1)} (\Pi^S (k) - \Pi^S (k - 1)).
\]
Appendix B: Duopoly Information-Sharing Game

**Scenario** \((S, S)\). This is the case when both retailers share the market information to the supplier. Following the analysis in section 2.3.1, given the realization of production cost \(c\), the equilibrium wholesale price is \(w^* = (\bar{a}_m + c)/2\) and the supplier’s profit in market \(m\) is \(\pi_{Sm}(w^*_m; \bar{a}_m, c) = (\bar{a}_m - c)^2/8\), \(m \in \{1, 2\}\), where \(\bar{a}_m = a_m + \theta_m\). The retailer \(m\)’s corresponding order quantity is \(q^*_m = (\bar{a}_m - w^*_m)/2 = (\bar{a}_m - c)/4\) and profit is \(\pi_{Rm}(q^*_m; \bar{a}_m) = (e_{a_m} - c)^2/16\). Therefore the supplier’s expected total profit when he does not hedge is

\[
\pi^{nh*}_S(\bar{a}_1, \bar{a}_2) = \mathbb{E}_\xi \left[ \frac{(\bar{a}_1 - c)^2 + (\bar{a}_2 - c)^2}{8} \right] = \frac{1}{8} (\bar{a}_1^2 + \bar{a}_2^2 - 2(\bar{a}_1 + \bar{a}_2) \mathbb{E}_\xi [c] + 2\mathbb{E}_\xi [c^2]) ,
\]

on the other hand, if the supplier hedges, the expected total profit is

\[
\pi^{h*}_S(\bar{a}_1, \bar{a}_2) = \frac{1}{8} (\bar{a}_1^2 + \bar{a}_2^2 - 2(\bar{a}_1 + \bar{a}_2) \bar{c} + 2\bar{c}^2) .
\]

thus we get

\[
\pi^{h*}_S(\bar{a}_1, \bar{a}_2) - \pi^{nh*}_S(\bar{a}_1, \bar{a}_2) = \frac{1}{4} \left( (\mathbb{E}_\xi [c] - \bar{c}) (\bar{a}_1 + \bar{a}_2) - (\mathbb{E}_\xi [c^2] - \bar{c}^2) \right) ,
\]

whence the supplier chooses to hedge if and only if

\[
\frac{\bar{a}_1 + \bar{a}_2}{2} \geq \frac{\mathbb{E}_\xi [c^2] - \bar{c}^2}{2(\mathbb{E}_\xi [c] - \bar{c})} \triangleq t , \tag{B.15}
\]

which is quite similar to (2.1) but just substitute the single market size to the average size of the two markets (and it is straightforward to see that when there are more than two markets, the left hand side of the above criteria will be extended to the average size of all the markets). Discussions fall into two cases: \((A)\) Low average market size with \(2(t - \delta) < a_1 + a_2 < 2t\) and \((B)\) High average market size with \(2t < a_1 + a_2 < 2(t + \delta)\). In the first case, the
supplier will only hedge when both of the markets turn out to be good (that is, \( \tilde{a}_m = a_m + \delta, \ m = 1, 2 \)) and in the second case, the supplier will hedge unless both of the markets are bad. The other two cases where \( a_1 + a_2 < 2(t - \delta) \) (average market size is too low) and \( a_1 + a_2 > 2(t + \delta) \) (average market size is too high) are off our interest, because in those two cases, the supplier’s hedging decision would be independent of realized market conditions.

**Case (A).** When we incorporate hedging decision, the supplier’s expected total profit is

\[
\mathbb{E} \left[ \pi_{nh}^s (\tilde{a}_1, \tilde{a}_2) \mathbb{I} \{ \tilde{a} < t \} \right] + \mathbb{E} \left[ \pi_{nh}^s (\tilde{a}_1, \tilde{a}_2) \mathbb{I} \{ \tilde{a} \geq t \} \right]
\]

\[
= \mathbb{E} \left[ \frac{1}{8} (\tilde{a}_1^2 + \tilde{a}_2^2) \right] - \mathbb{E} \left[ \left( \frac{1}{2} \tilde{a} \mathbb{E}_\xi [c] - \frac{1}{4} \mathbb{E}_\xi [c^2] \right) \mathbb{I} \{ \tilde{a} < t \} \right] - \mathbb{E} \left[ \left( \frac{1}{2} \tilde{a} \bar{c} - \frac{1}{4} \bar{c}^2 \right) \mathbb{I} \{ \tilde{a} \geq t \} \right]
\]

\[
= \frac{1}{8} \left[ a_1^2 + a_2^2 + 2 \delta^2 - (2(1-\alpha)\mathbb{E}_\xi [c] + 2\alpha \bar{c})(a_1 + a_2) + 4\alpha (\mathbb{E}_\xi [c] - \bar{c}) \delta 
\right.
\]

\[
\left. + 2(1-\alpha)\mathbb{E}_\xi [c^2] + 2\alpha \bar{c}^2 \right].
\]

(B.16)

For the retailer \( m \), if the supplier does not hedge, given the realization of the market condition, the expected profit is

\[
\pi_{nh}^{Rm} (\tilde{a}_1, \tilde{a}_2) = \frac{1}{16} (\tilde{a}_m^2 - 2\tilde{a}_m \mathbb{E}_\xi [c] + \mathbb{E}_\xi [c^2]),
\]

and if the supplier hedges, we have

\[
\pi_{h}^{Rm} (\tilde{a}_1, \tilde{a}_2) = \frac{1}{16} (\tilde{a}_m^2 - 2\tilde{a}_m \bar{c} + \bar{c}^2).
\]

When the realized first market condition is, say \( \tilde{a}_m \), then the probability that the supplier will not hedge is

\[
P (\tilde{a}_m < 2t - \tilde{a}_m | \tilde{a}_m) = \begin{cases} 
1 - 2\alpha, & \tilde{a}_m = a_m + \delta, \\
1, & \tilde{a}_m = a_m - \delta.
\end{cases}
\]

[166]
Therefore, the total expected profit of retailer \( m \) is

\[
\pi^*_{Rm} = \mathbb{E}_{\tilde{a}_m} \left[ P (\tilde{a}_m < 2t - \tilde{a}_m) \left( \frac{1}{16} (\tilde{a}_m^2 - 2\tilde{a}_m \mathbb{E}_\xi [c] + \mathbb{E}_\xi [c^2]) \right) \right] \\
+ (1 - P (\tilde{a}_m < 2t - \tilde{a}_m)) \left( \frac{1}{16} (\tilde{a}_m^2 - 2\tilde{a}_m \bar{c} + \bar{c}^2) \right)
\]

\[
= \frac{1}{2} \left[ (1 - 2\alpha) \left( \frac{1}{16} ((a_m + \delta)^2 - 2(a_m + \delta)\bar{c} + \bar{c}^2) \right) \\
+ 2\alpha \left( \frac{1}{16} ((a_m - \delta)^2 - 2(a_m - \delta)\bar{c} + \bar{c}^2) \right) \\
+ \frac{1}{2} \left( \frac{1}{16} ((a_m - \delta)^2 - 2(a_m - \delta)\mathbb{E}_\xi [c] + \mathbb{E}_\xi [c^2]) \right) \right]
\]

\[
= \frac{1}{16} (a_m^2 + \delta^2 - 2(1 - \alpha)\mathbb{E}_\xi [c] - 2\alpha \bar{c}) + 2\alpha \delta (\mathbb{E}_\xi [c] - \bar{c}) + (1 - \alpha)\mathbb{E}_\xi [c^2] + \alpha \bar{c}^2).
\]

(B.17)

**Case (B).** For the other case, the supplier’s expected profit is

\[
\mathbb{E} \left[ \pi^{sh*} (\tilde{a}_1, \tilde{a}_2) \mathbb{1} \{\tilde{a} < t\} \right] + \mathbb{E} \left[ \pi^{sh*} (\tilde{a}_1, \tilde{a}_2) \mathbb{1} \{\tilde{a} \geq t\} \right]
\]

\[
= \mathbb{E} \left[ \frac{1}{8} (\tilde{a}_1^2 + \tilde{a}_2^2) \right] - \mathbb{E} \left[ \left( \frac{1}{2} \tilde{a} \mathbb{E}_\xi [c] - \frac{1}{4} \mathbb{E}_\xi [c^2] \right) \mathbb{1} \{\tilde{a} < t\} \right]
- \mathbb{E} \left[ \left( \frac{1}{2} \tilde{a} \bar{c} - \frac{1}{4} \bar{c}^2 \right) \mathbb{1} \{\tilde{a} \geq t\} \right]
\]

\[
= \frac{1}{8} \left[ a_1^2 + a_2^2 + \delta^2 + \delta^2 - (2\alpha \mathbb{E}_\xi [c] + 2(1 - \alpha)\bar{c}) (a_1 + a_2) \\
+ 4\alpha (\mathbb{E}_\xi [c] - \bar{c}) \delta + 2\alpha \mathbb{E}_\xi [c^2] + 2(1 - \alpha)\bar{c}^2 \right].
\]

(B.18)

When the realized first market condition is, say \( \tilde{a}_m \), then the probability that the supplier will not hedge is

\[
P (\tilde{a}_m < 2t - \tilde{a}_m | \tilde{a}_m) = \begin{cases} \\
0, & \tilde{a}_m = a_m + \delta, \\
2\alpha, & \tilde{a}_m = a_m - \delta.
\end{cases}
\]

[167]
Therefore, the total expected profit of retailer $m$ is

$$
\pi^*_m = E_{\tilde{a}_m} \left[ P (\tilde{a}_m < 2t - \tilde{a}_m) \left( \frac{1}{16} (\tilde{a}_m^2 - 2\tilde{a}_m E_\xi [c] + E_\xi [c^2]) \right) 
+ (1 - P (\tilde{a}_m < 2t - \tilde{a}_m)) \left( \frac{1}{16} (\tilde{a}_m^2 - 2\tilde{a}_m \bar{c} + \bar{c}^2) \right) \right]
= \frac{1}{2} \left[ 2\alpha \left( \frac{1}{16} ((a_m - \delta)^2 - 2(a_m - \delta)E_\xi [c] + E_\xi [c^2]) \right)
+ (1 - 2\alpha) \left( \frac{1}{16} ((a_m - \delta)^2 - 2(a_m - \delta)\bar{c} + \bar{c}^2) \right) \right]
= \frac{1}{16} (a_m^2 + \delta^2 - 2\alpha E_\xi [c] + 2(1 - \alpha)\bar{c}) a_m + 2\alpha \delta (E_\xi [c] - \bar{c}) + \alpha E_\xi [c^2] + (1 - \alpha)\bar{c}^2.
$$

(B.19)

**Scenario (S, N).** This is the case when retailer 1 shares the market information to the supplier while retailer 2 does not. Following the analysis in section 2.3.1, given the realization of production cost $c$, and reported market condition $\tilde{a}_1$, the equilibrium wholesale price for market 1 is $w^*_1 = (\tilde{a}_1 + c)/2$ and the supplier’s profit in market 1 is $\pi_{S1}(w^*_1; \tilde{a}_1, c) = (\tilde{a}_1 - c)^2/8$. And correspondingly, retailer 1’s expected profit is $\pi_{R1}(q^*_1; \tilde{a}_1, c) = (\tilde{a}_1 - c)/16$. We know that no matter whether the retailer shares the information or not, for given wholesale price $w$, retailer $m$’s optimal order quantity is $(\tilde{a}_m - w)/2$. When $\tilde{a}_1 = a_1 + \delta$, then the supplier’s expected profit in market 2 is

$$
E_{\bar{a}_2} \left[ \frac{1}{2} (w - c) (\bar{a}_2 - w) \right] = 2\alpha \left( \frac{1}{2} (w - c) (a_2 + \delta - w) \right) 
+ (1 - 2\alpha) \left( \frac{1}{2} (w - c) (a_2 - \delta - w) \right).
$$

Therefore the optimal wholesale price is $w^*_2 = (a_2 + (4\alpha - 1)\delta + c)/2$ and supplier’s expected profit in market 2 is $\pi_{S2}(w^*_2; a_1 + \delta, c) = \frac{1}{8} (a_2 + (4\alpha - 1) \delta - c)^2$. The retailer 2’s profit
is $\pi_{R2}(q^*_2; a_1 + \delta, c) = \frac{1}{16} \left( (a_2 + (4\alpha - 1)\delta - c)^2 + 32\alpha(1 - 2\alpha)\delta^2 \right)$. On the other hand, if $\bar{a}_1 = a_1 - \delta$, we can similarly get $w_2^* = (a_2 - (4\alpha - 1)\delta + c)/2$ and supplier’s expected profit in market 2 is $\pi_{S2}(w^*_2; a_1 - \delta, c) = \frac{1}{8} (a_2 - (4\alpha - 1)\delta - c)^2$, while retailer 2’s profit is $\pi_{R2}(q^*_2; a_1 - \delta, c) = \frac{1}{16} \left( (a_2 - (4\alpha - 1)\delta - c)^2 + 32\alpha(1 - 2\alpha)\delta^2 \right)$. Therefore the supplier’s expected total profit when he does not hedge is

$$\pi_{S}^{nh^*}(\bar{a}_1) = \begin{cases} \mathbb{E}_\xi \left[ \frac{(a_1 + \delta - c)^2}{8} + \frac{(a_2 + (4\alpha - 1)\delta - c)^2}{8} \right], & \text{if } \bar{a}_1 = a_1 + \delta, \\ \mathbb{E}_\xi \left[ \frac{(a_1 - \delta - c)^2}{8} + \frac{(a_2 - (4\alpha - 1)\delta - c)^2}{8} \right], & \text{if } \bar{a}_1 = a_1 - \delta. \end{cases}$$

on the other hand, if the supplier hedges, the expected total profit is

$$\pi_{S}^{h^*}(\bar{a}_1) = \begin{cases} \frac{1}{8} \left( (a_1 + \delta)^2 + (a_2 + (4\alpha - 1)\delta)^2 \right) - \frac{1}{4} (a_1 + a_2 + \delta + (4\alpha - 1)\delta) \mathbb{E}_\xi[c] \\ + \frac{1}{4} \mathbb{E}_\xi[e^2], & \text{if } \bar{a}_1 = a_1 + \delta, \\ \frac{1}{8} \left( (a_1 - \delta)^2 + (a_2 - (4\alpha - 1)\delta)^2 \right) - \frac{1}{4} (a_1 + a_2 - \delta - (4\alpha - 1)\delta) \mathbb{E}_\xi[c] \\ + \frac{1}{4} \mathbb{E}_\xi[e^2], & \text{if } \bar{a}_1 = a_1 - \delta. \end{cases}$$

thus we get

$$\pi_{S}^{h^*}(\bar{a}_1) - \pi_{S}^{nh^*}(\bar{a}_1) = \begin{cases} \frac{1}{4} \left( (\mathbb{E}_\xi[c] - \bar{c}) (a_1 + a_2 + \delta + (4\alpha - 1)\delta) - (\mathbb{E}_\xi[e^2] - \bar{e}^2) \right), & \text{if } \bar{a}_1 = a_1 + \delta, \\ \frac{1}{4} \left( (\mathbb{E}_\xi[c] - \bar{c}) (a_1 + a_2 - \delta - (4\alpha - 1)\delta) - (\mathbb{E}_\xi[e^2] - \bar{e}^2) \right), & \text{if } \bar{a}_1 = a_1 - \delta. \end{cases}$$

[169]
whence the supplier chooses to hedge if and only if

\[
\begin{aligned}
\frac{(a_1 + a_2 + 4\alpha \delta)}{2} &\geq \frac{\mathbb{E}_\xi [c^2] - \bar{c}^2}{2(\mathbb{E}_\xi [c] - \bar{c})} = t, \text{ if } \bar{a}_1 = a_1 + \delta, \\
\frac{(a_1 + a_2 - 4\alpha \delta)}{2} &\geq \frac{\mathbb{E}_\xi [c^2] - \bar{c}^2}{2(\mathbb{E}_\xi [c] - \bar{c})} = t, \text{ if } \bar{a}_1 = a_1 - \delta.
\end{aligned}
\]  

(B.20)

Therefore we can do further case discussions:

**Case (A1).** \(2(t - 2\alpha \delta) < a_1 + a_2 < 2t\). In this case, the supplier would hedge when observes \(\bar{a}_1 = a_1 + \delta\) and the supplier’s expected profit is:

\[
\pi_{S}^{(S,N)*} = \frac{1}{8} \left( a_1^2 + a_2^2 - (a_1 + a_2)(\mathbb{E}_\xi [c] + \bar{c}) + \mathbb{E}_\xi [c^2] + \bar{c}^2 \right.
\]

\[
+ (\delta + (4\alpha - 1)\delta)(\mathbb{E}_\xi [c] - \bar{c}) + \delta^2 + (4\alpha - 1)^2 \delta^2 \right). 
\]  

(B.21)

The expected profits for the two retailers are

\[
\pi_{R1}^{(S,N)*} = \frac{1}{2} \frac{(a_1 + \delta - \bar{c})^2}{16} + \frac{1}{2} \mathbb{E}_\xi \left[ \frac{(a_1 - \delta - c)^2}{16} \right], 
\]  

(B.22)

\[
\pi_{R2}^{(S,N)*} = \frac{1}{2} \pi_{R2} (q_2^*; a_1 + \delta, c) + \frac{1}{2} \mathbb{E}_\xi [\pi_{R2} (q_2^*; a_1 - \delta, c)] 
\]

\[
= \frac{1}{2} \left( \frac{1}{16} \left( (a_2 + (4\alpha - 1)\delta - \bar{c})^2 \right) \right) + \frac{1}{2} \mathbb{E}_\xi \left[ \frac{1}{16} \left( (a_2 - (4\alpha - 1)\delta - c)^2 \right) \right] + 2\alpha(1 - 2\alpha)\delta^2. 
\]  

(B.23)

**Case (A2).** \(2(t - \delta) < a_1 + a_2 < 2(t - 2\alpha \delta)\). In this case, with only one retailer shares information, the supplier would never hedge, whence

\[
\pi_{R1}^{(S,N)*} = \frac{1}{2} \mathbb{E}_\xi \left[ \frac{(a_1 + \delta - c)^2}{16} + \frac{(a_1 - \delta - c)^2}{16} \right], 
\]  

(B.24)

\[
\pi_{R2}^{(S,N)*} = \frac{1}{2} \mathbb{E}_\xi [\pi_{R2} (q_2^*; a_1 + \delta, c) + \pi_{R2} (q_2^*; a_1 - \delta, c)] 
\]

\[
= \frac{1}{2} \mathbb{E}_\xi \left[ \frac{1}{16} \left( (a_2 + (4\alpha - 1)\delta - c)^2 \right) + \frac{1}{16} \left( (a_2 - (4\alpha - 1)\delta - c)^2 \right) \right] + 2\alpha(1 - 2\alpha)\delta^2. 
\]  

(B.25)
According to the classic literature like [50], sharing information would be a pure loss for the retailer. Therefore, it is clear that in Case (A2), \((S,N)\) (or \((N,S)\)) cannot be equilibrium, \((N,N)\) is an equilibrium and it is unclear that whether \((S,S)\) could be an equilibrium.

**Case** \((B1)\). \(2t < a_1 + a_2 < 2(t + 2\alpha \delta)\). In this case, the supplier’s hedging strategy is the same as in Case \((A1)\). Therefore the supplier and the retailers’ expected profits also keep the same as in Case \((A1)\).

**Case** \((B2)\). \(2(t + 2\alpha \delta) < a_1 + a_2 < 2(t + \delta)\). In this case, with only one retailer shares information, the supplier would always hedge, whence

\[
\pi^{(S,N)*}_{R1} = \frac{1}{2} \left( \frac{(a_1 + \delta - \tilde{c})^2}{16} + \frac{(a_1 - \delta - \tilde{c})^2}{16} \right),
\]

\[
\pi^{(S,N)*}_{R2} = \frac{1}{2} \left( \pi^{(S_1,N_2)}_{R2} (q_1^*, a_1 + \delta, \tilde{c}) + \pi^{(S_2,N_1)}_{R2} (q_2^*, a_1 - \delta, \tilde{c}) \right)
= \frac{1}{2} \left( \frac{1}{16} (a_2 + (4\alpha - 1)\delta - \tilde{c})^2 + \frac{1}{16} (a_2 - (4\alpha - 1)\delta - \tilde{c})^2 \right) + 2\alpha (1 - 2\alpha)\delta^2.
\]

(B.26)

(B.27)

For the same reasons as Case \((A2)\), \((S,N)\) (or \((N,S)\)) cannot be equilibrium, \((N,N)\) is an equilibrium and it is unclear that whether \((S,S)\) could be an equilibrium.

**Scenario** \((N,S)\). This scenario is a symmetric analog to **Scenario** \((S,N)\) above.

**Scenario** \((N,N)\). When both of the retailers do not share information, for any realized production cost \(c\), the supplier’s expected total profit has form

\[
\pi^{(N,N)}_{S} (w_1, w_2) = \mathbb{E}_{\bar{a}_1, \bar{a}_2} \left[ \frac{1}{2} (w_1 - c) (\bar{a}_1 - w_1) + \frac{1}{2} (w_2 - c) (\bar{a}_2 - w_2) \right].
\]
which leads to optimal wholesale prices \( w_1^* = (a_1 + c)/2 \) and \( w_2^* = (a_2 + c)/2 \). Thus the supplier’s corresponding optimal expected profit when he does not hedge and hedges respectively are

\[
\pi_{S}^{nh*} = \frac{1}{8} \left( a_1^2 + a_2^2 - 2(a_1 + a_2)E[\xi] + 2E[\xi[c^2]] \right),
\pi_{S}^{h*} = \frac{1}{8} \left( a_1^2 + a_2^2 - 2(a_1 + a_2)\bar{c} + 2\bar{c}^2 \right).
\]

Whence the supplier prefers hedging when \( \pi_{S}^{h*} \geq \pi_{S}^{nh*} \) which is equivalent to

\[
\frac{a_1 + a_2}{2} \geq \frac{E[\xi[c^2]] - \bar{c}^2}{2(E[\xi[c]] - \bar{c})} = t. \tag{B.28}
\]

The corresponding optimal profit of retailer \( m \) has the form

\[
\pi_{(N,N)Rm}^{(N,N)*} = \begin{cases} 
\frac{E[\xi]\left[\frac{(a_m - \bar{c})^2 + 4\delta^2)}{16}\right]}{16}, & \text{if } \frac{a_1 + a_2}{2} < t, \\
\frac{(a_m - \bar{c})^2 + 4\delta^2}{16}, & \text{if } \frac{a_1 + a_2}{2} \geq t.
\end{cases} \tag{B.29}
\]

Equilibrium Analysis

For Case (A1), \( 2(t - 2\alpha\delta) < a_1 + a_2 < 2t \), from (B.22) and (B.29), we have

\[
\pi_{R1}^{(S,N)*} - \pi_{R1}^{(N,N)*} = \frac{1}{32} \left( 2(E[\xi[c]] - \bar{c})a_1 - (E[\xi[c^2]] - \bar{c}^2) + 2\delta(E[\xi[c]] - \bar{c} - 3\delta) \right). \tag{B.30}
\]

From (B.17) and (B.23), we have

\[
\pi_{R2}^{(S,S)*} - \pi_{R2}^{(S,N)*} = \frac{1}{32} (1 - 2\alpha) \left( (E[\xi[c^2]] - \bar{c}^2) - 2(E[\xi[c]] - \bar{c})a_2 + 2\delta(E[\xi[c]] - \bar{c} - 24\alpha\delta) \right), \tag{B.31}
\]

[172]
To break the tie, we assume that if a retailer is indifferent between sharing and not sharing information, the retailer would keep the information private. If \((N, N)\) is an equilibrium, then both \((B.30)\) and its analogue for retailer 2 should be non-positive, which leads to

\[ a_1, a_2 \leq t - \delta \left( 1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}} \right). \] \hspace{1cm} (B.32)

If \((S, S)\) is an equilibrium, then both \((B.42)\) and its analogue for retailer 1 should be positive, which leads to

\[ a_1, a_2 < t + \delta \left( 1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}} \right). \] \hspace{1cm} (B.33)

We notice that the parameter region where \((S, S)\) is an equilibrium overlaps the region where \((N, N)\) is an equilibrium, therefore we may conduct Pareto refinement in the overlapped region. From \((B.17)\) and \((B.29)\), we have

\[
\pi^{(S,S)*}_{Rm} - \pi^{(N,N)*}_{Rm} = \frac{1}{16} \left( \alpha \left( 2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) a_m - \left( \mathbb{E}_\xi [c^2] - \bar{c}^2 \right) \right) + 2\alpha \delta \left( \mathbb{E}_\xi [c] - \bar{c} \right) - 3\delta^2 \right), \quad m = 1, 2. \hspace{1cm} (B.34)
\]

Therefore, \((S, S)\) is ruled out after the Pareto refinement if and only if \(\pi^{(S,S)*}_{Rm} \leq \pi^{(N,N)*}_{Rm}\), \(m = 1, 2\), which is equivalent to

\[ a_1, a_2 \leq t - \delta \left( 1 - \frac{3\delta}{2\alpha \mathbb{E}_\xi [c] - \bar{c}} \right). \] \hspace{1cm} (B.35)

We know that \(\alpha \in (0, \frac{1}{2})\), whence condition \((B.32)\) is stronger than \((B.35)\), i.e., once \((N, N)\) is an equilibrium, it Pareto dominates the outcome \((S, S)\).
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If \((S, N)\) is an equilibrium, then (B.30) should be positive while (B.31) should be non-positive, which leads to
\[
a_1 > t - \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right) \quad \text{and} \quad a_2 \geq t + \delta \left(1 - \frac{24\alpha\delta}{E_\xi[c] - \bar{c}}\right),
\]
(B.36)

Symmetrically, if \((N, S)\) is an equilibrium, then
\[
a_1 \geq t + \delta \left(1 - \frac{24\alpha\delta}{E_\xi[c] - \bar{c}}\right) \quad \text{and} \quad a_2 > t - \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right),
\]
(B.37)

Parameter regions for equilibrium \((S, N)\) and \((N, S)\) also overlap. We have that
\[
\pi_{R1}^{(S, N)*} - \pi_{R1}^{(N, S)*} = \frac{1}{8} (1 - 2\alpha) \delta (E_\xi[c] - \bar{c} - 12\alpha\delta),
\]
(B.38)
\[
\pi_{R2}^{(S, N)*} - \pi_{R2}^{(N, S)*} = -\frac{1}{8} (1 - 2\alpha) \delta (E_\xi[c] - \bar{c} - 12\alpha\delta),
\]
(B.39)

which implies that neither \((S, N)\) nor \((N, S)\) can Pareto dominate the other, therefore in the overlapped parameter regions of equilibrium \((S, N)\) and \((N, S)\), the two equilibriums are both possible. We notice that the above analysis indicates that the parameter regions:

\[
a_1 \geq \max \left\{t - \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right), t + \delta \left(1 - \frac{24\alpha\delta}{E_\xi[c] - \bar{c}}\right)\right\},
\]
\[
a_2 \leq \min \left\{t - \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right), t + \delta \left(1 - \frac{24\alpha\delta}{E_\xi[c] - \bar{c}}\right)\right\},
\]
(B.40)

and

\[
a_1 \leq \min \left\{t - \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right), t + \delta \left(1 - \frac{24\alpha\delta}{E_\xi[c] - \bar{c}}\right)\right\},
\]
\[
a_2 \geq \max \left\{t - \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right), t + \delta \left(1 - \frac{24\alpha\delta}{E_\xi[c] - \bar{c}}\right)\right\},
\]
(B.41)
admit no pure Nash equilibrium. We use (B.40) as an example to explain the intuition ((B.41) has an analogous explanation). In the case of (B.40), the bigger player, retailer 1 tends to deviate her information-sharing policy from the smaller player, retailer 2, while retailer 2 tends to follow retailer 1’s policy, which leads to no pure Nash equilibrium. Specifically, without any information sharing, the supplier would not hedge which is not in favor of retailer 1’s interest, therefore, if retailer 2 holds information, retailer 1 would like to build up an information-sharing channel in order to incentivize supplier to hedge when retailer 1’s market turns out to be high type. However, if retailer 2 shares information, the retailer 1’s information sharing benefit of changing supplier’s hedging decision would be offset such that the cost of giving supplier the information advantage in setting wholesale price outweighs any benefits, which discourages retailer 1’s information sharing. On the other hand, for the smaller player, retailer 2, without information sharing, supplier’s no-hedging decision aligns with retailer 2’s interest, therefore when retailer 1 holds information, there is no incentive for retailer 2 to set up the information-sharing channel. However, if retailer 1 shares information, retailer 2 is hurt due to supplier’s twisted hedging decision. Retailer 2 has a smaller market than retailer 1, therefore the benefit of offsetting retailer 1’s influence on supplier’s hedging decision by sharing information can still outweigh the cost of more severe double marginalization if the supplier is more informed of retailer 2’s market. Slightly different but analogous phenomenon also takes place in Case (B1) below.

For Case (A2), \(2 (t - \delta) < a_1 + a_2 < 2 (t - 2\alpha \delta)\), as we have indicated before, \((N, N)\) is for sure an equilibrium, \((S, N)\) or \((N, S)\) cannot be equilibrium, now we check whether \((S, S)\) could be an equilibrium. From (B.17) and (B.25), we know that

\[
\pi_{R2}^{(S,S)*} - \pi_{R2}^{(S,N)*} = \frac{1}{16} \alpha \left( 2 (E_{\xi} [c] - \bar{c}) a_2 - (E_{\xi} [c^2] - \bar{c}^2) + 2\delta (E_{\xi} [c] - \bar{c}) - 24 (1 - 2\alpha) \delta^2 \right), \quad \text{(B.42)}
\]
Symmetrically, we can get the profit difference for retailer 1. Therefore, \((S, S)\) is equilibrium if and only if
\[
a_1, a_2 > t - \delta \left(1 - \frac{12 \left(1 - 2\alpha\right) \delta}{\mathbb{E}_\xi[c] - \bar{c}}\right). \tag{B.43}
\]
Because retailers’ profit functions in equilibrium outcome \((S, S)\) and \((N, N)\) have the same function forms as in Case \((A1)\), condition \((B.35)\) still holds here.

For Case \((B1)\), \(2t < a_1 + a_2 < 2 \left(t + 2\alpha\delta\right)\), from \((B.22)\) and \((B.29)\), we have
\[
\pi_{R_1}^{(S,N)*} - \pi_{R_1}^{(N,N)*} = \frac{1}{32} \left(2 \left(\mathbb{E}_\xi[c^2] - \bar{c}^2\right) - 2 \left(\mathbb{E}_\xi[c] - \bar{c}\right) a_1 + 2\delta \left(\mathbb{E}_\xi[c] - \bar{c} - 3\delta\right)\right), \tag{B.44}
\]
and from \((B.19)\) and \((B.23)\), we have
\[
\pi_{R_2}^{(S,S)*} - \pi_{R_2}^{(S,N)*} = \frac{1}{32} \left(1 - 2\alpha\right) \left(2 \left(\mathbb{E}_\xi[c] - \bar{c}\right) a_2 - \left(\mathbb{E}_\xi[c^2] - \bar{c}^2\right) + 2\delta \left(\mathbb{E}_\xi[c] - \bar{c} - 24\alpha\delta\right)\right). \tag{B.45}
\]
By exchanging \(a_1\) and \(a_2\), we can get the analogue results for scenario \((N, S)\).

If \((N, N)\) is an equilibrium, then both \((B.44)\) and its analogue for retailer 2 should be non-positive, which leads to
\[
a_1, a_2 \geq t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right). \tag{B.46}
\]
If \((S, S)\) is an equilibrium, then both \((B.45)\) and its analogue for retailer 1 should be positive, which leads to
\[
a_1, a_2 > t - \delta \left(1 - \frac{24\alpha\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right). \tag{B.47}
\]
Similar as in Case (A1), from (B.19) and (B.29), we have

\[
\pi_{Rm}^{(S,S)*} - \pi_{Rm}^{(N,N)*} = \frac{1}{16} \left( \alpha \left( \left( \mathbb{E}_\xi [c^2] - \bar{c}^2 \right) - 2 (\mathbb{E}_\xi [c] - \bar{c}) a_m \right) + 2\alpha \delta (\mathbb{E}_\xi [c] - \bar{c}) - 3\delta^2 \right), \quad m = 1, 2. \tag{B.48}
\]

Therefore, \((S,S)\) is ruled out after the Pareto refinement if and only if \(\pi_{Rm}^{(S,S)*} \leq \pi_{Rm}^{(N,N)*},\) \(m = 1, 2,\) which is equivalent to

\[
a_1, a_2 \geq t + \delta \left( 1 - \frac{3\delta}{2\alpha (\mathbb{E}_\xi [c] - \bar{c})} \right). \tag{B.49}
\]

We know that \(\alpha \in (0, \frac{1}{2})\), whence condition (B.46) is stronger than (B.49), i.e., once \((N, N)\) is an equilibrium, it Pareto dominates the outcome \((S, S)\).

If \((S, N)\) is an equilibrium, then (B.44) should be positive while (B.45) should be non-negative, which leads to

\[
a_1 < t + \delta \left( 1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}} \right) \text{ and } a_2 \leq t - \delta \left( 1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}} \right). \tag{B.50}
\]

Symmetrically, if \((N, S)\) is an equilibrium, then

\[
a_1 \leq t - \delta \left( 1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}} \right) \text{ and } a_2 < t + \delta \left( 1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}} \right). \tag{B.51}
\]

Similar as Case (A1), neither of \((S, N)\) nor \((N, S)\) would be ruled out after Pareto refinement. Analogous to Case (A1), in the following parameter regions, pure Nash equilibrium does not exist:

\[
\begin{align*}
a_1 &\geq \max \left\{ t + \delta \left( 1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}} \right), t - \delta \left( 1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}} \right) \right\}, \\
a_2 &\leq \min \left\{ t + \delta \left( 1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}} \right), t - \delta \left( 1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}} \right) \right\}. \tag{B.52}
\end{align*}
\]
and
\[
a_1 \leq \min \left\{ t + \delta \left( 1 - \frac{3\delta}{\mathbb{E}_\xi[c] - \bar{c}} \right), \ t - \delta \left( 1 - \frac{24\alpha\delta}{\mathbb{E}_\xi[c] - \bar{c}} \right) \right\},
\]
\[
a_2 \geq \max \left\{ t + \delta \left( 1 - \frac{3\delta}{\mathbb{E}_\xi[c] - \bar{c}} \right), \ t - \delta \left( 1 - \frac{24\alpha\delta}{\mathbb{E}_\xi[c] - \bar{c}} \right) \right\}.
\] (B.53)

For **Case (B2)**, \(2 (t + 2\alpha \delta) < a_1 + a_2 < 2 (t + \delta)\), as we have indicated before, \((N, N)\) is for sure an equilibrium, \((S, N)\) or \((N, S)\) cannot be equilibrium, now we check whether \((S, S)\) could be an equilibrium. From (B.19) and (B.27), we know that
\[
\pi_{R2}^{(S,S)*} - \pi_{R2}^{(S,N)*} = \frac{1}{16} a_1 \left( (\mathbb{E}_\xi[c^2] - \bar{c}^2) - 2 (\mathbb{E}_\xi[c] - \bar{c}) a_2 + 2\delta (\mathbb{E}_\xi[c] - \bar{c}) - 24 (1 - 2\alpha) \delta^2 \right), \quad (B.54)
\]

Symmetrically, we can get the profit difference for retailer 1. Therefore, \((S, S)\) is equilibrium if and only if
\[
a_1, a_2 < t + \delta \left( 1 - \frac{12 (1 - 2\alpha) \delta^2}{\mathbb{E}_\xi[c] - \bar{c}} \right). \quad (B.55)
\]

Because retailers’ profit functions in equilibrium outcome \((S, S)\) and \((N, N)\) have the same function forms as in Case (B1), condition (B.49) still holds here.

**Supply Chain Efficiency**

**Case (A1)**. \(2 (t - 2\alpha \delta) < a_1 + a_2 < 2t\). Under scenario \((S, N)\), the total welfare is
\[
\pi_{SC}^{(S,N)*} = \pi_{S}^{(S,N)*} + \pi_{R1}^{(S,N)*} + \pi_{R2}^{(S,N)*}
\]
\[
= \frac{1}{16} \left( 3 (a_1^2 + a_2^2 - (\mathbb{E}_\xi[c] + \bar{c}) (a_1 + a_2) + \mathbb{E}_\xi[c^2] + \bar{c}^2) + 12\alpha\delta (\mathbb{E}_\xi[c] - \bar{c}) + 2 \left( 3 + 4\alpha - 8\alpha^2 \right) \delta^2 \right).
\]

[178]
Under scenario \((S, S)\), the total welfare is

\[
\pi_{SC}^{(S,S)} = \pi_S^{(S,S)} + \pi_{R1}^{(S,S)} + \pi_{R2}^{(S,S)} = \frac{3}{16} \left( a_1^2 + a_2^2 - 2 ((1 - \alpha) E_\xi [c] + \alpha \bar{c}) (a_1 + a_2) 
+ 2 \left( (1 - \alpha) E_\xi [c] + \alpha \bar{c} + 2 \alpha \delta (E_\xi [c - \bar{c}] + \delta^2) \right) \right).
\]

Under scenario \((N, N)\), the total welfare is

\[
\pi_{SC}^{(N,N)} = \pi_S^{(N,N)} + \pi_{R1}^{(N,N)} + \pi_{R2}^{(N,N)} = \frac{3}{16} \left( a_1^2 + a_2^2 - 2 (a_1 + a_2) E_\xi [c] + 2 E_\xi [c] \right) + \frac{\delta^2}{2}.
\]

Therefore, \((S, N)\) increases total welfare (i.e., \(\pi_{SC}^{(S,N)} \geq \pi_{SC}^{(N,N)}\)) if and only if

\[
a_1 + a_2 \geq 2t - 4\alpha \delta + \frac{2\delta^2 (1 - 4\alpha + 8\alpha^2)}{3 (E_\xi [c] - \bar{c})}.
\]

And \((S, S)\) increases total welfare (i.e., \(\pi_{SC}^{(S,S)} \geq \pi_{SC}^{(N,N)}\)) if and only if

\[
a_1 + a_2 \geq 2t - 2\delta + \frac{\delta^2}{3 \alpha (E_\xi [c] - \bar{c})}.
\]

Combining the equilibrium analysis in Section 2.5.1, we summarize the conditions under which \((S, N)\), \((N, S)\) and \((S, S)\) emerge as equilibrium (after Pareto refinement) and decreases the system’s efficiency:

**Case** \((A2)\). \(2 (t - \delta) < a_1 + a_2 < 2 (t - 2\alpha \delta)\). As we have indicated before, \((S, N)\) and \((N, S)\) would never emerge as an equilibrium under this scenario, while the profit functions for both sharing outcome \((S, S)\) and \((N, N)\) are the same as in Case \((A1)\), therefore all the results in Case \((A1)\) also hold here.
Case (B1). $2t < a_1 + a_2 < 2(t + 2\alpha\delta)$. Under scenario $(S, S)$, the total welfare is

$$
\pi_{SC}^{(S,S)*} = \pi_S^{(S,S)*} + \pi_{R1}^{(S,S)*} + \pi_{R2}^{(S,S)*}
$$

$$
= \frac{3}{16} \left( a_1^2 + a_2^2 - 2(\alpha\mathbb{E}_\xi[c] + (1 - \alpha)\bar{c})(a_1 + a_2) 
+ 2(\alpha\mathbb{E}_\xi[c] + (1 - \alpha)\bar{c} + 2\alpha\delta(\mathbb{E}_\xi[c] - \bar{c} + \delta^2)) \right).
$$

Under scenario $(S, N)$, the total welfare is

$$
\pi_{SC}^{(S,N)*} = \pi_S^{(S,N)*} + \pi_{R1}^{(S,N)*} + \pi_{R2}^{(S,N)*}
$$

$$
= \frac{1}{16} \left( 3(a_1^2 + a_2^2 - (\mathbb{E}_\xi[c] + \bar{c})(a_1 + a_2) + \mathbb{E}_\xi[c^2] + \bar{c}^2) 
+ 12\alpha\delta(\mathbb{E}_\xi[c] - \bar{c}) + 2(3 + 4\alpha - 8\alpha^2)\delta^2 \right).
$$

Under scenario $(N, N)$, the total welfare is

$$
\pi_{SC}^{(N,N)*} = \pi_S^{(N,N)*} + \pi_{R1}^{(N,N)*} + \pi_{R2}^{(N,N)*} = \frac{3}{16} \left( a_1^2 + a_2^2 - 2(a_1 + a_2)\bar{c} + 2\bar{c}^2 \right) + \frac{\delta^2}{2}.
$$

Therefore, $(S, S)$ increases total welfare (i.e., $\pi_{SC}^{(S,S)*} \geq \pi_{SC}^{(N,N)*}$) if and only if

$$
a_1 + a_2 \leq 2t + 2\delta - \frac{\delta^2}{3\alpha(\mathbb{E}_\xi[c] - \bar{c})}.
$$

And $(S, N)$ increases total welfare (i.e., $\pi_{SC}^{(S,N)*} \geq \pi_{SC}^{(N,N)*}$) if and only if

$$
a_1 + a_2 \leq 2t + 4\alpha\delta - \frac{2\delta^2(1 - 4\alpha + 8\alpha^2)}{3(\mathbb{E}_\xi[c] - \bar{c})}.
$$

Case (B2). $2(t + 2\alpha\delta) < a_1 + a_2 < 2(t + \delta)$. Due to the similar arguments as in Case (A2), only $(S, S)$ and $(N, N)$ could be potential equilibriums and all the results hold the same as in Case (B1).
Appendix C: Duopoly Stackelberg Information-Sharing Game

We consider the following scenario where retailer 1 is the Stackelberg leader in the information-sharing game.

For Case (A1), \(2(t - 2αδ) \leq a_1 + a_2 < 2t\), given that retailer 1 shares information, retailer 2 would share information if and only if \(a_2 < t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right)\). On the other hand, given that retailer 1 does not share information, retailer 2 would share information if and only if \(a_2 > t - δ\left(1 - \frac{3δ}{E_{ξ}[c] - c}\right)\). We know that \(t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right) \geq t - δ\left(1 - \frac{3δ}{E_{ξ}[c] - c}\right)\) is equivalent to \(E_{ξ}[c] - c \geq (12α + \frac{3}{2})δ\).

Therefore, when \(E_{ξ}[c] - c \geq (12α + \frac{3}{2})δ\), if \(a_2 \leq t - δ\left(1 - \frac{3δ}{E_{ξ}[c] - c}\right)\), retailer 2 will follow retailer 1’s information-sharing strategy; if \(t - δ\left(1 - \frac{3δ}{E_{ξ}[c] - c}\right) < a_2 < t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right)\), retailer 2 will always share information; if \(a_2 \geq t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right)\), retailer 2 will always conduct the opposite sharing strategy against retailer 1. Anticipating retailer 2’s strategies, we then conduct discussions on retailer 1’s policies. When \(a_2 < t - δ\left(1 - \frac{3δ}{E_{ξ}[c] - c}\right)\), retailer 1 needs to compare the equilibrium profits of sharing outcomes \((S, S)\) and \((N, N)\). We have

\[
π_{R1}^{(S,S)*} - π_{R1}^{(N,N)*} = \frac{1}{16}(2α(E_{ξ}[c] - c)a_1 - α(E_{ξ}[c^2] - c^2) + 2αδ(E_{ξ}[c] - c) - 3δ^2),
\]

whence retailer 1 would choose to share information and end up in the equilibrium outcome \((S, S)\) when \(a_1 > t - δ\left(1 - \frac{3δ}{2α(E_{ξ}[c] - c)}\right)\), while retailer 1 would choose the alternative outcome \((N, N)\) when \(a_1 ≤ t - δ\left(1 - \frac{3δ}{2α(E_{ξ}[c] - c)}\right)\). When \(t - δ\left(1 - \frac{3δ}{E_{ξ}[c] - c}\right) \leq a_2 < t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right)\), retailer 1 needs to compare equilibrium outcomes of \((S, S)\) and \((N, S)\). Based on the calculations before, we know that retailer 1 would share information when \(a_1 < t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right)\) and hold information when \(a_1 ≥ t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right)\). Lastly, when \(a_2 ≥ t + δ\left(1 - \frac{24αδ}{E_{ξ}[c] - c}\right)\), retailer 1 needs to compare equilibrium outcomes of \((S, N)\) and \((N, S)\). We have

\[
π_{R1}^{(S,N)*} - π_{R1}^{(N,S)*} = \frac{1}{8}(1 - 2α)δ(E_{ξ}[c] - c - 12αδ),
\]
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therefore when $\mathbb{E}_\xi [c] - \bar{c} > 12\alpha \delta$, retailer 1 would share information and end up in equilibrium $(S, N)$; otherwise when $\mathbb{E}_\xi [c] - \bar{c} \leq 12\alpha \delta$, retailer 1 would hold information and end up in equilibrium $(N, S)$. Because we now assume that $\mathbb{E}_\xi [c] - \bar{c} \geq (12\alpha + \frac{3}{2}) \delta$, retailer 1 would share information and retailer 2 would hold information.

When $\mathbb{E}_\xi [c] - \bar{c} < (12\alpha + \frac{3}{2}) \delta$, if $a_2 < t + \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$, retailer 2 will follow retailer 1’s information-sharing strategy; if $t + \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}}\right) \leq a_2 \leq t - \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$, retailer 2 will always hold information; if $a_2 > t - \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$, retailer 2 will always conduct the opposite sharing strategy against retailer 1. Anticipating retailer 2’s strategies, we then conduct discussions on retailer 1’s policies. When $a_2 < t + \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$, retailer 1 needs to compare the equilibrium profits of sharing outcomes $(S, S)$ and $(N, N)$. Same as before, we have

\[
\pi_{R1}^{(S,S)*} - \pi_{R1}^{(N,N)*} = \frac{1}{16} \left(2\alpha (\mathbb{E}_\xi [c] - \bar{c}) a_1 - \alpha (\mathbb{E}_\xi [c^2] - \bar{c}^2) + 2\alpha \delta (\mathbb{E}_\xi [c] - \bar{c}) - 3\delta^2\right),
\]

whence retailer 1 would choose to share information and end up in the equilibrium outcome $(S, S)$ when $a_1 > t - \delta \left(1 - \frac{3\delta}{2\alpha (\mathbb{E}_\xi [c] - \bar{c})}\right)$, while retailer 1 would choose the alternative outcome $(N, N)$ when $a_1 \leq t - \delta \left(1 - \frac{3\delta}{2\alpha (\mathbb{E}_\xi [c] - \bar{c})}\right)$. When $t + \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_\xi [c] - \bar{c}}\right) \leq a_2 \leq t - \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$, retailer 1 needs to compare equilibrium outcomes of $(S, N)$ and $(N, N)$. Based on the calculations before, we know that retailer 1 would share information when $a_1 > t - \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$ and hold information when $a_1 \leq t - \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$. Lastly, when $a_2 > t - \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi [c] - \bar{c}}\right)$, retailer 1 needs to compare equilibrium outcomes of $(S, N)$ and $(N, S)$. We have

\[
\pi_{R1}^{(S,N)*} - \pi_{R1}^{(N,S)*} = \frac{1}{8} (1 - 2\alpha) \delta (\mathbb{E}_\xi [c] - \bar{c} - 12\alpha \delta),
\]
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therefore when $E_\xi[c] - \bar{c} > 12\alpha \delta$, retailer 1 would share information and end up in equilibrium $(S, N)$; otherwise when $E_\xi[c] - \bar{c} \leq 12\alpha \delta$, retailer 1 would hold information and end up in equilibrium $(N, S)$.

For Case (A2), $2(t - \delta) < a_1 + a_2 < 2(t - 2\alpha \delta)$, given that retailer 1 shares information, according to (B.42) and (B.43), retailer 2 would share information if and only if $a_2 > t - \delta \left(1 - \frac{12(1 - 2\alpha)\delta}{E_\xi[c] - \bar{c}}\right)$. On the other hand, if $a_2 \leq t - \delta \left(1 - \frac{12(1 - 2\alpha)\delta}{E_\xi[c] - \bar{c}}\right)$, i.e., retailer 2 chooses to hold information, there would be no incentive for retailer 1 to share the information in the first place, because retailer 1’s information alone has no influence on supplier’s hedging decision while it does provide the supplier better knowledge to exploit more profit from the downstream. In the other scenario, given that retailer 1 holds information, there is no incentive for retailer 2 to share information, because retailer 2 has no influence on supplier’s hedging decision in this case, i.e., the only possible outcome would be $(N, N)$. In summary, retailer 1 would choose to share information if and only if retailer 2 prefers outcome $(S, S)$ over $(S, N)$ and retailer 1 prefers outcome $(S, S)$ over $(N, N)$. The equilibrium profits for outcomes $(S, S)$ and $(N, N)$ keep the same as in Case (A1), therefore we conclude that retailer 1 would choose to share information and end up in outcome $(S, S)$ if and only if $a_1 > t - \delta \left(1 - \frac{3\delta}{2\alpha (E_\xi[c] - \bar{c})}\right)$ and $a_2 > t - \delta \left(1 - \frac{12(1 - 2\alpha)\delta}{E_\xi[c] - \bar{c}}\right)$. Otherwise, the equilibrium outcome is $(N, N)$.

For Case (B1), $2t \leq a_1 + a_2 < 2(t + 2\alpha \delta)$, given that retailer 1 shares information, retailer 2 would share information if and only if $a_2 > t - \delta \left(1 - \frac{24\alpha \delta}{E_\xi[c] - \bar{c}}\right)$. On the other hand, given that retailer 1 does not share information, retailer 2 would share information if and only if $a_2 < t + \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right)$. From the above $t - \delta \left(1 - \frac{24\alpha \delta}{E_\xi[c] - \bar{c}}\right) > t + \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right)$ is equivalent to $E_\xi[c] - \bar{c} < (12\alpha + \frac{3}{2}) \delta$.

Therefore, when $E_\xi[c] - \bar{c} < (12\alpha + \frac{3}{2}) \delta$, if $a_2 < t + \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right)$, retailer 2 will conduct the opposite strategy against retailer 1; if $t + \delta \left(1 - \frac{3\delta}{E_\xi[c] - \bar{c}}\right) \leq a_2 \leq t - \delta \left(1 - \frac{24\alpha \delta}{E_\xi[c] - \bar{c}}\right)$, retailer 2 will always hold information; if $a_2 > t - \delta \left(1 - \frac{24\alpha \delta}{E_\xi[c] - \bar{c}}\right)$, retailer 2 will always follow retailer
1’s strategy. Anticipating retailer 2’s strategies, we then conduct discussions on retailer 1’s policies. When $a_2 < t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$, retailer 1 needs to compare the equilibrium profits of sharing outcomes $(S, N)$ and $(N, S)$. We have

$$\pi^{(S,N)*}_{R1} - \pi^{(N,S)*}_{R1} = \frac{1}{8} (1 - 2\alpha) \delta (\mathbb{E}_{\xi}[c] - \bar{c} - 12\alpha \delta),$$

therefore when $\mathbb{E}_{\xi}[c] - \bar{c} > 12\alpha \delta$, retailer 1 would share information and end up in equilibrium $(S, N)$; otherwise when $\mathbb{E}_{\xi}[c] - \bar{c} \leq 12\alpha \delta$, retailer 1 would hold information and end up in equilibrium $(N, S)$. When $t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right) \leq a_2 \leq t - \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$, retailer 1 needs to compare equilibrium outcomes of $(S, N)$ and $(N, N)$. Based on the calculations before, we know that retailer 1 would share information when $a_1 < t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$ and hold information when $a_1 \geq t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$. Lastly, when $a_2 > t - \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$, retailer 1 needs to compare equilibrium outcomes of $(S, S)$ and $(N, N)$. We have

$$\pi^{(S,S)*}_{R1} - \pi^{(N,N)*}_{R1} = \frac{1}{16} \left(\alpha (\mathbb{E}_{\xi}[c^2] - \bar{c}^2) - 2\alpha (\mathbb{E}_{\xi}[c] - \bar{c}) a_1 + 2\alpha \delta (\mathbb{E}_{\xi}[c] - \bar{c} - 3\delta^2)\right),$$

therefore when $a_1 \geq t + \delta \left(1 - \frac{3\delta}{2\alpha(\mathbb{E}_{\xi}[c]-\bar{c})}\right)$, retailer 1 would hold information and end up in the equilibrium $(N, N)$; when $a_1 < t + \delta \left(1 - \frac{3\delta}{2\alpha(\mathbb{E}_{\xi}[c]-\bar{c})}\right)$, retailer 1 would share information and end up in the equilibrium $(S, S)$.

When $\mathbb{E}_{\xi}[c] - \bar{c} \geq (12\alpha + \frac{3}{2}) \delta$, if $a_2 \leq t - \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$, retailer 2 will conduct the opposite sharing strategy against retailer 1; if $t - \delta \left(1 - \frac{24\alpha \delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right) < a_2 < t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$, retailer 2 will always share information; if $a_2 \geq t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_{\xi}[c]-\bar{c}}\right)$, retailer 2 will always follow retailer 1’s strategy. Anticipating retailer 2’s strategies, we then conduct discussions.
on retailer 1’s policies. When \( a_2 \leq t - \delta \left(1 - \frac{24\alpha\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) \), retailer 1 needs to compare equilibrium outcomes of \((S, N)\) and \((N, S)\). We have

\[
\pi_{R1}^{(S,N)*} - \pi_{R1}^{(N,S)*} = \frac{1}{8} (1 - 2\alpha) \delta (\mathbb{E}_\xi[c] - \bar{c} - 12\alpha\delta),
\]

therefore when \( \mathbb{E}_\xi[c] - \bar{c} > 12\alpha\delta \), retailer 1 would share information and end up in equilibrium \((S, N)\); otherwise when \( \mathbb{E}_\xi[c] - \bar{c} \leq 12\alpha\delta \), retailer 1 would hold information and end up in equilibrium \((N, S)\). Because we assume that \( \mathbb{E}_\xi[c] - \bar{c} > (12\alpha + \frac{3}{2}) \delta \), retailer 1 would share information while retailer 2 would hold information. When \( t - \delta \left(1 - \frac{24\alpha\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) < a_2 < t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) \), retailer 1 needs to compare equilibrium outcomes of \((S, S)\) and \((N, S)\). Based on the calculations before, we know that retailer 1 would share information when \( a_1 > t - \delta \left(1 - \frac{24\alpha\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) \) and hold information when \( a_1 \leq t - \delta \left(1 - \frac{24\alpha\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) \). Lastly, when \( a_2 \geq t + \delta \left(1 - \frac{3\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) \), retailer 1 needs to compare the equilibrium profits of sharing outcomes \((S, S)\) and \((N, N)\). Same as before, we have

\[
\pi_{R1}^{(S,S)*} - \pi_{R1}^{(N,N)*} = \frac{1}{16} \left(\alpha (\mathbb{E}_\xi[c^2] - c'^2) - 2\alpha (\mathbb{E}_\xi[c] - \bar{c}) a_1 + 2\alpha\delta (\mathbb{E}_\xi[c] - \bar{c} - 3\delta^2)\right),
\]

whence retailer 1 would choose to hold information and end up in the equilibrium outcome \((N, N)\) when \( a_1 \geq t + \delta \left(1 - \frac{3\delta}{2\alpha(\mathbb{E}_\xi[c] - \bar{c})}\right) \), while retailer 1 would choose the alternative outcome \((S, S)\) when \( a_1 < t + \delta \left(1 - \frac{3\delta}{2\alpha(\mathbb{E}_\xi[c] - \bar{c})}\right) \).

For Case \((B2)\), \(2(t + 2\alpha\delta) \leq a_1 + a_2 < 2(t + \delta)\), the analysis is analogous to Case \((A2)\). Given that retailer 1 shares information, according to \((B.54)\) and \((B.55)\), retailer 2 would share information if and only if \( a_2 < t + \delta \left(1 - \frac{12(1-2\alpha)\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) \). On the other hand, if \( a_2 \geq t - \delta \left(1 - \frac{12(1-2\alpha)\delta}{\mathbb{E}_\xi[c] - \bar{c}}\right) \), i.e., retailer 2 chooses to hold information, there would be no incentive for retailer 1 to share the information in the first place. In the other scenario, given that retailer 1 holds information, there is no incentive for retailer 2 to share information
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and the only possible outcome would be \((N, N)\). In summary, retailer 1 would choose to share information if and only if retailer 2 prefers outcome \((S, S)\) over \((S, N)\) and retailer 1 prefers outcome \((S, S)\) over \((N, N)\). The equilibrium profits for outcomes \((S, S)\) and \((N, N)\) keep the same as in Case \((B1)\), therefore we conclude that retailer 1 would choose to share information and end up in outcome \((S, S)\) if and only if \(a_1 < t + \delta \left( 1 - \frac{2\delta}{2a(E_c[c] - \bar{c})} \right) \) and \(a_2 < t + \delta \left( 1 - \frac{12(1-2a)\delta}{E_c[c] - \bar{c}} \right) \). Otherwise, the equilibrium outcome is \((N, N)\).
Appendix D: Proofs

Proof  Proof for Proposition 2.3.1: First we consider the case when \( E[a] \geq t \). From (2.2) and (2.4), we have

\[
\pi^{ss} - \bar{\pi}^{ss} = \frac{1}{16b} \left[ -3E[a^2] + 3E[a]^2 + 2E[a]\bar{c} - \bar{c}^2 \right. \\
\left. - 2 \left( \mathbb{E}_\xi [c] \int_a^t a \, dF(a) + \bar{c} \int_a^\bar{c} a \, dF(a) \right) + \mathbb{E}_\xi [c^2] F(t) + \bar{c}^2 \bar{F}(t) \right]. \tag{B.56}
\]

We notice that \( E[a^2] - E[a]^2 = Var(a) \), then

\[
(B.56) = \frac{1}{16b} \left[ -3Var(a) + 2E[a]\bar{c} - \bar{c}^2 - 2 \left( \mathbb{E}_\xi [c] \int_a^t a \, dF(a) + \bar{c} \int_a^\bar{c} a \, dF(a) \right) \\
+ \mathbb{E}_\xi [c^2] F(t) + \bar{c}^2 \bar{F}(t) \right] \\
= \frac{1}{16b} \left[ -3Var(a) + 2E[a]\bar{c} - 2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \int_a^t a \, dF(a) + \bar{c} \int_a^\bar{c} a \, dF(a) \right] \\
+ \left( \mathbb{E}_\xi [c^2] - \bar{c}^2 \right) F(t) \\
= \frac{1}{16b} \left[ -3Var(a) - 2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \int_a^t a \, dF(a) + \left( \mathbb{E}_\xi [c^2] - \bar{c}^2 \right) F(t) \right]. \tag{B.57}
\]

Here we use the formulas \( \int_a^t a \, dF(a) = tF(t) - \int_a^t F(a) \, da \) and \( t = \frac{\mathbb{E}_\xi [c^2] - \bar{c}^2}{2(\mathbb{E}_\xi [c] - \bar{c})} \), then

\[
(B.57) = \frac{1}{16b} \left[ -3Var(a) - 2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \left( tF(t) - \int_a^t F(a) \, da \right) + \left( \mathbb{E}_\xi [c^2] - \bar{c}^2 \right) F(t) \right] \\
= \frac{1}{16b} \left[ 2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \int_a^t F(a) \, da - 3Var(a) \right].
\]

Therefore, voluntary information sharing is possible if and only if under the two conditions mentioned above,

\[
2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \int_a^t F(a) \, da > 3Var(a). \tag{B.58}
\]
Then we consider the other case when $\mathbb{E}_a [a] < t$. From (2.2) and (2.5), we have

$$\pi_{\text{ss}} - \pi_{\text{ns}} = \frac{1}{16b} \left[ -3\mathbb{E}_a [a^2] + 3\mathbb{E}_a [a]^2 + 2\mathbb{E}_a [a] \mathbb{E}_\xi [c] - \mathbb{E}_\xi [c^2] 
- 2 \left( \mathbb{E}_\xi [c] \int_a^t a \, dF(a) + \bar{c} \int_t^{\bar{a}} a \, dF(a) \right) + \mathbb{E}_\xi [c^2] F(t) + \bar{c}^2 \bar{F}(t) \right]. \quad (B.59)$$

Following the similar process, we can get the sufficient and necessary condition that leads to voluntary information sharing when $\mathbb{E}_a [a] < t$:

$$2 \left( \mathbb{E}_\xi [c] - \bar{c} \right) \int_t^{\bar{a}} F(a) \, da > 3 \text{Var} (a), \quad (B.60)$$

where $\bar{F}(\cdot) = 1 - F(\cdot)$.

**Proof** Proof for Corollary 2.3.1: Let $\mathbb{E} [a] = t$, then condition (B.58) (similarly for (B.60)) directly leads to the following simpler necessary condition for voluntary information sharing:

$$\mathbb{E}_\xi [c] - \bar{c} > \frac{3 \text{Var} (a)}{2 \int_{-\mathbb{E}[a]}^{\mathbb{E}[a]} F(a) \, da}. \quad (B.61)$$

Let $\sigma_0$ denote the standard deviation of random variable $a$, then for example if $a$ follows a truncated normal distribution, the right-hand side of (B.61) is less than $3 \sqrt{2\pi} \sigma_0 / 2$; if $a$ follows a uniform distribution, the right-hand side of (B.61) is $2 \sqrt{3} \sigma_0$. Because (B.61) is a necessary condition to (B.58), if (B.61) does not hold, one can directly conclude that there would not be information sharing. Furthermore, when $a$ follows a symmetric distribution, we can actually get a distribution-free criteria based upon (B.61) by calculating $\inf_F \left\{ 3 \text{Var}(a) / 2 \int_{-\mathbb{E}[a]}^{\mathbb{E}[a]} F(a) \, da \right\}$. Let $\tilde{a} = a - \mathbb{E}[a]$ which follows distribution $\bar{F}(\cdot)$, then we have

$$\int_{-\mathbb{E}[a]}^{\mathbb{E}[a]} F(a) \, da = \int_{\tilde{a} - \mathbb{E}[a]}^{\mathbb{E} \tilde{a}} \bar{F}(a) \, da = - \int_{\tilde{a} - \mathbb{E}[a]}^{\mathbb{E} \tilde{a}} a \tilde{f}(a) \, da = \frac{1}{2} \mathbb{E} [\tilde{a}] \leq \frac{1}{2} \sqrt{\text{Var}(\tilde{a})} = \frac{1}{2} \sigma_0,$$
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where the inequality comes from Hölder’s inequality. Therefore, $3\text{Var}(a)/2 \int_2^E [a] F(a) da \geq 3\sigma_0$, that is, if $\mathbb{E}_c[c] - \bar{c} < 3\sigma_0$, there would not be voluntary information sharing.

**Proof** Proof for Corollary 2.4.1: It is straightforward to see that the existence of the information-sharing channel cannot make the supplier worse, because the supplier can simply neglect any shared information and act as if there is no information-sharing channel. If no-information-sharing is not an equilibrium, i.e., $\Pi^S_R(1) - \Pi^N_R(0) > 0$, there must exist an integer $k^* \in \{1, \cdots, n-1\}$ such that $\Pi^S_R(l) > \Pi^N_R(l-1)$ for all $l \leq k^*$ and $\Pi^S_R(k^* + 1) \leq \Pi^N_R(k^*)$, then $k^*$ out of $n$ retailers sharing information is a Nash equilibrium. We claim that it Pareto improves the no-information-sharing outcome.

From (B.11) and (B.12), for any $k \in \{1, \cdots, n\}$, we have

$$
\Pi^N_R(k) - \Pi^S_R(k) = \frac{4\sigma_0^4\sigma^2 (n+1)^2 ((k+1)\sigma_0^2 + \sigma^2)}{(k\sigma_0^2 + \sigma^2)((n+k+1)\sigma_0^2 + 2\sigma^2)^2} > 0. \quad (B.62)
$$

Therefore for any $l \leq k^*$, $\Pi^S_R(l) \geq \Pi^N_R(l-1) > \Pi^S_R(l-1)$, which leads to $\Pi^S_R(k^*) > \Pi^S_R(1) \geq \Pi^N_R(0)$. On the other hand, $\Pi^N_R(k^*) > \Pi^S_R(k^*) > \Pi^N_R(0)$, so we conclude that the information sharing equilibrium where $k^*$ out of $n$ retailers share information Pareto dominates the no-information-sharing outcome.

**Proof** Proof for Lemma 2.4.2: Here we only prove $\Delta^SN_I(k) < \Delta^NN_I(k)$, the rest of the relations are straightforward. Direct calculation gives

$$
\Delta^NN_I(k) - \Delta^SN_I(k) = \frac{4(n+1)^2 \sigma^2 \sigma_0^4 (\sigma^2 + (k+1)\sigma_0^2)}{(\sigma^2 + k\sigma_0^2)(2\sigma^2 + (n+k+1)\sigma_0^2)^2} > 0.
$$

The proof is completed.
Proof  Proof for Proposition 2.4.2: From (B.1), (B.2) and (B.4), we know that for realized production cost \( c \) and shared information \( \{Y_j\}_{j \in K} \),

\[
Q(k) = \frac{1}{n+1} \left( \frac{n(a-c)}{2} + \left( k A_i^k + (n-k) B_i^k - \frac{n}{2} A_i^k \right) \cdot \sum_{j \in K} Y_j + B_i^k \cdot \sum_{i \in N \setminus K} Y_i \right).
\]

On the other hand, we know that

\[
\sum_{i \in N \setminus K} Y_i \Big| \{Y_j\}_{j \in K} \sim N \left( (n-k) A_i^k \cdot \sum_{j \in K} Y_j, (n-k) \sigma^2 \cdot \frac{A_i^k}{A_i^n} \right),
\]

\[
\sum_{j \in K} Y_j \sim N \left( 0, k^2 \sigma_0^2 + k \sigma^2 \right),
\]

then we can get

\[
CS(k) = \frac{1}{2} \mathbb{E} [Q^2] = \frac{n^2}{8(n+1)^2} \cdot \mathbb{E} \left[ \left( a - c + A_i^k \cdot \sum_{j \in K} Y_j \right)^2 \right] + \left( \frac{n-k}{(n+1)^2} \cdot \frac{A_i^k}{A_i^n} \cdot (B_i^k)^2 \right)
\]

\[
= \frac{n^2}{8(n+1)^2} \cdot \left( (a-c)^2 + 2 \left( \mathbb{E} \xi [c] - \bar{c} \right) A_i^k \cdot \int_{-\infty}^{t_y(k)} \bar{F}_k(x) \, dx + A_i^k \cdot k \sigma_0^2 \right) + \frac{(n-k) \sigma^2}{2(n+1)^2} \cdot \frac{A_i^k}{A_i^n} \cdot (B_i^k)^2
\]

\[
= \frac{n^2}{8(n+1)^2} \cdot \left( (a-c)^2 + 2 \left( \mathbb{E} \xi [c] - \bar{c} \right) A_i^k \cdot \int_{-\infty}^{t_y(k)} \bar{F}_k(x) \, dx + A_i^k \cdot k \sigma_0^2 \right) + \frac{4(n-k) \sigma^2}{n^2} \cdot \frac{A_i^k}{A_i^n} \cdot (B_i^k)^2.
\]
therefore

\[ CS(k) - CS(k-1) \]

\[ = \frac{n^2}{8(n+1)^2} \cdot \left( 2(\mathbb{E}_\xi[c] - \bar{c}) \left( A_1^k \int_{t^+(k)} \tilde{F}_k(x) \, dx - A_1^{k-1} \int_{t^+(k-1)} \tilde{F}_{k-1}(x) \, dx \right) \right. \]

\[ + \left( A_1^k \cdot k\sigma_0^2 + \frac{4(n-k)\sigma^2}{n^2} \cdot \frac{A_1^k}{A_1^n} \cdot (B_2^k)^2 \right) \]

\[ - \left( A_1^{k-1} \cdot (k-1)\sigma_0^2 + \frac{4(n-k+1)\sigma^2}{n^2} \cdot \frac{A_1^{k-1}}{A_1^n} \cdot (B_2^{k-1})^2 \right) \]

\[ \equiv \frac{n^2}{8(n+1)^2} \cdot \left( \Delta^CS_I(k) + 2(\mathbb{E}_\xi[c] - \bar{c}) \left( \int_{t-a}^{t-a} \Phi \left( \frac{x}{\sigma_k} \right) - \Phi \left( \frac{x}{\sigma_{k-1}} \right) \, dx \right) \right), \quad k > 1, \]

and when \( k = 1, \)

\[ CS(1) - CS(0) \]

\[ = \frac{n^2}{8(n+1)^2} \cdot \left( A_1^1 \cdot \sigma_0^2 + \frac{4(n-1)\sigma^2}{n^2} \cdot \frac{A_1^1}{A_1^n} \cdot (B_2^1)^2 - 4\sigma^2 \cdot \frac{A_1^0}{A_1^n} \cdot (B_2^0)^2 \right) \]

\[ + 2(\mathbb{E}_\xi[c] - \bar{c}) \int_{t-a}^{t-a} \Phi \left( \frac{x}{\sigma_1} \right) \, dx \]

\[ \equiv \frac{n^2}{8(n+1)^2} \cdot \left( \Delta^CS_I(1) + 2(\mathbb{E}_\xi[c] - \bar{c}) \int_{t-a}^{t-a} \Phi \left( \frac{x}{\sigma_1} \right) \, dx \right). \]

We can write the above in a more concise way as

\[ CS(k) - CS(k-1) = \frac{n^2}{8(n+1)^2} \left( \Delta^CS_I(k) + \Delta_H(k) \right). \]
We notice that

\[
\Delta^C_1 (k) - \Delta^S_1 (k) = 4 (n + 1)^2 \sigma^2 \left( \frac{\sigma^2_0 ((n (n - 1) + k - 1) \sigma^2 + (k - 1) n (n + 1) \sigma^2_0)}{((k - 1) \sigma^2_0 + \sigma^2) (n (n + k) \sigma^2_0 + 2 n \sigma^2)^2} + \frac{(n - k) (n \sigma^2_0 + \sigma^2) \sigma^4_0}{n^2 (k \sigma^2_0 + \sigma^2) ((n + k + 1) \sigma^2_0 + 2 \sigma^2)^2} \right) > 0,
\]

therefore the condition for \( CS (k) \geq CS (k - 1) \) is weaker than \( \Pi^S_1 (k) \geq \Pi^N_1 (k - 1) \). On the other hand, according to the proof of Corollary 2.4.1, when no-information-sharing is not a Nash equilibrium, there must exists a \( k^* \in \{1, \ldots, n\} \) such that \( \Pi^S_1 (l) \geq \Pi^N_1 (l - 1) \) holds for all \( l \leq k^* \). Therefore for such \( k^* \), we have \( CS (l) > CS (l - 1) \) hold for all \( l \leq k^* \), which directly leads to \( CS (k^*) > CS (0) \). \[\square\]
C. Appendix for Chapter 3

C.1 A Constant-Factor Approximation ($K = T$)

In this section, for any $\epsilon > 0$, we present a simple $1 - \epsilon$-approximation scheme for DISPLAY-OPT-$T$ that runs in polynomial time. The approach begins by considering each stage independently of all others, and deriving near-optimal assortments for these $T$ single-stage sub-problems. We then show how to string together these $T$ assortments to produce a feasible sequence for our original problem, which achieves the desired performance guarantee.

The stage-$t$ assortment problem. For each stage $t \in [T]$, we define the stage-$t$ assortment problem as

$$R_t^{\text{myopic}} = \max_{S_t \subseteq [n]: w(S) \geq W_t} R(S_t), \quad (C.1)$$

where $R(S) = \sum_{i \in S} \frac{\rho_i}{1 + w(S)}$ denotes the expected revenue earned from offering assortment $S$. In Appendix C.1.1, we show that even this single-stage variant of our problem is NP-Hard via a relatively straightforward reduction from the 2-partition problem, which is well-known to be NP-Hard ([105]). Nonetheless, a fully polynomial-time approximation scheme (FPTAS) can easily be achieved, whose exact nature is formally stated in the following lemma.

Lemma C.1.1 For any stage $t \in [T]$ and $\epsilon > 0$, there is an algorithm that returns an assortment $\tilde{S}_t \subseteq [n]$ with total weight $w(\tilde{S}_t) \geq W_t$ and expected revenue $R(\tilde{S}_t) \geq (1 - \epsilon) \cdot R_t^{\text{myopic}}$, whose running time is $O(n^{O(1)})$. 
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The above result can be established with basic adaptations of the dynamic programming ideas presented in [93], who show how to solve problem (C.1) with a flipped weight constraint of \( w(S) \leq W_t \). Hence for brevity, we omit its proof.

**Stitching the stage-\( t \) assortments together.** Consider the \( T \) assortments \( \tilde{S}_1, \ldots, \tilde{S}_T \) derived from applying Lemma C.1.1 for each stage \( t \in [T] \). We recursively build the sequence of assortments \( \hat{S} = (\hat{S}_1, \ldots, \hat{S}_T) \) as follows. We set \( \hat{S}_1 = \tilde{S}_1 \), and then for stage \( t \geq 2 \), we set

\[
\hat{S}_t = \begin{cases} 
\hat{S}_{t-1}, & \text{if } w(\hat{S}_{t-1}) \geq W_t \\
\hat{S}_{t-1} \cup \tilde{S}_t, & \text{otherwise.}
\end{cases}
\]

By construction, we clearly have that \( \hat{S} \in \mathcal{F} \), and the following lemma shows that this sequence of assortments achieves the desired guarantee with respect to its expected revenue.

**Lemma C.1.2** \( \mathcal{R}(\hat{S}) \geq \frac{1-\epsilon}{2} \cdot \mathcal{R}(S^*) \).

**C.1.1 NP-Hardness of the single-stage problem**

Our proof utilizes a reduction from the the 2-partition problem, where the input is a sequence of \( m \) integers \( S = \{a_1, \ldots, a_m\} \) whose sum is \( \sum_{i \in [m]} a_i = 2L \) for some \( L \in \mathbb{Z}_+ \). The goal is to find a subset \( S \subseteq [m] \) such that \( \sum_{i \in S} a_i = L \).

Given an arbitrary instance of 2-partition, we create the following instance of problem (C.1). We create a product for each of the \( m \) integers, whose associated weight is \( w_i = a_i \) and whose revenue is \( r_i = 0 \). Additionally, we create a “special product”, given index \( s \), whose revenue and weight is \( r_s = w_s = 1 \). Finally, we let \( W_t = L \). In this case, problem (C.1) reduces to

\[
\max_{S \subseteq [m], \ w(S) \geq L} \sum_{i \in S} \frac{1}{2 + w(S)}, \quad (C.2)
\]
since the special product must be included in the optimal assortment. Letting $S^*$ denote the 
oindent optimal solution to the above problem, it is straightforward to see that a partition exists if and only if \[
\frac{1}{1+w(S^*)} = \frac{1}{1+L},\]
in which case $S^*$ reveals the partition.

### C.1.2 Proof of Lemma C.1.2

To begin, we show the following two intermediate claims, and note that we can assume without loss of generality that $w(\tilde{S}_{t-1}) \leq w(\tilde{S}_t)$ and that $R(\tilde{S}_{t-1}) \geq R(\tilde{S}_t)$ for any $t \in [T-1]$.

#### Claim C.1.3 For any stage $t \in [T]$, we have $w(\hat{S}_t) \leq 2w(\tilde{S}_t)$.

**Proof** We prove the result by induction over the $t$. The base of $t = 1$ holds trivially since we set $\hat{S}_1 = \tilde{S}_1$, and so we proceed to the general case of $t \geq 2$. If $\hat{S}_t = \tilde{S}_{t-1}$, we have that

\[
w(\hat{S}_t) = w(\hat{S}_{t-1}) \leq 2w(\tilde{S}_{t-1}) \leq 2w(\tilde{S}_t),
\]

where the first inequality uses the induction hypothesis and the second uses the fact that $w(\tilde{S}_{t-1}) \leq w(\tilde{S}_t)$. On other hand, if $\hat{S}_t = \tilde{S}_{t-1} \cup \tilde{S}_t$, we must have that $w(\hat{S}_{t-1}) < W_t$, and so

\[
w(\hat{S}_t) \leq w(\hat{S}_{t-1}) + w(\tilde{S}_t) < W_t + w(\tilde{S}_t) \leq 2w(\tilde{S}_t),
\]

where the last inequality uses the feasibility of $\tilde{S}_t$ for stage $t$.

#### Claim C.1.4 For any stage $t \in [T]$, we have $R(\hat{S}_t) \geq \frac{1}{2} \cdot R(\tilde{S}_t)$.

\[\square\]
Proof We prove the result by induction over the \( t \). The base of \( t = 1 \) holds trivially since we set \( \hat{S}_1 = \tilde{S}_1 \), and so we proceed to the general case of \( t \geq 2 \). If \( \hat{S}_t = \hat{S}_{t-1} \cup \tilde{S}_t \), we have that

\[
R(\hat{S}_t) = \frac{1}{1 + w(\hat{S}_t)} \cdot \sum_{i \in \hat{S}_t} \rho_i \\
\geq \frac{1}{1 + 2w(\hat{S}_t)} \cdot \sum_{i \in \hat{S}_t} \rho_i \\
\geq \frac{1}{1 + 2w(\hat{S}_t)} \cdot \sum_{i \in \hat{S}_t} \rho_i \\
\geq \frac{1}{2} \cdot R(\tilde{S}_t).
\]

The first inequality uses Claim C.1.3, and the second uses the fact that \( \hat{S}_t \supseteq \tilde{S}_t \). On the other hand, if \( \hat{S}_t = \hat{S}_{t-1} \), we have that

\[
R(\hat{S}_t) = R(\hat{S}_{t-1}) \geq \frac{1}{2} \cdot R(\tilde{S}_{t-1}) \geq \frac{1}{2} \cdot R(\tilde{S}_t),
\]

where the first inequality uses the induction hypothesis.

So, from Claim C.1.4, we get that

\[
\mathcal{R}(\hat{S}) = \sum_{t \in [T]} \lambda_t \cdot R(\hat{S}_t) \geq \frac{1}{2} \cdot \sum_{t \in [T]} \lambda_t \cdot R(\tilde{S}_t) \geq \frac{1 - \epsilon}{2} \cdot \mathcal{R}(S^*),
\]

as desired.
C.2 Proofs from Section 3.2

C.2.1 Problem DISPLAY-OPT-K is strongly NP-Hard.

Our proof utilizes a reduction from the 3-partition problem, where the input is a sequence of 3m integers $S = \{a_1, \ldots, a_{3m}\}$ whose sum is $\sum_{i \in S} a_i = mL$ for some $L \in \mathbb{Z}_+$. The goal is to find a partition of $S$ into $m$ sets $A_1, \ldots, A_m$ such that $\sum_{i \in A_1} a_i = \ldots = \sum_{i \in A_m} a_i = L$.

Given an arbitrary instance of 3-partition, we create the following instance of our assortment problem. We create $m$ stages and set $\lambda_t = 2 + tL$ for each $t \in [m]$. We create a product for each of the 3m integers, whose associated weight is $w_i = a_i$ and revenue is $r_i = 0$. Additionally, we create a “special product”, given index $s$, whose revenue and weight is $r_s = w_s = 1$. Finally, for each $t \in [m]$, we let $W_t = 1 + tL$. The optimal sequence of assortments is once again denoted as $S^* = (S^*_1, \ldots, S^*_m)$.

**Claim C.2.1** We have $R(S^*) = m$ if and only if a valid 3-partition exists.

**Proof** First, note that $S^*$ clearly always adds the special product to the first stage, since it is the only product with a non-zero revenue. As a result, we will implicitly assume that any feasible sequence of assortments adds the special products to stage one, and let $S_t \subseteq [3m]$ denote the assortment decisions across stages $t \in [m]$. The expected revenue of any feasible sequence of assortments is therefore

$$R(S) = (2 + L) \cdot \frac{1}{2 + w(S_1)} + (2 + 2L) \cdot \frac{1}{2 + w(S_2)} + \ldots + (2 + mL) \cdot \frac{1}{2 + w(S_m)} \quad (C.3)$$

Let $A_1, \ldots, A_m$ correspond to a valid 3-partition, and consider the sequence of assortments $S'$, where for stage $t \in [m]$, we set $S'_t = \bigcup_{r \leq t} A_r$. We clearly have that $S'_t \subseteq S'_{t-1}$ for any stage $t \in [m - 1]$, and also, since $w(S'_t) = tL$, we know that the stage-$t$ weight constraint is
met for each stage $t \in [m]$. Finally, given the expected revenue expression in (C.3), we see that $R(S') = m$.

On the other hand, assume that the sequence of assortments $S'$ satisfies $R(S') = m$. Now, since feasibility of $S'$ requires that $w(S_t) \geq tL$, we have that $R(S') = m$ if and only if $w(S'_t) = tL$ for each $t \in [m]$. This directly implies that $A_1 = S_1$ and $A_t = S_t \setminus S_{t-1}$ for $t \geq 2$ is a valid 3-partition.

**Claim C.2.2** If a valid 3-partition does not exist, then $R(S^*) \leq m - \frac{1}{3+(m-1)\cdot L}$.

**Proof** If a valid 3-partition does not exist, then is some stage $t$, the optimal sequence $S^*$ must satisfy $w(S^*_t) > tL$. In this case, it is straightforward to see that the best expected revenue is achieved by a sequence of assortment for which only the stage $m - 1$ weight constraint is not satisfied with equality, and instead satisfies $w(S^*_{m-1}) = (m - 1) \cdot L + 1$. In this case, we have

$$R(S^*) = m - 1 + (2 + (m - 1) \cdot L) \cdot \frac{1}{3 + (m - 1) \cdot L}$$

$$= m - \frac{1}{3 + (m - 1) \cdot L},$$

as desired.

**Summary.** Combining Claims C.2.1 and C.2.2, we see that an FPTAS for problem DISPLAY-OPT-$K$, run with $\epsilon < \frac{1}{m\cdot(3+(m-1)\cdot L)}$, would yield a sequence of assortments $S$ with expected revenue $R(S) \geq m \cdot (1 - \epsilon) > m - \frac{1}{3+(m-1)\cdot L}$ if a valid partition exists. Consequently, this FPTAS would return a valid 3-partition if one exists, in a pseudo-polynomial running time. Since the 3-partition problem is strongly NP-Hard, this implies that problem DISPLAY-OPT-$K$ cannot admit an FPTAS unless $P = NP$. 
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C.2.2 Proof of Lemma 3.2.2

Case 1: \( \tilde{S} \) returned by Step 2 (line 9). In this case, we get that \( \hat{w}(\tilde{S}) \geq W_t \). To show the upper bound on the total weight, we let \( \ell \in \tilde{S} \) denote the final product added to \( \tilde{S} \) before the reaching the return statement, and let \( q(\ell) \in [Q]_0 \) be the class weight class to which product \( l \) belongs. In this case, we get that

\[
W_t > \hat{w}(\tilde{S} \setminus \{\ell\}) \geq \hat{w} \left( \bigcup_{q \in Q_A(\tilde{S})} \tilde{S}_q \right) \geq \frac{1}{\epsilon} \cdot w_\ell,
\]

where the last inequality follows since \( \tilde{S} \) must contain at least \( \frac{1}{\epsilon} \) active classes indexed higher than \( q(l) \). As such, we get that

\[
\frac{1}{1+\epsilon} \cdot w(\tilde{S}) \leq \hat{w}(\tilde{S}) \leq W_t + w_\ell \leq (1 + \epsilon) \cdot W_t,
\]

and so the condition of the lemma statement is satisfied.

Case 2: \( \tilde{S} \) returned by Step 2 (line 13). Moreover, this return statement is reached only if \( |Q_A(\tilde{S})| \leq \frac{1}{\epsilon} \), and so the condition of the lemma statement holds.

C.2.3 Proof of Lemma 3.2.3

We show will show that each of the three candidate sequences of assortments satisfies the lemma statement, if it is indeed chosen to be \( \hat{S} \).
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Candidate 1 feasibility. If $\hat{S} = S^{(1)}$, then we know that $w(S_t^{(1)}) \geq \hat{w}(S_t^{(1)}) \geq W_t$ for each $t \in [T]$, and hence the weight constraint in each stage is satisfied. Moreover, since $k_{t+1,q}^* \geq k_{t,q}^*$ for any stage $t \in [T - 1]$ and class $q \in [Q]_0$, we are also guaranteed that $S_1^{(1)} \subseteq S_2^{(1)} \subseteq \ldots \subseteq S_T^{(1)}$. Hence $S^{(1)} \in \mathcal{F}$.

Candidate 1 revenue. We have that

$$
\mathcal{R}(S^{(1)}) \geq \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S_t^{(1)})} \cdot \sum_{q \in [Q]_0} \sum_{i \in C_q[k_{t,q}^*]} \rho_i \\
\geq \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + 5\epsilon} \cdot \frac{1}{1 + w(S_t^*)} \cdot \sum_{q \in [Q]_0} \sum_{i \in S_{t,q}} \rho_i \\
\geq (1 - 5\epsilon) \cdot \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S_t^*)} \cdot \sum_{q \in [Q]_0} \sum_{i \in S_{t,q}} \rho_i \\
= (1 - 5\epsilon) \cdot \mathcal{R}(S^*).
$$

The first inequality follows since $S^{(1)}$ adds at least $k_{t,q}^*$ items from each class. The second inequality follows because

$$
w(S_t^{(1)}) \leq \sum_{q \in [Q]_0: k_{t,q}^* \leq \frac{1}{2}} w_{\text{min}} \cdot (1 + \epsilon)^{q+1} \cdot k_{t,q}^* + \sum_{q \in [Q]_0: k_{t,q}^* > \frac{1}{2}} w_{\text{min}} \cdot (1 + \epsilon)^{q+1} \cdot \left((1 + \epsilon) \cdot k_{t,q}^* + \frac{1}{e k_{t,q}^* > 1}\right) \\
\leq (1 + \epsilon) \cdot \left(\sum_{q \in [Q]_0: k_{t,q}^* \leq \frac{1}{2}} w_{\text{min}} \cdot (1 + \epsilon)^{q} \cdot k_{t,q}^* + \sum_{q \in [Q]_0: k_{t,q}^* > \frac{1}{2}} w_{\text{min}} \cdot (1 + \epsilon)^{q} \cdot ((1 + 2\epsilon) \cdot k_{t,q}^*)\right) \\
\leq (1 + 5\epsilon) \cdot w(S_t^*).$$
for any stage $t \in [T]$. The second inequality uses the fact that $\sum_{i \in C_q[k^*_t,q]} \rho_i \geq \sum_{i \in S^*_t,q} \rho_i$ for any stage $t \in [T]$ and class $q \in [Q]_0$, since $C_q[k^*_t,q]$ is precisely the $k^*_t,q$ items from $C_q$ with the largest $\rho$-value.

Candidate 2 feasibility. If $S' = S^{(2)}$, then it is again trivial that the weight constraint in each stage is satisfied. Moreover, it is easy to see that $S^{(2)}_1 \subseteq S^{(2)}_2 \subseteq \ldots \subseteq S^{(2)}_T$, based on how Candidate 2 is defined and the fact that fill events only add products to each class. Hence $S^{(2)} \in F$.

Candidate 2 revenue. To establish the desired guarantee for $R(S^{(2)})$ requires first proving the following two intermediate claims, which together allow us to relate the total weight of $S^{(2)}_t$ to that of $S^*_t$ in each stage $t \in [T]$. For this purpose, let $T_{\text{fill}} \subseteq [T]$ give the stages in which fill events were invoked in creating $S^{(2)}$. Furthermore, for stage $t \in T_{\text{fill}}$, let $w^\text{fill}_t = w(S^{(2)}_t) - w(S^{(1)}_t)$ denote the total weight added on top of $S^{(1)}_t$ by fill events in stages 1, \ldots, $t$.

Claim C.2.3 For any stage $t \in T_{\text{fill}}$, we have $w^\text{fill}_t \leq 4\epsilon W_t$.

Proof Consider arbitrary stage $t \in T_{\text{fill}}$, and note that that $w(S^{(1)}_t) \geq \sum_{q \in [Q]_0} w_{\text{min}} \cdot (1 + \epsilon)^q \cdot k^*_t,q$. Additionally, we know that $W_t \leq w(S^*_t) \leq \sum_{q \in [Q]_0} w_{\text{min}} \cdot (1 + \epsilon)^{q+1} \cdot k^*_t,q$ by the feasibility of $S^*_t$. Putting these two strings of inequalities together yields that $w(S^{(1)}_t) \geq (1 - \epsilon) \cdot W_t$. Moreover, by Lemma 3.2.2 we have that $w(S^{(2)}_t) \leq (1 + 3\epsilon) \cdot W_t$, since the fill event must have returned an assortment that abides by the stage $t$ weight constraint. So, putting everything together gives that

$$w^\text{fill}_t = w(S^{(2)}_t) - w(S^{(1)}_t) \leq (1 + 3\epsilon) \cdot W_t - (1 - \epsilon) \cdot W_t = 4\epsilon W_t,$$

as desired.
The second claim builds off of the first, relating the total weights in each stage under $S^{(2)}$ and $S^*$.

**Claim C.2.4** For any stage $t \in [T]$, we have $w(S^{(2)}_t) \leq (1 + 9\epsilon) \cdot w(S^*_t)$.

**Proof** If $S^{(2)}_t = \text{Fill}(S^{\text{temp}}_t, t)$, then by Lemma 3.2.2, we must have that $w(S^{(2)}_t) \leq (1 + 3\epsilon) \cdot W_t \leq (1 + 3\epsilon) \cdot w(S^*_t)$. Otherwise, we have that $S^{(2)}_t = S^{\text{temp}}_t = S^{(1)}_t \cup S^{(2)}_{t-1}$. For any stage $t \in [T]$, let $\tau_{\text{last}} = \max\{\tau \in T_{\text{fill}} : \tau < t\}$ denote the latest stage among stages 1, \ldots, $t$ in which a fill event was invoked in building Candidate 2. We have

\[
w(S^{(2)}_t) = w(S^{(1)}_t \cup S^{(2)}_{t-1}) \\
= w(S^{(1)}_t) + w(S^{(2)}_{\tau_{\text{last}}} \setminus S^{(1)}_t) \\
\leq w(S^{(1)}_t) + w(S^{(2)}_{\tau_{\text{last}}}) - w(S^{(1)}_{\tau_{\text{last}}}) \\
= w(S^{(1)}_t) + w^\text{fill}_{\tau_{\text{last}}} \\
\leq (1 + 5\epsilon) \cdot w(S^*_t) + 4\epsilon W_t \\
\leq (1 + 9\epsilon) \cdot w(S^*_t).
\]

The first inequality follows because $S^{(1)}_t \supseteq S^{(1)}_{\tau_{\text{last}}}$ since $\tau_{\text{last}} < t$, while the second inequality uses Claim C.2.3 along with the fact that $w(S^{(1)}_t) \leq (1 + 5\epsilon) \cdot w(S^*_t)$ as was established in the revenue proof for Candidate 1. \hfill \blacksquare
With these intermediate claims in-hand, we now consider the expected revenue earned under $S^{(2)}$:

$$
\mathcal{R}(S^{(2)}) = \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S_t^{(2)})} \cdot \sum_{q \in [Q]} \sum_{i \in C_q[k_{t,q}^{(2)}]} \rho_i
$$

$$
\geq \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S_t^{(2)})} \cdot \sum_{q \in [Q]} \sum_{i \in C_q[k_{t,q}^{(2)}]} \rho_i
$$

$$
\geq \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + 9\epsilon} \cdot \frac{1}{1 + w(S_t^{*})} \cdot \sum_{q \in [Q]} \sum_{i \in C_q[k_{t,q}^{(2)}]} \rho_i
$$

$$
\geq (1 - 9\epsilon) \cdot \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S_t^{*})} \cdot \sum_{q \in [Q]} \sum_{i \in S_{t,q}} \rho_i
$$

$$
= (1 - 9\epsilon) \cdot \mathcal{R}(S^{*}).
$$

The first inequality uses the fact that $k_{t,q}^{(2)} \geq k_{t,q}^{*}$ for any stage $t \in [T]$ and class $q \in [Q]$, since fill events only add products in descending $\rho$-order. The second inequality uses Claim C.2.4.

**Candidate 3 feasibility.** In this case, we show that the weight constraint in each stage is satisfied by first considering stages $t \in T^<$, and then stages $t \notin T^<$.

- **Stages $t \in T^<$**: Recall that for stages $t \in T^<$, a fill event was executed and stopped at line 13; returning an assortment whose rounded weight does not satisfy the stage-$t$
weight constraint, and that has fewer than \( \frac{1}{\epsilon} \) active classes, all of which are infrequent.

With this in mind, we have

\[
\begin{align*}
\text{weight constraint, and that has fewer than } \frac{1}{\epsilon} \text{ active classes, all of which are infrequent.}
\end{align*}
\]

\[
\begin{align*}
W_t & = w(S_t^{(3)}) = w \left( \bigcup_{q \notin Q_A^<} \mathcal{S}_{t,q}^{(2)} \right) + w \left( \bigcup_{q \in Q_A^<} C_q \left( k_{q,t}^{(2)} \right) \right) \\
& = w \left( \bigcup_{q \notin Q_A^<} \mathcal{S}_{t,q}^{(2)} \right) + w \left( \bigcup_{q \in Q_A^< : k_{q,t}^{(2)} \leq \frac{1}{\epsilon}} S_q^* \left( k_{q,t}^{(2)} \right) \right) + w \left( \bigcup_{q \in Q_A^< : k_{q,t}^{(2)} > \frac{1}{\epsilon}} C_q \left( k_{q,t}^{(2)} \right) \right) \\
& \geq w \left( \bigcup_{q \notin Q_A^<} \mathcal{S}_{t,q}^{(2)} \right) + w \left( \bigcup_{q \in Q_A^< : k_{q,t}^{(2)} \leq \frac{1}{\epsilon}} S_q^* \right) + w \left( \bigcup_{q \in Q_A^< : k_{q,t}^{(2)} > \frac{1}{\epsilon}} C_q \left( k_{q,t}^{(2)} \right) \right) \\
& \geq w \left( \bigcup_{q \notin Q_A^<} \mathcal{S}_{t,q}^{(2)} \right) + w \left( \bigcup_{q \in Q_A^< : k_{q,t}^{(2)} \leq \frac{1}{\epsilon}} S_q^* \right) + \sum_{q \in Q_A^< : k_{q,t}^{(2)} > \frac{1}{\epsilon}} w_{\text{min}} \cdot (1 + \epsilon)^{q+1} \cdot k_{q,t}^* + k_{q,t}^* \\
& \geq w \left( \bigcup_{q \notin Q_A^<} \mathcal{S}_{t,q}^{(2)} \right) + w \left( \bigcup_{q \in Q_A^< : k_{q,t}^{(2)} \leq \frac{1}{\epsilon}} S_q^* \right) \\
& = w \left( \bigcup_{q \notin Q_A^< : q \in Q_A(S_t^*)} C_q \right) + w \left( \bigcup_{q \in Q_A^< : q \in Q_A(S_t)} S_q^* \right) \\
& \geq w(S_t^*) + \sum_{q \in Q_A^< : k_{q,t}^{(2)} > \frac{1}{\epsilon}} w_{\text{min}} \cdot (1 + \epsilon)^{q+1} \cdot k_{q,t}^* \\
& \geq W_t.
\end{align*}
\]

The first inequality follows since we generally have that \( k_{q,t}^{(2)} \geq k_{q,t}^{(1)} \) (where \( k_{q,t}^{(1)} = |S_t^{(1)}| \)), and because for all classes \( q \in Q_A^< \) we must have that \( k_{q,t}^{(2)} \geq k_{q,t}^* \) if \( k_{q,t}^{(2)} \leq \frac{1}{\epsilon} \), and hence by definition of \( \frac{1}{\epsilon} \)-capped class-\( q \) assortments we have that \( S_q^* (k_{q,t}^{(2)}) \supseteq S_t^* \). The second inequality follows by definition of \( k_{q,t}^{(1)} \), and the third inequality follows by definition of
$k^*_t,q$. To see the final equality, note that any non-empty class $q \not\in Q^<_A$ must be exhausted under $S^{(2)}$ by construction of a fill event.

- Stages $t \notin T^<$: For stages $t \in T^<$, we must have that $\hat{w}(S^{(2)}_t) \geq W_t$ by construction. Moreover, letting $k^{(3)}_{t,q} = |S^{(3)}_{t,q}|$, it is easy to see that every stage-class pair, we have that $k^{(2)}_{t,q} = k^{(3)}_{t,q}$, i.e. Candidates 2 and 3 add the same number of products from each class in each stage. Consequently, we get that $\hat{w}(S^{(2)}_t) = \hat{w}(S^{(3)}_t) \geq W_t$.

Finally, given that Candidates 2 and 3 add the same number of products from each class in each stage, it is easy to see that $S^{(3)}_1 \subseteq S^{(3)}_2 \subseteq \ldots \subseteq S^{(3)}_T$, and so $S^{(3)} \in \mathcal{F}$.

**Candidate 3 revenue.** We have

\[
R(S^{(3)}) = \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S^{(3)}_t)} \cdot \left( \sum_{q \in Q^<_A} \sum_{i \in C^{(2)}_q} \rho_i + \sum_{q \in Q^<_A} \sum_{i \in S^{(3)}_{t,q}} \rho_i \right)
\]

\[
\geq \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S^{(3)}_t)} \cdot \sum_{q \in Q^<_A} \sum_{i \in S^{(3)}_{t,q}} \rho_i
\]

\[
\geq (1 - \epsilon) \cdot \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S^{(2)}_t)} \cdot \sum_{q \in Q^<_A} \sum_{i \in S^{(3)}_{t,q}} \rho_i
\]

\[
\geq (1 - 10\epsilon) \cdot \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w(S^{*}_{t})} \cdot \sum_{q \in Q^<_A} \sum_{i \in S^{*}_{t,q}} \rho_i
\]

\[
= (1 - 10\epsilon) \cdot R(S^*)
\]

The first inequality the fact that $k^{(2)}_{t,q} \geq k^{*}_{t,q}$ combined with the fact that

\[
\sum_{i \in C^{(2)}_q(k')} \rho_i \geq \sum_{i \in S^{*}_{t,q}[k]} \rho_i
\]

for any $k, k' \in [|C_q|]$ such that $k \leq k'$. The second inequality uses the fact that Candidates 2 and 3 add the same number of products from each class in each stage, and so $w(S^{(3)}_t) \leq (1 + \epsilon) \cdot w(S^{(2)}_t)$ for any stage $t \in [T]$. The final inequality uses Claim C.2.4.
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C.2.4 Proof of Lemma 3.2.4

Recall that $T^< = \{t \in [T] : w(S_t^{(2)}) < W_t\}$ and that for any $t \in T^<$, the assortment $S_t^{(2)}$ must be the result of a fill event that concluded with fewer than $\frac{1}{\epsilon}$ active stages (since feasibility with respect to the weight constraint was never achieved during the fill event). As such, letting $\tau_{\text{before}} = \max\{\tau \leq t : \tau \in T^< \cup \{0\}\}$ if and $\tau_{\text{after}} = \min\{\tau > t : \tau \in T^< \cup \{T+1\}\}$ (we define $S_0^{(2)} = S_{T+1}^{(2)} = \emptyset$), we have that

$$|\{q \in Q_A^< : k_{t,q}^{(2)} > 0\}| = |Q_A(S_t^{(2)}) \cap Q_A^>|$$

$$= \left|Q_A(S_t^{(2)}) \cap \left( \bigcup_{\tau \leq t; \tau \in T^<} Q_A(S_{\tau}^{(2)}) \right) \right| + \left|Q_A(S_t^{(2)}) \cap \left( \bigcup_{\tau > t; \tau \in T^<} Q_A(S_{\tau}^{(2)}) \right) \right|$$

$$\leq 2 \frac{1}{\epsilon}.$$  

The second equality follows because $Q_A^< = \bigcup_{t \in T^<} Q_A(S_t^{(2)})$, while the third holds since we know that any class $q \notin Q_A(S_{\tau_{\text{before}}}^{(2)})$ that is active in stage $t < \tau_1$ must be exhausted in stage $\tau_1$ by definition of a fill event. Along these same lines, any class $q \notin Q_A(S_{\tau_{\text{after}}}^{(2)})$ that is active in stage $t > \tau_{\text{after}}$ must be empty in stage $\tau_{\text{after}}$. The lone inequality follows since we have $\max\{|Q_A(S_{\tau_{\text{before}}}^{(2)})|, |Q_A(S_{\tau_{\text{after}}}^{(2)})|\} \leq \frac{1}{\epsilon}$, as noted at the onset of this proof.

C.2.5 Proof of Lemma 3.2.5

Monotonicity. To begin, note that we must have $K \leq K^+$, since $S \subseteq S^+$. We consider two cases:

- For any class $q < q_{\max}(K^+) - L + 1]$, we have that $k_q^{+\uparrow} = |C_q| \geq k_q^\dagger$. The lone inequality follows because $K \leq K^+$ implies that $q_{\max}(K) \leq q_{\max}(K^+)$. 
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• The remaining cases follow directly from Lemma 2 of [98], and hence we omit their proof for brevity.

Total weight. We have that

\[
 w(S^\uparrow) \leq w(S) + L \cdot \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot w(S) \right] + \sum_{q < q_{\text{max}}(K) - L + 1} w(|C_q|)
\]

\[
 \leq w(S) + 2\epsilon \cdot w(S) + \sum_{q < q_{\text{max}}(K) - L + 1} w(|C_q|)
\]

\[
 \leq w(S) + 2\epsilon \cdot w(S) + n \cdot w_{\min} \cdot (1 + \epsilon)^{q_{\text{max}}(K)}
\]

\[
 = w(S) + 2\epsilon \cdot w(S) + \epsilon \cdot w_{\min} \cdot (1 + \epsilon)^{q_{\text{max}}(K)}
\]

\[
 \leq (1 + 3\epsilon) \cdot w(S),
\]

where the last inequality follows since \( S \) must include at least one product from class \( q_{\text{max}}(K) \).

C.2.6 Proof of Lemma 3.2.6

We consider the total number of distinct three parameter triples \((Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}, K^\uparrow)\) that result from rounding the parameter triples \((Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}, K)\) for all assortment \( S \in \mathcal{U} \). Combining these three counts yields the desired result.

(i) For \( Q_{\text{CAP}} \), the total number of possibilities is

\[
 O(Q_{\text{CAP}}^3) = O \left( \left( \frac{1}{\epsilon} \log \left( \frac{w_{\max}}{w_{\min}} \right) \right)^{O(\frac{1}{\epsilon})} \right)
\]

(ii) For each \( Q_{\text{CAP}} \), there are a total of

\[
 O \left( \left( n^{\frac{1}{\epsilon}} \right)^{|Q_{\text{CAP}}|} \right) = O \left( n^{O\left( \frac{1}{\epsilon} \right)} \right)
\]
options for the collection of such assortments \( \{A_q\}_{q \in Q_{\text{CAP}}} \).

(iii) For each \( (Q_{\text{CAP}}, \{A_q\}_{q \in Q_{\text{CAP}}}) \), we must enumerate over all \( \mathcal{K}^\dagger = \{K^\dagger : K \in \mathcal{K}\} \). Repeating the arguments of Lemma 4 of [98], it is possible to show that

\[
|\mathcal{K}^\dagger| = O \left( \log \left( \frac{nw_{\text{max}}}{w_{\text{min}}} \right) \cdot 2^{O\left( \frac{1}{\epsilon} \right)} \right) = O \left( \log \left( \frac{w_{\text{max}}}{w_{\text{min}}} \right) \cdot n^{O\left( \frac{1}{\epsilon^2} \right)} \right)
\]

### C.2.7 Proof of Lemma 3.2.7

For each stage \( t \in [T] \), we know that \( \hat{S}_t \) is represented by the parameter triplet

\[
\left( \hat{Q}_{\text{CAP}}, \left\{ S^*_q \left( \min \left\{ \frac{1}{\epsilon}, \hat{k}_{t,q} \right\} \right) \right\}_{q \in \hat{Q}_{\text{CAP}}}, \hat{K}_t \right),
\]

where \( \hat{Q}_{\text{CAP}} = \{q \in Q_A : k^{(2)}_{i,q} > 0\} \) (\( \neq \emptyset \) unless \( \hat{S} = S^{(3)} \)) and \( \hat{k}_{t,q} = |\hat{S}_{t,q}| \). Consider the sequence of assortment \( \hat{S}^\dagger = (\hat{S}_1^\dagger, \ldots, \hat{S}_T^\dagger) \), where \( \hat{S}_t^\dagger \) is the assortment corresponding the parameter triplet

\[
\left( \hat{Q}_{\text{CAP}}, \left\{ S^*_q \left( \min \left\{ \frac{1}{\epsilon}, \hat{k}_{t,q} \right\} \right) \right\}_{q \in \hat{Q}_{\text{CAP}}}, \hat{K}_t^\dagger \right),
\]

i.e. we have simply up-rounded the utilization vectors that arise from the assortment \( \hat{S}_t \). The following claim concerning \( \hat{S}^\dagger \) is enough to establish the lemma; the first two conditions establish feasibility for the dynamic program given in (3.3), and the third condition establishes the revenue guarantee.

**Claim C.2.5** The sequence of assortments \( \hat{S}^\dagger \) satisfies the following three conditions:

(i) For any stage \( t \in [T] \), we have that \( \hat{S}_t^\dagger \in U_{\text{small}} \)

(ii) \( \hat{S}^\dagger \in F \)

(iii) \( R(\hat{S}^\dagger) \geq (1 - 3\epsilon) \cdot R(\hat{S}) \)

**Proof** We prove each of the three conditions as follows:
• Condition (i): By Lemma 3.2.4, we have that $|\hat{Q}_{\text{CAP}}| \leq \frac{2}{\epsilon}$. Furthermore, we also clearly have that $|S_q^* \left( \min \{ \frac{1}{\epsilon}, \hat{k}_{t,q} \} \right)| \leq \frac{1}{\epsilon}$ for any $q \in \hat{Q}_{\text{CAP}}$.

• Condition (ii): Since the up-rounding scheme only added products to each class, we have that $w(\hat{S}_t^\uparrow) \geq w(\hat{S}_t) \geq W_t$ for each stage $t \in [T]$, and hence the weight constraints are satisfied. Furthermore, by the monotonicity property of Lemma 3.2.5, we have that $\hat{S}_t^\uparrow \subseteq \hat{S}_{t+1}^\uparrow$ for any $t \in [T-1]$.

• Condition (iii): We have that

$$R(\hat{S}^\uparrow) = \sum_{t \in [T]} \frac{\lambda_t}{1 + w(\hat{S}_t^\uparrow)} \cdot \sum_{i \in \hat{S}_t^\uparrow} \rho_i$$

$$\geq \sum_{t \in [T]} \frac{\lambda_t}{1 + w(\hat{S}_t)} \cdot \sum_{i \in \hat{S}_t} \rho_i$$

$$\geq \sum_{t \in [T]} \frac{\lambda_t}{1 + (1 + 3\epsilon) \cdot w(\hat{S}_t)} \cdot \sum_{i \in \hat{S}_t} \rho_i$$

$$= (1 - 3\epsilon) \cdot R(\hat{S}),$$

where the first inequality follows since the up-rounding ensures that $\hat{S}_t \subseteq \hat{S}_t^\uparrow$, and the second inequality follows by the total weight property of Lemma 3.2.5.

\[ \square \]

C.3 Proofs from Section 3.3

C.3.1 Proof of Theorem 3.3.1:

Let $S^* = (S_1^*, \ldots, S_T^*)$ be the optimal solution to DISPLAY-OPT-1 with feasible space

$$F_1 = \left\{ (S_1, \ldots, S_T) : S_t \subseteq [n], \sum_{t \in [T]} \lambda_t \cdot cs \left( w(S_t) \right) \geq \alpha_1, S_1 \subseteq \cdots \subseteq S_T \right\},$$
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and define \( W^*_t = w(S^*_t) \). Then it is straightforward to see that \( S^* \) is the optimal solution to the DISPLAY-OPT-T problem with feasible space

\[
\mathcal{F}^*_T = \left\{ (S_1, \ldots, S_T) : S_t \subseteq [n], w(S_t) \geq W^*_t, S_1 \subseteq \cdots \subseteq S_T \right\}.
\]

Here notice that any sequence \( S \in \mathcal{F}^*_T \) must satisfy \( w(S_t) \geq w(S^*_t) = W^*_t, \forall t \in [T] \), or equivalently \( cs(w(S_t)) \geq cs(w(S^*_t)) \) due to the monotonicity assumption on \( cs() \), which directly implies that \( S \in \mathcal{F}_1 \). Therefore, \( S \) cannot return a higher revenue than \( S^* \), which will otherwise contradict the optimality of \( S^* \) to DISPLAY-OPT-1.

Then according to the construction of \( \mathcal{U} \) and \( \mathcal{U}_{\text{small}} \) in Section 3.2.3, there must exist sequences of assortments \( \hat{S} = (\hat{S}_1, \ldots, \hat{S}_T) \in \mathcal{X}_{t=1}^T \mathcal{U} \) and \( \tilde{S} = (\tilde{S}_1, \ldots, \tilde{S}_T) \in \mathcal{X}_{t=1}^T \mathcal{U}_{\text{small}} \) such that \( \hat{S}_1 \subseteq \hat{S}_2 \subseteq \cdots \subseteq \hat{S}_T, \tilde{S}_1 \subseteq \tilde{S}_2 \subseteq \cdots \subseteq \tilde{S}_T, \) and

\[
R(\hat{S}) \geq (1 - 3\epsilon) \cdot R(\hat{S}) \geq (1 - 3\epsilon)(1 - 10\epsilon) \cdot R(S^*) > (1 - 13\epsilon) \cdot R(S^*),
\]

where the first inequality comes from Lemma 3.2.7, and the second inequality comes from Lemma 3.2.3. At the same time,

\[
w(\tilde{S}_t) \geq w(\hat{S}_t) \geq W^*_t, \quad t \in [T],
\]

where the first inequality is due to the Weight added property in Lemma 3.2.5, and the second inequality comes from the construction process of \( \hat{S} \) in Section 3.2.2. This directly implies that \( cs(\hat{S}) \geq cs(S^*) \geq \alpha_1 \).

Consider computing \( \mathcal{V}_{\mathcal{U}_{\text{small}}} \left( 1, [R(S^*) / (1 + \delta)^T]_{1+\delta}, \emptyset \right) \). We know that any nontrivial feasible solution \( S \) to the Bellman’s equation (3.4) will result in a revenue such that \( R(S) \geq R(S^*) / (1 + \delta)^{T+1} \). On the other hand, \( \tilde{S} \) is clearly a feasible solution to (3.4) when \( R(S^*) / (1 + \delta)^{T+1} < (1 - 13\epsilon) \cdot R(S^*) \). That is, when \((1 + \delta)^{T+1} > 1 / (1 - 13\epsilon)\),
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(3.4) is guaranteed to admit a nontrivial solution. Suppose the output of (3.4) is \( \tilde{S}^* \), then according to the formulation of (3.4), \( cs \left( \tilde{S}^* \right) \geq cs \left( \tilde{S} \right) \geq \alpha_1 \). At the same time \( \mathcal{R} \left( \tilde{S}^* \right) \geq \mathcal{R} \left( S^* \right) / (1 + \delta)^{T+1} \).

We know that \( \mathcal{R} \left( S^* \right) \) takes value from set \( \{0\} \cup \left[ r_{\min} w_{\min} / (1 + w_{\min}), r_{\max} \right] \), therefore \( \left[ \mathcal{R} \left( S^* \right) / (1 + \delta)^T \right]_{1+\delta} \) takes value from a \((1+\delta)-power\) \( \text{Dom}^\delta = \{0\} \cup \left\{ (1 + \delta)^k : k \leq k \leq \bar{k} \right\} \) where \( (1 + \delta)^{\frac{k}{\delta}} = \left[ r_{\min} w_{\min} / \left( (1 + \delta)^T \cdot (1 + w_{\min}) \right) \right]_{1+\delta} \) and \( (1 + \delta)^{\bar{k}} = \left[ r_{\max} / (1 + \delta)^{T} \right]_{1+\delta} \). The cardinality of \( \text{Dom}^\delta \) is \( O \left( \log_{1+\delta} \left( r_{\max} / r_{\min} w_{\min} \right) \right) \). Therefore \( \tilde{S}^* \) can be derived by solving \( \mathcal{V}_{\text{small}} (1, R, \emptyset) \) with at most \( O \left( \log_{1+\delta} \left( r_{\max} / r_{\min} w_{\min} \right) \right) \) number of enumerations on \( R \), which can be ended in a running time of \( O \left( \left( |\mathcal{U}_{\text{small}}| \cdot \log_{1+\delta} \left( r_{\max} / r_{\min} w_{\min} \right) \right)^2 \cdot T \right) = O \left( |\mathcal{I}|^{O(1)} \cdot \frac{1}{\delta^2} \cdot n^{O(\frac{1}{\delta})} \right) \). Let \( \delta = 14\epsilon / (T + 1) \), then we can compute a nontrivial \( \tilde{S}^* \) in a running time of \( O \left( |\mathcal{I}|^{O(1)} \cdot n^{O(\frac{1}{\delta})} \right) \) with

\[
\mathcal{R} \left( \tilde{S}^* \right) \geq \mathcal{R} \left( S^* \right) / (1 + \delta)^{T+1} = \mathcal{R} \left( S^* \right) / (1 + 14\epsilon / (T + 1))^{T+1} \geq (1 - 14\epsilon) \cdot \mathcal{R} \left( S^* \right),
\]

and \( cs \left( \tilde{S}^* \right) \geq \alpha_1 \).

C.4 Proofs from Section 3.4

C.4.1 Proof of Theorem 3.4.1:

Let \( S^* \) denote the true optimal solution to \( \text{DISPLAY-OPT-K} \). Then following the similar argument as in the proof of Theorem 3.3.1, there exists a proxy assortment \( \tilde{S} = (\tilde{S}_1, \ldots, \tilde{S}_T) \in \times_{t \in [T]} \mathcal{U}_{\text{small}} \) such that \( \mathcal{R} \left( \tilde{S} \right) > (1 - 13\epsilon) \cdot \mathcal{R} \left( S^* \right) \) and \( w \left( \tilde{S}_t \right) \geq W_t^*, \ t \in [T] \) which means that \( \tilde{S} \) is a feasible solution to (3.5) and (3.6). Therefore, (3.5) and (3.6) are guaranteed to generate nontrivial solutions. Again, similar to the proof of Theorem 3.3.1, when \( \delta = 14\epsilon / (T + 1) \), then we can compute a nontrivial \( \tilde{S}^* \) in a running time of \( O \left( |\mathcal{I}|^{O(1)} \cdot n^{O(\frac{1}{\delta})} \right) \) with \( \mathcal{R} \left( \tilde{S}^* \right) \geq (1 - 14\epsilon) \cdot \mathcal{R} \left( S^* \right) \) and \( \tilde{S}^* \in \mathcal{F}_K \).
C.5 Proofs from Section 3.5

C.5.1 Proof of Lemma 3.5.1

Clearly, we have \( \hat{S}_1 \subseteq \cdots \subseteq \hat{S}_T \), then we show the efficacy of \( \hat{S} \) in both feasibility and revenue.

\( \hat{S} \) feasibility. For any stage \( t \),

\[
\left| \hat{S}_t \setminus \hat{S}_{t-1} \right| = \left| \bigcup_{q \in \mathcal{Q}} \left( C_q \left( \hat{k}_{t,q} \right) \setminus C_q \left( \hat{k}_{t-1,q} \right) \right) \right|
= \sum_{q \in \mathcal{Q}, k_{t,q}^* > \frac{1}{\epsilon}} \left( \lceil (1 - \epsilon) \cdot k_{t,q}^* \rceil - \lceil (1 - \epsilon) \cdot k_{t-1,q}^* \rceil \right) + \sum_{q \in \mathcal{Q}, k_{t,q}^* \leq \frac{1}{\epsilon}} (k_{t,q}^* - k_{t-1,q}^*)
\leq \sum_{q \in \mathcal{Q}} k_{t,q}^* - k_{t-1,q}^* = |S_t^* \setminus S_{t-1}^*| \leq C,
\]

therefore, the capacity constraints are satisfied. On the other hand,

\[
w \left( \hat{S}_t \right) = w \left( \bigcup_{q \in \mathcal{Q}, k_{t,q}^* \leq \frac{1}{\epsilon}} C_q \left( k_{t,q}^* \right) \bigcup_{q \in \mathcal{Q}, k_{t,q}^* > \frac{1}{\epsilon}} C_q \left( \lceil (1 - \epsilon) \cdot k_{t,q}^* \rceil \right) \right)
\leq w \left( \bigcup_{q \in \mathcal{Q}} C_q \left( k_{t,q}^* \right) \right) \leq (1 + \epsilon) \cdot w \left( S_t^* \right)
\]

\[
w \left( \hat{S}_t \right) = w \left( \bigcup_{q \in \mathcal{Q}, k_{t,q}^* \leq \frac{1}{\epsilon}} C_q \left( k_{t,q}^* \right) \bigcup_{q \in \mathcal{Q}, k_{t,q}^* > \frac{1}{\epsilon}} C_q \left( \lceil (1 - \epsilon) \cdot k_{t,q}^* \rceil \right) \right)
\geq w \left( \bigcup_{q \in \mathcal{Q}} C_q \left( \lceil (1 - \epsilon) \cdot k_{t,q}^* \rceil \right) \right) \geq (1 - \epsilon)^2 \cdot w \left( \bigcup_{q \in \mathcal{Q}} S_{t,q}^* \right) > (1 - 2\epsilon) \cdot w \left( S_t^* \right).
\]
Therefore, for $k \in [K]$,

$$
\sum_{t \in [t_k : t_{k+1})} \lambda_t \cdot cs \left( w \left( \hat{S}_t \right) \right) > \sum_{t \in [t_k : t_{k+1})} \lambda_t \cdot cs \left( (1 - 2\epsilon) \cdot w \left( S^*_t \right) \right)
$$

$$
> (1 - 2\epsilon) \cdot \sum_{t \in [t_k : t_{k+1})} \lambda_t \cdot cs \left( w \left( S^*_t \right) \right) \geq (1 - 2\epsilon) \cdot \alpha_k,
$$

where the second inequality is due to Assumption 3.1.2. So the customer satisfaction constraint for each customer group is violated by a factor of $(1 - 2\epsilon)$.

$\hat{S}$ revenue.

$$
\mathcal{R} \left( \hat{S} \right) = \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + w \left( \hat{S}_t \right)} \cdot \sum_{i \in \hat{S}_t} \rho_i \geq \sum_{t \in [T]} \lambda_t \cdot \frac{1}{1 + (1 + \epsilon) \cdot w \left( S^*_t \right)} \cdot (1 - \epsilon) \cdot \sum_{i \in S^*_t} \rho_i
$$

$$
> \frac{1 - \epsilon}{1 + \epsilon} \cdot \mathcal{R} \left( S^* \right) > (1 - 2\epsilon) \cdot \mathcal{R} \left( S^* \right),
$$

where in the first inequality, $w \left( \hat{S}_t \right) < (1 + \epsilon) \cdot w \left( S^*_t \right)$ comes from the result that we just derived above, and $\sum_{i \in \hat{S}_t} \rho_i \geq (1 - \epsilon) \cdot \sum_{i \in S^*_t} \rho_i$ comes from the fact that in each class $q$, $\hat{S}_{t,q}$ is picked following the $\rho =$-order and $|\hat{S}_{t,q}| \geq (1 - \epsilon) \cdot |S^*_t|_q$.

C.5.2 Proof of Lemma 3.5.2

$S^\text{small}$ feasibility. It is easy to see that $\hat{S}^\text{small}_1 \subseteq \cdots \subseteq \hat{S}^\text{small}_T$. We then argue that the cardinality constraints are also satisfied. For any stage $t$ and class $q$, we claim $k_{t,q}^1 \leq k_{t,q}$. According to the definitions of $k_{t,q}^1$ and $k_{t,q}$, the claim is only not straightforward for class
\[ q \geq [q_{\text{max}}(K_t) - L + 1]^+ \] such that \( k_{tq} > \frac{1}{\varepsilon} \). However, since \( w \left( \left( C_q \setminus \hat{S}_{t-1,q} \right) [k_{tq}] \right) = w \left( \hat{S}_{t,q} \setminus \hat{S}_{t-1,q} \right) \geq w_q^+ \), we have \( k_{tq}^+ \leq k_{tq} \). Therefore

\[
\begin{align*}
|\hat{S}_{t} \setminus \hat{S}_{t-1}| &= \bigcup_{q=[q_{\text{max}}(K_t)-L+1]^+} q_{\text{max}}(K_t) \left| \hat{S}_{t,q} \setminus \hat{S}_{t-1,q} \right| + \bigcup_{q=1} [q_{\text{max}}(K_t)-L]^+ \left| \hat{S}_{t,q} \setminus \hat{S}_{t-1,q} \right| \\
&= \sum_{q=[q_{\text{max}}(K_t)-L+1]^+} k_{tq}^+ + \sum_{\tau=1}^t \bigcup_{q=[q_{\text{max}}(K_{\tau-1})-L+1]^+} [q_{\text{max}}(K_{\tau})-L]^+ \left| \hat{S}_{t,q} \setminus \hat{S}_{t-1,q} \setminus \hat{S}_{\tau-1,q} \right| \\
&\leq \sum_{q=[q_{\text{max}}(K_t)-L+1]^+} k_{tq}^+ + \sum_{\tau=1}^t \bigcup_{q=[q_{\text{max}}(K_{\tau-1})-L+1]^+} [q_{\text{max}}(K_{\tau})-L]^+ \left| \hat{S}_{t,q} \setminus \hat{S}_{t-1,q} \setminus \hat{S}_{\tau-1,q} \right| \\
&\quad - \sum_{\tau=1}^{t-1} \bigcup_{q=[q_{\text{max}}(K_{\tau-1})-L+1]^+} [q_{\text{max}}(K_{\tau})-L]^+ \left| \hat{S}_{t-1,q} \setminus \hat{S}_{\tau-1,q} \right| \\
&= \bigcup_{q=[q_{\text{max}}(K_t)-L+1]^+} [q_{\text{max}}(K_t)-L]^+ \left| \hat{S}_{t,q} \setminus \hat{S}_{t-1,q} \right| \\
&\quad + \sum_{\tau=1}^t \bigcup_{q=[q_{\text{max}}(K_{\tau-1})-L+1]^+} [q_{\text{max}}(K_{\tau})-L]^+ \left( \hat{S}_{t,q} \setminus \hat{S}_{\tau-1,q} \right) \setminus \left( \hat{S}_{t-1,q} \setminus \hat{S}_{\tau-1,q} \right) \\
&= |\hat{S}_t \setminus \hat{S}_{t-1}| \leq C.
\end{align*}
\]
Therefore, \( \hat{S}_{\text{small}} \) satisfies the cardinality constraints. Then we check the customer satisfaction constraints.

\[
w \left( \hat{S}_{\text{small}} \right) \geq w \left( \bigcup_{q=[q_{\max}(K_t)-L+1]}^{q_{\max}(K_t)} \hat{S}_{t,q} \right) = w \left( \bigcup_{q=[q_{\max}(K_t)-L+1]}^{q_{\max}(K_t)} \bigcup_{\tau=1}^{t} \left( C_q \setminus \hat{S}_{\tau-1,q} \right) \left[ k_{\tau,q}^+ \right] \right) \\
\geq \frac{1}{1+\epsilon} \cdot w \left( \bigcup_{q=[q_{\max}(K_t)-L+1]}^{q_{\max}(K_t)} \bigcup_{\tau=1}^{t} \left( \hat{S}_{\tau,q} \setminus \hat{S}_{\tau-1,q} \right) \right) \\
\geq \frac{1}{1+\epsilon} \cdot w \left( \bigcup_{q=[q_{\max}(K_t)-L+1]}^{q_{\max}(K_t)} \bigcup_{\tau=1}^{t} \left( \hat{S}_{\tau,q} \setminus \hat{S}_{\tau-1,q} \right) \right) \\
- q_{\max}(K_t) \sum_{q=[q_{\max}(K_t)-L+1]}^{q_{\max}(K_t)} \sum_{\tau=1}^{t} \text{Power}_2 \left[ \frac{\epsilon}{L} \cdot w(\hat{S}_\tau \setminus \hat{S}_{\tau-1}) \right] \\
> (1 - \epsilon) \cdot \left( w \left( \hat{S}_t \right) - 2\epsilon \cdot w \left( \hat{S}_t \right) \right) > (1 - 3\epsilon) \cdot w \left( \hat{S}_t \right),
\]

where the first inequality is due to the fact that within each weight class \( q \), the real weights won’t differentiate from each other by a factor of \( (1 + \epsilon) \), and the second inequality comes from the definition of \( k_{\tau,q}^+ \). Therefore,

\[
\sum_{t \in [t_k:t_{k+1}]} \lambda_t \cdot cs \left( w \left( \hat{S}_{\text{small}} \right) \right) > \sum_{t \in [t_k:t_{k+1}]} \lambda_t \cdot cs \left( (1 - 3\epsilon) \cdot w \left( \hat{S}_t \right) \right) \\
> (1 - 3\epsilon) \cdot \sum_{t \in [t_k:t_{k+1}]} \lambda_t \cdot cs \left( w \left( \hat{S}_t \right) \right) \geq (1 - 5\epsilon) \cdot \alpha_k,
\]
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where the second inequality comes from Assumption 3.1.2, and the last inequality comes from Lemma 3.5.1. We can also give an upper bound on $w\left(\hat{S}_{t}^{\text{small}}\right)$.

$$w\left(\hat{S}_{t}^{\text{small}}\right) \leq w\left(\bigcup_{q=\max(K_t)-L+1}^{\max(K_t)} \hat{S}_{t,q}^{\text{small}}\right) + w\left(\bigcup_{q=0}^{\max(K_t)-L+1} C_q\right)$$

$$\leq (1 + \epsilon) \cdot w\left(\bigcup_{q=\max(K_t)-L+1}^{\max(K_t)} \hat{S}_{t,q}^{\text{small}}\right) \leq (1 + \epsilon) \cdot w\left(\bigcup_{q=\max(K_t)-L+1}^{\max(K_t)} \hat{S}_{t,q}\right)$$

$$\leq (1 + \epsilon) \cdot w\left(\hat{S}_t\right),$$

where the second inequality comes from the definition of $L$, and the third inequality is due to the fact that for $q \geq \max(K_t) - L + 1$, $\hat{S}_{t,q}^{\text{small}} \subseteq \hat{S}_{t,q}$. Then according to Lemma 3.5.1, we have $w\left(\hat{S}_{t}^{\text{small}}\right) \leq (1 + 2\epsilon) \cdot w\left(S_t^*\right)$.

$S_{\text{small}}$ revenue. For $q > \max(K_t) - L + 1$, according to the definition of $k_{tq}^+$, when $k_{tq} \leq \frac{1}{\epsilon}$, $k_{tq}^+ = k_{tq}$. What is more complicated is when $k_{tq} > \frac{1}{\epsilon}$, we have

$$0 < w\left((C_q \setminus \hat{S}_{t-1,q}) [k_{tq}]\right) - w\left((C_q \setminus \hat{S}_{t-1,q}) [k_{tq}^+]\right) < \text{Power}_2\left[\frac{\epsilon}{L} \cdot w(\hat{S}_t \setminus \hat{S}_{t-1})\right]$$

(C.4)

$$0 < \rho\left((C_q \setminus \hat{S}_{t-1,q}) [k_{tq}]\right) - \rho\left((C_q \setminus \hat{S}_{t-1,q}) [k_{tq}^+]\right) < \text{Power}_2\left[\frac{\epsilon}{L} \cdot \rho(\hat{S}_t \setminus \hat{S}_{t-1})\right],$$

(C.5)

where $(C_q \setminus \hat{S}_{t-1,q}) [k_{tq}] = \hat{S}_{t,q} \setminus \hat{S}_{t-1,q}$. 
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Therefore

\[
\begin{align*}
& w(\hat{s}_{\text{small}}) = w\left( \bigcup_{q=[q_{\max}(K_t)-L+1]^+} q_{\max}(K_t) \hat{s}_{\text{small}} \bigcup_{q=1}^{q_{\max}(K_t)} \hat{s}_{\text{small}} \right) + w\left( \bigcup_{q=[q_{\max}(K_t)-L+1]^+} q_{\max}(K_t) \hat{s}_{\text{small}} \bigcup_{q=1}^{q_{\max}(K_t)} \hat{s}_{\text{small}} \right) \\
& \leq w\left( \bigcup_{q=[q_{\max}(K_t)-L+1]^+} q_{\max}(K_t) \hat{s}_{\text{small}} \bigcup_{q=1}^{q_{\max}(K_t)} \hat{s}_{\text{small}} \right) + n \cdot w_{\text{min}} \cdot (1 + \epsilon)^{q_{\max}(K_t)-L} \\
& \leq (1 + n \cdot (1 + \epsilon)^{-L}) \cdot w\left( \bigcup_{q=[q_{\max}(K_t)-L+1]^+} q_{\max}(K_t) \hat{s}_{\text{small}} \bigcup_{q=1}^{q_{\max}(K_t)} \hat{s}_{\text{small}} \right) \\
& = (1 + \epsilon) \cdot w\left( \bigcup_{q=[q_{\max}(K_t)-L+1]^+} q_{\max}(K_t) \hat{s}_{\text{small}} \bigcup_{q=1}^{q_{\max}(K_t)} \hat{s}_{\text{small}} \right) \\
& \leq (1 + \epsilon) \cdot w\left( \bigcup_{q=[q_{\max}(K_t)-L+1]^+} q_{\max}(K_t) \hat{s}_{\text{small}} \bigcup_{q=1}^{q_{\max}(K_t)} \hat{s}_{\text{small}} \right) + \sum_{\tau=1}^{t} \sum_{q=[q_{\max}(K_t)-L+1]^+}^{q_{\max}(K_t)} \text{Power}_2\left[ \frac{\epsilon}{L} \cdot w(\hat{s}_{\tau} \setminus \hat{s}_{\tau-1}) \right] \\
& \leq (1 + \epsilon) \cdot w(\hat{s}_{t}) + \sum_{\tau=1}^{t} 2\epsilon \cdot w(\hat{s}_{\tau} \setminus \hat{s}_{\tau-1}) \\
& = (1 + \epsilon) (1 + 2\epsilon) \cdot w(\hat{s}_{t}) < (1 + 4\epsilon) \cdot w(\hat{s}_{t}).
\end{align*}
\]

And on the other hand, since for \( q > [q_{\max}(K_t) - L + 1]^+ \), \( k^+_q \leq k_{\tau q}, \tau \in [t] \), we have \( \hat{s}_{\text{small}} \subseteq \hat{s}_{t-1,q} \). Notice that \( w(\hat{s}_{\text{small}} \setminus \hat{s}_{\text{small}}) = w\left( (C_q \setminus \hat{s}_{t-1,q}) \left[ k^+_l \right] \right) \), then \( \rho\left( \hat{s}_{\text{small}} \setminus \hat{s}_{\text{small}} \right) \geq \rho\left( (C_q \setminus \hat{s}_{t-1,q}) \left[ k^+_l \right] \right) \), where the inequality is due to the fact that for each \( q \), \( C_q \) is ranked by \( \rho \)-order. Combining with (C.5), we have

\[
\begin{align*}
\rho\left( \hat{s}_{\text{small}} \setminus \hat{s}_{\text{small}} \right) & \geq \rho\left( (C_q \setminus \hat{s}_{t-1,q}) \left[ k^+_l \right] \right) \\
& > \rho\left( (C_q \setminus \hat{s}_{t-1,q}) \left[ k^+_l \right] \right) - \text{Power}_2\left[ \frac{\epsilon}{L} \cdot \rho(\hat{s}_{t} \setminus \hat{s}_{t-1}) \right] \\
& = \rho\left( \hat{s}_{\text{small}} \setminus \hat{s}_{t-1,q} \right) - \text{Power}_2\left[ \frac{\epsilon}{L} \cdot \rho(\hat{s}_{t} \setminus \hat{s}_{t-1}) \right]. \quad (C.6)
\end{align*}
\]
The above inequalities imply the following,

\[
\rho \left( \hat{S}_{t}^{\text{small}} \right) = \rho \left( \bigcup_{q=[\max(K_t) - L+1]}^{\max(K_t)} \bigcup_{\tau=1}^{t} \left( \hat{S}_{\tau,q}^{\text{small}} \setminus \hat{S}_{\tau-1,q}^{\text{small}} \right) \right) + \rho \left( \bigcup_{\tau=1}^{t} \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \hat{S}_{\tau,q}^{\text{small}} \right)
\]

\[
= \rho \left( \bigcup_{q=[\max(K_t) - L+1]}^{\max(K_t)} \bigcup_{\tau=1}^{t} \left( \hat{S}_{\tau,q}^{\text{small}} \setminus \hat{S}_{\tau-1,q}^{\text{small}} \right) \right) + \sum_{\tau=1}^{t} \rho \left( \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \left( \hat{S}_{\tau,q}^{\text{small}} \setminus \hat{S}_{\tau-1,q}^{\text{small}} \right) \right)
\]

\[
= \rho \left( \bigcup_{q=[\max(K_t) - L+1]}^{\max(K_t)} \bigcup_{\tau=1}^{t} \left( \hat{S}_{\tau,q}^{\text{small}} \setminus \hat{S}_{\tau-1,q}^{\text{small}} \right) \right) + \sum_{\tau=1}^{t} \left\{ \rho \left( \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \left( C_q \setminus \left[ \hat{k}_{\tau-1,q}^{\downarrow} \right] \right) \right) \right\} \left[ l_{\tau\tau} \right]
\]

\[
+ \rho \left( \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \bigcup_{i=1}^{t} \left( \hat{S}_{i,q}^{\text{small}} \setminus \hat{S}_{i-1,q}^{\text{small}} \right) \right)
\]

\[
\leq \rho \left( \bigcup_{\tau=1}^{t} \bigcup_{q=[\max(K_t) - L+1]}^{\max(K_t)} \left( \hat{S}_{\tau,q}^{\text{small}} \setminus \hat{S}_{\tau-1,q}^{\text{small}} \right) \right) + \sum_{\tau=1}^{t} \left\{ \rho \left( \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \left( C_q \setminus \left[ \hat{k}_{\tau-1,q}^{\downarrow} \right] \right) \right) \right\} \left[ l_{\tau\tau} \right]
\]

\[
+ \rho \left( \bigcup_{i=1}^{t} \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \left( \hat{S}_{i,q}^{\text{small}} \setminus \hat{S}_{i-1,q}^{\text{small}} \right) \right) \right\} \left[ l_{\tau\tau} \right]
\]

\[
\leq \rho \left( \bigcup_{\tau=1}^{t} \bigcup_{q=[\max(K_t) - L+1]}^{\max(K_t)} \left( \hat{S}_{\tau,q}^{\text{small}} \setminus \hat{S}_{\tau-1,q}^{\text{small}} \right) \right) + \sum_{\tau=1}^{t} \left\{ \rho \left( \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \left( C_q \setminus \left[ \hat{k}_{\tau-1,q}^{\downarrow} \right] \right) \right) \right\} \left[ l_{\tau\tau} \right]
\]

\[
+ \rho \left( \bigcup_{i=1}^{t} \bigcup_{q=[\max(K_{\tau-1}) - L+1]}^{\max(K_{\tau-1})} \left( \hat{S}_{i,q}^{\text{small}} \setminus \hat{S}_{i-1,q}^{\text{small}} \right) \right) \right\} \left[ l_{\tau\tau} \right]
\]

(C.7)
where the first inequality is due to the fact that \( k_{\tau-1,q} \leq k_{\tau-1,q} \) and each class \( C_q \) is \( \rho \)-ordered.

Then

\[
(C.7) \geq \sum_{\tau=1}^{t} \left( \rho \left( \bigcup_{q=[q_{\max}(K_t)]-L+1}^{q_{\max}(K_t)} (\hat{S}_{\tau,q} \setminus \hat{S}_{\tau-1,q}) \right) - \rho \left( \bigcup_{q=[q_{\max}(K_t)]-L+1}^{q_{\max}(K_t)} (\hat{S}_{\tau,q} \setminus \hat{S}_{\tau-1,q}) \right) \right)
\]

\[
+ \sum_{\tau=1}^{t} \left\{ \rho \left( \bigcup_{q=[q_{\max}(K_{\tau-1})-L+1]}^{q_{\max}(K_{\tau})} (C_q \setminus C_q [k_{\tau-1,q}]) \right) \left[ l_{\tau} \right] \right\}
\]

\[
+ \sum_{i=1}^{\tau-1} \left( \rho \left( \bigcup_{q=[q_{\max}(K_{\tau-1})-L+1]}^{q_{\max}(K_{\tau})} (\hat{S}_{i,q} \setminus \hat{S}_{i-1,q}) \right) - \rho \left( \bigcup_{q=[q_{\max}(K_{\tau-1})-L+1]}^{q_{\max}(K_{\tau})} (\hat{S}_{i,q} \setminus \hat{S}_{i-1,q}) \right) \right)
\]

\[
- \rho \left( \bigcup_{q=[q_{\max}(K_{\tau})]}^{q_{\max}(K_t)} (\hat{S}_{\tau,\hat{S}_{\tau-1,q}}) \right) \rho \left( \bigcup_{q=1}^{[q_{\max}(K_{\tau})]-L+1} (\hat{S}_{\tau,q}) \right) - 2 \epsilon \cdot \rho (\hat{S}_{\tau-1})
\]

\[
\geq \rho \left( \bigcup_{q=[q_{\max}(K_t)]-L+1}^{q_{\max}(K_t)} (\hat{S}_{\tau,\hat{S}_{\tau-1,q}}) \right) - 2 \epsilon \cdot \rho (\hat{S}_{\tau})
\]

\[
+ \rho \left( \bigcup_{q=[q_{\max}(K_{\tau})]}^{q_{\max}(K_{\tau})} (\hat{S}_{\tau,\hat{S}_{\tau-1,q}}) \right) - 2 \epsilon \cdot \rho (\hat{S}_{\tau-1})
\]

\[
= \rho \left( \bigcup_{q=[q_{\max}(K_t)]-L+1}^{q_{\max}(K_t)} (\hat{S}_{\tau,\hat{S}_{\tau-1,q}}) \right) - 2 \epsilon \cdot \rho (\hat{S}_{\tau}) + \rho \left( \bigcup_{q=1}^{[q_{\max}(K_{\tau})]-L+1} (\hat{S}_{\tau,q}) \right) - 2 \epsilon \cdot \sum_{\tau=1}^{t-1} \rho (\hat{S}_{\tau})
\]

\[
\geq (1 - 2T \cdot \epsilon) \cdot \rho (\hat{S}_{\tau}).
\]
Therefore, we have

\[
\mathcal{R}(\hat{S}_{\text{small}}) = \sum_{t \in [T]} \lambda_t \cdot \frac{\rho(\hat{S}_t)}{1 + w(\hat{S}_{\text{small}})} \cdot \geq \sum_{t \in [T]} \lambda_t \cdot \frac{(1 - 2T \cdot \epsilon) \cdot \rho(\hat{S}_t)}{1 + (1 + 4\epsilon) \cdot w(\hat{S}_t)}
\]

\[
> \frac{1 - 2T \cdot \epsilon}{1 + 4\epsilon} \cdot \mathcal{R}(\hat{S}) \geq \frac{1 - 2T \cdot \epsilon}{1 + 4\epsilon} \cdot (1 - 2\epsilon) \cdot \mathcal{R}(S^*)
\]

\[
> (1 - 2(T + 3) \cdot \epsilon) \cdot \mathcal{R}(S^*)
\]

C.5.3 Proof of Theorem 3.5.3:

The proof follows closely as Theorem 3.4.1.