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ABSTRACT OF THE DISSERTATION

Quantification of Conformational Heterogeneity and its Role
in Protein Aggregation and Unfolding
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Washington University in St. Louis, 2013

Professor Rohit V. Pappu, Chair

Proteins can exhibit significant conformational heterogeneity either under
denaturing conditions or in aqueous solutions. The latter is true for a class of proteins
whose sequences predispose them to form heterogeneous ensembles of conformations.
Characterization of conformational heterogeneity in a protein ensemble requires the
quantification of the amplitudes of spontaneous fluctuations in conjunction with
information regarding coarse grain measures that report on the average sizes, shapes, and
densities. This often demands multiplexed experimental approaches whose readouts are
interpreted or annotated using ensembles drawn from atomistic or coarse grain
computational simulations. Efforts to characterize conformational heterogeneity
contribute directly to our understanding of disorder-to-order transitions in protein folding
and self-assembly. These efforts are also crucial to our understanding of the heterotypic
interactions involving intrinsically disordered proteins and non-native states of well-
folded proteins. These heterotypic interactions are important in signal transduction and
the regulation of protein homeostasis. The onset and progression of several systemic and
neurodegenerative “conformational diseases” are linked to the nature and degree of conformational heterogeneity in specific proteins or proteolytic products of proteins.

This thesis work focuses on the quantitative characterization of conformational heterogeneity in simulated ensembles of inducibly unfolded and intrinsically disordered proteins. Advances in nuclear magnetic resonance spectroscopy afford the possibility of detailed measurements of inter-residue distances and modulations to the relaxation dynamics of paramagnetic spins that are inserted as probes into a protein. These state-of-the-art measurements show interesting features within denatured state ensembles that cannot be explained using canonical random coil models. Here, we use computer simulations to generate plausible facsimiles of denatured state ensembles that reproduce experimental data and demonstrate that the ensembles that are consistent with the data are characterized by the presence of low-likelihood, long-range intra-chain contacts between hydrophobic groups. When placed in the context of sequence conservation information, it appears that these contacts act as gatekeepers that protect proteins from the deleterious consequences of protein aggregation by sequestering hydrophobic groups in an assortment of intra-chain long-range contacts. We also characterize the nature and degree of conformational heterogeneity in glutamine- and asparagine-rich containing systems. These efforts lead to insights regarding the role of conformational heterogeneity in mediating intermolecular associations that are implicated in aggregation and self-assembly of these systems. Analysis of results from atomistic simulations leads to a phenomenological model for the modulation of conformational heterogeneity and degeneracies of intermolecular interactions by naturally occurring sequences that flank polyglutamine domains.
Finally, we develop a formal order parameter to quantify the conformational heterogeneity in simulated ensembles of proteins. When combined with measures of density and fluctuations thereof, it can be used to provide a complete description of the degree and nature of conformational heterogeneity in different ensembles, thus affording the ability to compare different ensembles to each other while also providing a way to categorize conformational transitions.
Chapter 1

The need for quantitative characterization of protein conformational heterogeneity

1.1 Introduction

Biological science is dominated by the so-called structure-function paradigm. The concept of function being a direct consequence of form follows from every day experience with macroscopic objects. This is amplified in the reductionist approach taken by biologists. Decomposition of a biological system into essential components implies those components fit back together in some ordered and well-defined arrangement. As progress is made in understanding biology at the nano-scales, this structure-centric way of thinking has followed and catalyzed the growth of biophysics. Emil Fischer proposed that enzyme specificity could be explained by shape complementarity (1, 2). He used the metaphor of a lock and key to illustrate how the three-dimensional arrangements of atoms comprising an enzyme and its substrate could enable them to fit together and prevent non-specific catalysis. Interpreted literally, this metaphor suggests that proteins possess rigid structures that determine their functions. Fischer, however, felt that popular interpretations of his lock-and-key metaphor exceeded its scope and experimental justification (3). Indeed, protein rigidity has proven to be unsatisfactory at explaining noncompetitive inhibition and cannot account for enzymes where binding of one

---

1 Some parts of the text for this chapter were taken from a recent review co-authored by the candidate. A.H. Mao, N. Lyle, R.V. Pappu. (2013). Describing sequence-ensemble relationships for intrinsically disordered proteins. *Biochemical Journal*, 449: 307-318
reactive group increases the exposure of another \(^{(4)}\). The concepts of allostERIC linkage \(^{(5)}\) and induced fit require the invocation of protein conformational changes in response to the binding of an interaction partner \(^{(6)}\). The structure-function paradigm, nuanced to accommodate proteins that switch between discrete conformations with different shape complementarities for execution of specific functions provides visual clarity and mathematical simplicity.

1.2 Evidence for function without structure

Advancements on scientific and technological fronts have demonstrated unequivocally that proteins can exhibit significant conformational heterogeneity. Intrinsically disordered proteins (IDPs) are at the extreme end of the heterogeneity spectrum \(^{(7-9)}\). They adopt ensembles of conformations in aqueous solutions for which no single structure or self-similar collection of structures provides an adequate description. By all accounts the conformational heterogeneity exhibited by IDPs is relevant for biological function \(^{(8-14)}\). The phrase intrinsically disordered proteins is used to imply that the amino acid sequences for this class of proteins encode a preference for heterogeneous ensembles of conformations as the thermodynamic ground state under standard physiological conditions (aqueous solutions, 150 mM monovalent salt, low concentrations of divalent ions, pH 7.0, and temperature in the 25ºC – 37ºC range) \(^{(9,15)}\). The terms conformational heterogeneity and disorder are sometimes used interchangeably. Thus the classification of a protein as disordered does not imply the protein is entirely devoid of regular secondary structural elements nor does it imply the protein is an expanded random coil.

For many IDPs, folding can be coupled to binding and they can adopt ordered structures in specific bound complexes \(^{(16-20)}\). The intrinsic heterogeneity in their unbound forms is reflected in their ability to adopt different folds in the context of different complexes \(^{(10)}\). Transcription factors represent striking examples of molecules that undergo disorder-to-order
transitions in complex with their cognate DNA partners (21-24). Highly stable complexes with DNA can make transcription factor dissociation become “unreasonably slow” when compared to the turnover time of downstream regulatory processes. Disorder in the unbound forms is proposed to be important for lowering the overall affinity, which in turn increases the off-rates of protein-DNA complexes (25).

There are a growing number of reports of “fuzzy complexes” whereby conformational heterogeneity prevails in binary and multimolecular complexes (26-28). IDPs can also self-assemble to form ordered, supramolecular assemblies, although the degree of order within these assemblies is variable and the intermediates that seem to be obligatory for self-assembly are characterized by significant conformational heterogeneity that can be modulated to alter the mechanisms of self-assembly and the stabilities of supramolecular structures (29-38).

1.3 Denatured states of proteins

Although IDPs have gained in interest in recent years, the topic of disorder in denatured proteins has been on the front burner in protein folding studies for over four decades. A folded protein in aqueous milieu can be denatured by addition of cosolutes such as guanidine hydrochloride (GuHCl) or urea; by heating or cooling of the protein plus solvent system; by alterations in the pH of the buffer; or by increased hydrostatic pressure. Denaturing conditions force a protein to unfold by destabilizing the native state or, equivalently, stabilizing the denatured state. Interest in the study of denatured proteins stems from the fact that native state interactions cannot be the only driving force in determining protein stability. Two-state proteins are those that have access to only two thermodynamic macrostates viz., the folded and unfolded states. In such systems, one quantifies protein stability as the difference in standard-state chemical potentials associated with the folded and unfolded macrostates. For authentic two-state
proteins, one assumes that the fully unfolded state is accessible via denaturation. Therefore, a
typical folding study involves monitoring specific spectroscopic properties as a function of
denaturant, which yields a classic folding curve. Assuming congruence between denatured states
stabilized in high concentrations of denaturant and the unfolded state, which is seldom populated
under physiological conditions, one can estimate the folding free energy of a protein from a
folding curve using the so-called linear extrapolation model. Systematic mutational studies
provide information regarding the forces that stabilize or destabilize proteins. Interpretation of
these results requires knowledge of interactions that are prevalent in folded and unfolded states.
The former is accessible through knowledge of the precise three-dimensional structure of a
folded protein, while the latter requires computational models for denatured state ensembles.

1.4 Describing conformational heterogeneity

Information encoded at the sequence level keeps IDPs from autonomously folding into
singular, well-defined three-dimensional structures \(^{(15, 39)}\). The information content of IDP
sequences is such that acquisition of a folded conformation (if this happens) is deferred by
coupling the folding process to either binding or self-assembly providing the heterotypic or
homotypic interactions in trans can stabilize the IDP in a specific fold. From a thermodynamic
standpoint, the stabilities of complexes and mechanisms of binding / assembly are linked to the
conformational properties of IDPs in their unbound forms. Hence, sequence-ensemble
relationships are central to understanding how disorder is used in IDP function. Similarly,
quantitative descriptions of conformational heterogeneity in denatured state ensembles (and in
non-native states populated under folding conditions for sequences that fold autonomously) are
central to our understanding the determinants of protein stability, the description of the effects of
macromolecular crowding and non-specific interactions between a target protein and constituents of cellular milieu, and the active degradation of unfolded proteins within cells.

This thesis work has focused on two classes of protein systems that exhibit significant conformational heterogeneity. These are intrinsically disordered proteins and denatured state ensembles of proteins that do fold as autonomous units. We use a single acronym IDPs to describe both classes of systems where in one case it implies intrinsically disordered proteins and when referring to denatured state ensembles it implies inducible disorder in proteins.

Quantitative descriptions of conformational heterogeneity require biophysical characterization. The signals are often highly averaged and by definition these systems resist crystallization unless they can be forced into specific folded structures. Systems exhibiting conformational heterogeneity also present biochemical challenges because they can be difficult to isolate from tissue or cell systems because the process of homogenization exposes them to proteases that rapidly and preferentially degrade disordered proteins\(^{40-42}\). Efforts to characterize and quantify conformational heterogeneity have required a systematic integration of biophysical, biochemical, and bioinformatics methods. The major biophysical methodologies include nuclear magnetic resonance (NMR) spectroscopy\(^ {43-50}\), steady state and time-resolved fluorescence (single molecule and ensemble) spectroscopies\(^ {51-54}\), electron paramagnetic resonance spectroscopy (EPR)\(^ {55}\), small angle X-ray scattering (SAXS)\(^ {56-58}\), and molecular simulations that are used either de novo\(^ {59-67}\) or in synergy with data collected from spectroscopic investigations of IDPs\(^ {50, 58, 68-76}\).

1.5 The challenge of describing conformational heterogeneity

A single set of position coordinates (and uncertainties in these coordinates) helps relate sequence-to-structure for a protein that folds autonomously into a distinct three-dimensional
structure. Such coordinate sets are generated as models that fit either the electron density data from X-ray diffraction through ordered protein crystals or NMR data that report on the chemical environments of backbone and sidechain protons and nuclei in solution. The protein data bank \cite{77} provides a comprehensive archive of coordinate sets for a range of crystallizable proteins and proteins that are amenable for studies by NMR. This rich data set has lead to systematic classification of folds and fold families \cite{78-81} thus yielding an improved understanding of sequence-structure relationships and insights regarding the evolution of protein folds. IDPs are not amenable to descriptions by single or even small number distinct of coordinate sets. Instead statistical descriptors are required to provide a concise classification of conformational ensembles and this is the language of polymer physics \cite{82}. We focus on these concepts \cite{82} to provide a unifying framework for quantitative analysis.

1.6 Limiting models as descriptors of conformational heterogeneity

The two most popular statistical descriptions based on polymer physics are the Flory random coil \cite{83} and worm like chain models \cite{84}. In the rotational isomeric approximation \cite{83} to the Flory random coil model, the conformational partition function for the polypeptide is written as a product of partition functions of independent interaction units. All interactions between non-nearest neighbor units or so-called Kuhn segments are explicitly ignored although the intrinsic conformational preferences of individual units are captured in terms of weights for each of the possible rotational isomers. The unit either spans the degrees of freedom of an individual residue or can take local effects into account to expand the unit to span multiple residues. In either situation case, each conformation for unit $i$ is annotated by an intrinsic energy value that is calculated using an empirical potential function of one’s choosing. The conformations are binned into rotational isomeric states based on the similarities of the backbone and sidechain dihedral
angles (see Figure 1.1). Residue / unit \( i \), might have \( m \) rotational isomers whereas residue \( j \) might have \( n \) rotational isomers. For a given residue, each rotational isomer is assigned a weight that is calculated using the Boltzmann weights of energies of individual conformations that make up the rotational isomer.

Given an amino acid sequence of \( N \) residues, one can calculate, \textit{a priori}, the probabilities associated with all combinations rotational isomers. For the sequence of interest the number of rotational isomers per residue, their statistical weights, and the sequence composition dictates the total number of conformational possibilities and the likelihoods associated with each conformation. These likelihoods make up the predicted conformational distribution function and can be used to calculate a variety of conformational properties including the average end-to-end distance, the average radius of gyration, the average hydrodynamic size, the average distance between residues \( i \) and \( j \), and any observable that can be cast as a function of a moment of the conformational distribution function.

An alternative approach is to analyze experimental data, specifically data from fluorescence \((85-87)\) or force spectroscopy \((88-90)\) that are functions of end-to-end distances using variants of the worm like chain model. The persistence length \( l_p \) is the length scale over which the chain behaves like a continuously deformable entity. For a rod-like chain \( l_p \) equals the contour length and for a freely-joined chain, \( l_p \) equals the bond length, so this model ostensibly allows interpolation between two extremes. Fluctuations are highly correlated for spatial separations that are smaller than \( l_p \). For spatial separations longer than \( l_p \), the worm-like segments become uncorrelated and the model reverts to the Flory random coil limit. Therefore, if \( l_p \) is found to be small, the worm like chain model does not yield any insights that go beyond the Flory random coil.
Estimates of \( l_p \) values for different sequences, studied under similar solution conditions yield comparative assessments of sequence-ensemble relationships through comparative measures of “chain stiffness” although Yamakawa \(^{\text{(91)}}\) has highlighted the limitations of \( l_p \) as a measure of stiffness. The assumption of continuous deformation for spatial separations less than \( l_p \) is questionable because this assumption breaks down if the chain can form heterogeneous ensembles of compact globules. Despite its inherent weaknesses, the worm like chain model retains appeal for its ease of use in interpreting experimental data for IDPs and denatured proteins \(^{\text{(85-87)}}\).

**Figure 1.1:** Illustration of how the rotational isomeric approximation of the Flory random coil model is constructed. (A) This process begins with a detailed calculation of the free energy landscape (with free energies increasing from red to blue) for an individual amino acid (or Kuhn segment), shown here for alanine. The tiles represent a coarse graining of conformational space into discrete rotational isomers, and each isomer has a label and a statistical weight that is calculated using the energies associated with conformations that make up a rotational isomer.
The assumption of independence / additivity allows the statistical weights for each combination of rotational isomers to be written as a product of individual weights. Panel (B) shows this procedure, whereby there are $M$ conformations for a polypeptide of $N$ residues and the statistical weight for each conformation $z$ is a product of the weights for individual residues. The result is a weighted ensemble of all conformational possibilities where each “conformation” is denoted using a combination of the coarse grain rotational isomers. Panel (C) shows a schematic conformation for one of the conformations $z$.

1.7 The value of limiting models

The preceding discussion focuses on limiting models, which are analogous to limiting models / laws in other branches of physics that include the Debye-Hückel equation for calculating activity coefficients of electrolytes \(^{(92)}\), and the Hildebrand \(^{(93)}\) / Flory-Huggins expressions for the free energies of ideal mixtures \(^{(94, 95)}\). Limiting laws or models provide a route for interpreting experimental data as deviations from ideal behavior. As a limiting model, the Flory random coil model is often used to calibrate measured observables such as NMR chemical shifts \(^{(96, 97)}\) and NMR paramagnetic relaxation enhancement effects \(^{(45)}\) i.e., observables can be calibrated as deviations from the Flory random coil. This helps assess the contributions of spatial interactions between residues that are distal in the linear sequence. Such approaches are decidedly one-sided because deviations from a limiting model tell us what an ensemble is not and this is inadequate for developing a complete understanding of sequence-ensemble relationships.

1.8 Toward more realistic polymer models for IDPs

Conformational statistics are dictated by the interplay between chain-solvent and intrachain (intra-backbone, backbone-sidechain, and sidechain-sidechain) interactions \(^{(82)}\). As a
result, polymers undergo continuous transitions between distinct conformational classes. These transitions are modulated by changes to solvent-mediated interactions either through the addition of ternary components or by changing the temperature and/or pressure. Importantly, the conformational classes are akin to distinct phases because they have distinct density profiles and the variation of spatial separation as a function of sequence separation follows distinct patterns. Transitions between conformational classes are hence akin to phase transitions (98).

1.9 Measures for assessing the phase behavior of polymers

Quantities such as the average radius of gyration ($\langle R_g \rangle$), the average hydrodynamic radius ($\langle R_h \rangle$), and the average end-to-end distance ($\langle R_{ee} \rangle$), respectively are different measures of chain size that can be used to quantify the average density, intrinsic viscosity, and concentration of one end of the chain around the other. In addition to measures of chain size, one can also calculate the average shapes of polymers. The average asphericity ($\delta^*$) quantifies the extent of deviation from a perfect sphere ($\delta^* = 0$). For ellipsoids, $\delta^* = 0.4$, and this quantity attains its maximum value of 1 for a perfect rod (99). The average asphericity is calculated from the ensemble-averaged eigenvalues of the gyration tensor.

One can also calculate the average distances between residues i and j. The quantity $\langle R_{ij} \rangle$ represents the ensemble-average of spatial separations calculated as averages over all pairs i and j that yield a sequence separation $|j–i|$ (100). Multiple pairs of residues i and j will have similar sequence separations $|j–i|$. The profile of $\langle R_{ij} \rangle$ plotted against sequence separation $|j–i|$ quantifies the local concentration of chain segments around each other and provides the most detailed information regarding the so-called link density (101), which is a formal order parameter in formalisms of polymer theories such as the Lifshitz approach (100, 102-105). In addition to ensemble averages, one can also calculate the one- and two-parameter distribution functions such as $P(R_g)$,
$P(R_{ee}), P(R_{rh}), P(\delta), P(R_{ij}|j-i|),$ and $P(R_g, \delta)$. The latter quantifies the joint distribution of sizes and shapes.

Importantly, all of the quantities listed above are accessible to the appropriate combination of experiments and can be calculated using coordinates for simulated ensembles. This enables quantitative comparisons between simulation results and experiments thus facilitating direct approaches to either test predictions from simulations or routes to incorporate experimental data as restraints in simulations for generating ensembles that best describe experimental data. Both approaches are equally important and have enabled the development of quantitative sequence-ensemble relationships for IDPs.

### 1.10 Assessing solvent quality

The balance between chain-solvent interactions and intra-chain interactions is quantified using a parameter $v_{ex}$. This quantity has units of volume and is proportional to the integral of the Mayer $f$-function, i.e.,

$$v_{ex} = -\int f(r) d^3r$$

where $f(r) = \exp[-\beta W(r)] - 1$; $W(r)$, is the potential of mean force for the thermally averaged inter-residue interaction and $\beta=1/RT$ where $R$ is Boltzmann’s constant and $T$ is temperature. If the effective inter-residue interactions are repulsive, then the Mayer-$f$ function is negative, which leads to positive values for $v_{ex}$ and the converse is true for inter-residue interactions that are attractive on average. The parameter $v_{ex}$ is hence a measure of the volume excluded, per residue, for favorable interactions with the surrounding solvent that results from the competition between chain-chain and chain-solvent interactions. It provides a measure of the strengths of pairwise inter-residue interactions, on average, and can be related to the second virial coefficient that is accessible using light scattering measurements. (82)
1.11 Classifying ensemble types based on $v_{ex}$

In a good solvent, $v_{ex} > 0$, and the chain expands to maximize the polymer-solvent interface. Expanded unfolded states are sampled $in vitro$ in high concentrations of chemical denaturants such as urea and guanidinium chloride. Aqueous solutions with high concentrations (8 M) urea are presumed to be reasonable mimics of good solvents for generic polypeptides because urea, a carbonyl diamide, is chemically equivalent to polypeptide backbone amides. As a result, quantities such as $\langle R_g \rangle^{(106)}$, $\langle R_h \rangle^{(107)}$, and the average end-to-end distance $\langle R_{ee} \rangle$ scale as $N^{0.59}$ with chain length, $N$. In a good solvent the distances $\langle R_{ij} \rangle$ scale as $|j–i|^{0.59}$ as a function of sequence separation $|j–i|$.

Since the inter-residue interactions are repulsive on average, $v_{ex} > 0$ in good solvents. Indeed, the sizes of self-avoiding random walks also scale as $N^{0.59}$ and conformational ensembles for polymers in good solvents and self-avoiding random walks are said to belong to the same “universality class” $^{(108)}$. Accordingly, ensembles generated in atomistic detail for proteins in the excluded volume (EV) limit are useful reference states for expanded unfolded states $^{(109-115)}$. In the EV limit, ensembles are generated using atomistic descriptions of proteins and all non-bonded interactions excepting steric repulsions are ignored.

The low overall hydrophobicity of IDP sequences implicitly suggests that these systems come under the same rubric as chemically denatured proteins. Hence, a popular approach is to generate EV limit ensembles and filter out those conformations that cause deviations from observables that are measured experimentally $^{(87, 116-122)}$. Although this seems like a reasonable approach, it imposes the fiat that aqueous solutions are mimic of good solvents for IDP sequences and ignores the possibility that these sequences can sample compact phases.

1.12 Implications of decreasing values of $v_{ex}$
The parameter $v_{\text{ex}}$ can change continuously going from positive values in a good solvent, through zero in a theta solvent, to negative values in a poor solvent \textsuperscript{(82)}. If the effects of chain-solvent and intra-chain interactions exactly counterbalance, then $v_{\text{ex}} = 0$, and the chain is said to be in a theta solvent. Under such conditions, the chain statistics are consistent with those of a Flory random coil model. It is important to note that this behavior comes about due to counterbalancing of interactions rather than explicitly ignoring non-local interactions. In a theta solvent, $\langle R_g \rangle$, $\langle R_h \rangle$, and $\langle R_{ee} \rangle$ scale as $N^{0.5}$ and $\langle R_{ij} \rangle$ scales as $|j-i|^{0.5}$.

In a poor solvent, $v_{\text{ex}} < 0$ and the chain prefers compact, globular conformations that minimize the polymer-solvent interface and $\langle R_g \rangle$ and $\langle R_h \rangle$ scale as $N^{1/3}$ with chain length, $N$. The sizes of folded proteins follow $N^{1/3}$ scaling \textsuperscript{(123)}. The poorer the solvent, the more negative the value of $v_{\text{ex}}$. Statistics of inter-residue distances change fundamentally in a poor solvent. The distances $\langle R_{ij} \rangle$ do not increase with sequence separation $|j-i|$ according to a power law. Instead, for all values of $|j-i|$ greater than a so-called blob length (ca. 5-7 residues), the value of $\langle R_{ij} \rangle$ is fixed by the average density of the globule.

### 1.13 Layout of the thesis

In the chapters that follow the focus is on characterizing the degree and nature of conformational heterogeneity in a series of systems that are directly relevant to the problems of protein folding, protein stability, requirements for structure in seeding incipient associations between physiologically relevant IDPs, and the modulation of disorder and associativity of IDPs by sequence composition and sequence context. Instead of taking a generic, one approach fits all systems route we use experimental observations that raise questions about archetypes of the two categories of IDPs. We use molecular simulations combined with analyses that are motivated by polymer physics theories and physical theories for self-assembling systems to provide answers to
questions / puzzles that are raised by experimental observations. This approach has the desired effect of directly addressing biologically relevant issues while providing quantitative insights regarding the options afforded by the multitude of conformational options available to both categories of IDPs. Having presented salient results from analyses for experimentally motivated systems, we end with a description of recent work that introduces a new parameter that is designed to quantify the degree of conformational heterogeneity within an ensemble. Its importance is highlighted by demonstrating the insights obtained for different systems, especially when used jointly with descriptors of heterogeneity that are derived from polymer physics theories.
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Chapter 2

Experiments and simulations show how long-range contacts can form in expanded unfolded proteins with negligible secondary structure

This chapter is adapted from an article (1) published in the Proceedings of the National Academy of Sciences. Wenli Meng (WM) and Daniel P. Raleigh (DPR) designed the experiments and WM conducted the experiments. Bowu Luan (BL) contributed reagents for these experiments. Nicholas J. Lyle (NJL), the candidate, and Rohit V. Pappu (RVP) developed a quantitative framework to interpret the experimental results in a broader context. NL performed the simulations and analyzed the results. This work was supported by NSF grants MCB-0919860 to DPR and MCB-1121867 to RVP.

2.1 Introduction

Quantitative descriptions of unfolded proteins are important for understanding collapse transitions (2), protein folding mechanisms (3), misfolding, aggregation (4, 5), and the effects of macromolecular crowding on protein stability (6, 7). Expanded unfolded states are sampled in high concentrations of chemical denaturants such as urea and guanidinium chloride. The sizes of these denatured proteins, quantified using hydrodynamic radii ($\langle R_h \rangle$) or radii of gyration ($\langle R_g \rangle$), scale as $N^{0.59}$ with chain length (8-10). This $N^{0.59}$ scaling arises because denatured proteins expand to make favorable contacts with the surrounding solvent implying that high concentrations of denaturants are good solvents for generic proteins.

In good solvents, the ensemble-averaged inter-residue pair interaction coefficient is
positive suggesting that the preference for favorable chain-solvent interactions leads to intra-chain interactions being repulsive on average \(^{(11)}\). The validity of this inference for denatured proteins has been demonstrated recently using a combination of single molecule experiments and polymer theory \(^{(12)}\). Quantitative descriptions of chain statistics for polymers in good solvents rely on the so-called excluded volume (EV) limit as an important reference state and this is true for denatured state ensembles (DSEs) as well. EV limit ensembles are typically generated using atomistic descriptions of proteins and ignoring all non-bonded interactions excepting steric repulsions \(^{(13-16)}\). Hence, the ensemble-averaged inter-residue interaction coefficient (related to the second virial coefficient) is, by construction, positive in the EV limit thus affording the reproduction of \(N^{0.59}\) scaling \(^{(11)}\). Descriptions of chain statistics based on EV limit ensembles are routinely used as reference states for intrinsically disordered proteins (IDPs) and denatured proteins and have proven useful in interpreting the results of nuclear magnetic resonance (NMR) and small angle X-ray scattering (SAXS) measurements for these systems \(^{(13-22)}\).

If measured properties of DSEs can be adequately explained using EV limit ensembles, then the implication is as follows: In a typical Flory-like mean field description, the energy for each polymer configuration can be written as, 

\[
U = U_{\text{EV}} + U_{\text{non-EV-intrachain}} + U_{\text{chain-solvent}}
\]

The EV limit is reached if the non-EV-intrachain interactions are exactly counterbalanced by chain-solvent interactions. Deviations from the EV limit arise if there is imperfect compensation between non-EV-intrachain interactions and chain-solvent interactions. If imperfect compensation results from attractive non-EV-intrachain interactions, then deviations from the EV limit can lead to persistent local structure and global compaction with deviation from \(N^{0.59}\) scaling as has been observed for proteins under mild denaturing conditions \(^{(24-34)}\) and for proteins under folding (i.e., poor solvent \(^{(35)}\)) conditions \(^{(36, 37)}\). Imperfect compensation that results from
long-range intramolecular electrostatic repulsions and / or favorable chain-solvent interactions will also cause deviations from $N^{0.59}$ scaling. In these cases, the deviation causes increased chain expansion as has been observed recently for highly charged IDPs in aqueous solutions and in the presence of denaturant $^{(19, 38)}$.

*Of interest is the possibility that imperfect compensation can be achieved between non-EV-intrachain interactions and chain-solvent interactions without causing deviations from $N^{0.59}$ scaling.* Although this is the intuitive and canonical expectation given the documented denatured state effects on protein folding $^{(7)}$, no quantitative evidence has been offered in support of imperfect compensation being achieved while preserving $N^{0.59}$ scaling. Here, we report a new archetypal dataset for the DSE of the N-terminal domain of the L9 (NTL9) ribosomal protein in 8.3 M urea showing chain expansion consistent with $N^{0.59}$ scaling and the presence of detectable long-range contacts despite negligible secondary structure. Paramagnetic relaxation enhancements (PREs) provide support for the presence of transient long-range contacts in the DSE of NTL9. The PRE data cannot be explained using EV limit ensembles and hence highlights the presence of imperfect compensation with $N^{0.59}$ scaling. To understand the observations for the DSE of NTL9 we used atomistic thermal unfolding simulations of NTL9. In the simulations, the temperature acts as a proxy for the effect of denaturant (which changes solvent quality) by modulating the balance between the preference for compact conformations (seen at low temperatures) and expanded conformations (seen at high temperatures). We identified a set of high temperatures whose ensembles yield averages that are congruent with experimental data for the DSE of NTL9 in 8.3 M urea. Analysis of these ensembles provides a quantitative reasoning for the observed properties of NTL9’s DSE in 8.3 M urea. Our simulation approach does not impose any *a priori* assumptions of equivalence between thermal and urea denaturation. Instead,
we use it to identify unfolded ensembles that yield properties consistent with the full panel of measurements, and thus seek a quantitative, albeit computationally tractable framework for interpreting the experimental observations.

2.2 NTL9 samples predominantly expanded conformations with negligible secondary structure in its DSE in 8.3 M urea

The values of \( R_h \) and \( R_g \) were measured using NMR pulsed field gradient diffusion and SAXS experiments, respectively. The measured \( R_h \) for NTL9 DSE in 8.3 M urea at 12 °C is 22.5 Å, and the measured \( R_g \) is 21.3 ± 1.5 Å at a protein concentration of 7.5 mg/mL as shown in Figure 2.1 and Figure 2.2. At a similar concentration, the measured \( R_g \) value for the native state is 12.2 Å as detailed in Figure 2.3. The measures \( R_h \) and \( R_g \) values are consistent with reported scaling laws for highly unfolded polypeptide chains \(^{9,10}\).
Figure 2.1: Determination of $R_g$ for the urea unfolded state of NTL9 in 8.3 M urea at 12°C, pH 5.5. 7% of the protein molecules are folded under these conditions and 93% are unfolded. Experimental scattering profiles were collected for samples of NTL9 at 7.5, 10.0, 12.5, and 13.5 mg/mL in 8.3 M urea and native buffer. The population weighted contribution from the folded state was subtracted from the curves to obtain the scattering profile of the DSE in urea, and these data were used to estimate $R_g$. (A) Experimental scattering curves collected in urea (red) and curves after subtraction of the native state contribution (blue). (B) Guinier analysis of DSE scattering curves shown in panel A.

Figure 2.2: Plot of the calculated DSE $R_g$ as a function of protein concentration. The straight line is a linear fit to the data. The value extrapolated to zero concentration is 23.5 +/- 3.5 Å. The uncertainty was estimated by bootstrap analysis.
Figure 2.3: SAXS profile for wild type NTL9 in native buffer at 12°C, pH 5.5. The protein is fully folded under these conditions. The curves are offset from each other for clarity. (A) The scattering curves. (B) Guinier analysis of data shown in panel A. (C) Plot of $R_g$ as a function of protein concentration.

NMR spectra for the native and urea-induced denatured states of NTL9 are shown in Figure 2.4. Although the spectrum is less well resolved in 8.3 M urea, we obtained complete backbone $^1$H, $^{13}$C, and $^{15}$N assignments as well as side chain $^{13}$C$_β$ assignments using standard approaches. In 8.3 M urea, ninety-three percent of the molecules are unfolded. Although native state resonances were detected at lower contour levels, these were in slow exchange with the denatured state. Secondary shifts (39) were used to quantify the deviation between measured and random coil chemical shifts. Figure 2.5 shows a plot of the $^{13}$C$_α$, $^{13}$C$_β$, $\Delta \delta ^{13}$C$_α - \Delta \delta ^{13}$C$_β$, $^{13}$CO and $^1$H$_α$ secondary shifts for the native state and for the NTL9 DSE in 8.3 M urea. The secondary shifts for the DSE are significantly smaller than those in the native state with all of the $^{13}$C secondary shifts being less than 1.0 ppm and the $^1$H secondary shifts being less than or equal to 0.2 ppm. Residues 42 to 47 exhibit small positive $^{13}$C$_α$ and $^{13}$CO secondary shifts secondary shifts (0.31 – 0.37 ppm) as well as small positive values for $\Delta \delta ^{13}$C$_α - \Delta \delta ^{13}$C$_β$ (maximum of 0.34 ppm). This suggests the presence of residual, albeit very small, α-helical propensity. In Figure 2.6 we present a summary of the chemical shifts using secondary structure propensity (SSP) scores (40). A score of 1 indicates fully formed α-helical structure and a score of −1 represents fully formed β-strands. The SSP scores for the NTL9 DSE in 8.3 M urea are close to zero and support the conclusion of negligible preference for α-helical and β-strand structure.
Figure 2.4: HSQC spectrum of NTL9 under folding and denaturing conditions. (A) $^1$H-$^{15}$N HSQC spectrum of NTL9 in the fully folded state in 90% H2O/10% D2O, 20 mM sodium acetate, 100 mM sodium chloride, pH 5.5, 12 °C. (B) $^1$H-$^{15}$N HSQC spectrum of NTL9 in 8.3 M urea, 20 mM sodium acetate, 100 mM sodium chloride, pH 5.5, 12 °C.
Figure 2.5: Plots of secondary shifts for NTL9 for the fully folded state and for the DSE in 8.3M urea, pH 5.5, 12 °C. Data are plotted as observed minus random coil. (A) Folded $^{13}$C$_{\alpha}$, (B) DSE $^{13}$C$_{\alpha}$, (C) Folded $^{13}$C$_{\beta}$, (D) DSE $^{13}$C$_{\beta}$, (E) Folded $\Delta \delta^{13}$C$_{\alpha} - \Delta \delta^{13}$C$_{\beta}$, (F) DSE $\Delta \delta^{13}$C$_{\alpha} - \Delta \delta^{13}$C$_{\beta}$, (G) Folded $^{13}$CO, (H) DSE $^{13}$CO, (I) Folded $^1$H$_{\alpha}$ and (J) DSE $^1$H$_{\alpha}$. Random coil values of Wishart et al. were used (43). Note the different scales used for the folded and DSE. Schematic diagrams of the elements of secondary structure of the native state are shown at the top of each panel. $\beta$-strands are depicted as arrows and $\alpha$-helices as black bars.
Figure 2.6: SSP scores for the folded (●) and the DSE (○) of NTL9 in 8.3 M urea. A schematic diagram of the elements of secondary structure of the native state is shown at the top of the figure.

2.3 Paramagnetic relaxation enhancement (PRE) experiments indicate the presence of long-range contacts for the NTL9 DSE in 8.3 M urea

Nitrooxide spin labels cause significant broadening of NMR resonances of spins that are within 20 Å of the spin label$^{(41-43)}$. These effects provide a useful probe for long-range contacts$^{(16, 20, 31, 44, 45)}$. Spin labels were attached at positions 2, 10, 32, 49 and 51, respectively as shown in Figure 2.7. Figure 2.8 shows under native conditions all of the spin-labeled mutants are folded as judged by NMR.
Figure 2.7: Structure of NTL9 with spin label attachment sites. (A) A ribbon diagram of NTL9. The N-terminus is labeled. The points of attachment of the spin labels are indicated as spheres. (B) The primary sequence of NTL9 together with a schematic diagram of the elements of secondary structure where arrows represent β-strands, bars represent α-helices. The sites of attachment of the spin labels are colored in red and are in italics.
Figure 2.8: Superimposed $^1$H-$^{15}$N HSQC spectra of NTL9 wild type (blue) and its cysteine variants (red) for the folded state. (A) K2C, (B) K10C, (C) K32C, (D) A49C and (E) K51C. All NMR spectra were recorded at 12 °C, pH 5.5.
We used the peak intensity ratios from the \(^1\)H\(^{15}\)N HSQC spectra of the paramagnetic and diamagnetic proteins to quantify PREs. Using the methods of Iwahara et al. \(^{(46)}\) we also measured the PRE \(^1\)H\(_N\) transverse relaxation rates (\(\Gamma_2\)) for the NTL9 DSE in 8.3 M urea. Both measurements yield similar trends as shown in Figure 2.9. The PRE results for the DSE show deviations from the values predicted by standard random coil models \(^{(41)}\) for all positions. The observed PRE effects are not due to contributions from a small native fraction, since the two states are in slow exchange. We observed similar albeit reduced effects for the variants labeled at residue 49 and 51. There is an asymmetry in the PREs observed for the labels near the N-terminus (K2) compared to the labels near the C-terminus (A49 and K51). We propose that this reflects the differences in contact patterns between the two termini (see simulation results below) and the fact that the spin label is attached to a long side-chain. For example, insertion of the spin labeled side-chain of K2C into a hydrophobic cluster can enhance the relaxation of amide protons in the C-terminus; conversely, the spin labeled side-chains of the A49C and K51C mutants might project away from the clusters leading to decreased relaxation enhancement for amide protons in N-terminus.

The PRE data show significant deviations from the standard Gaussian chain random coil model used to benchmark PREs \(^{(41)}\). The Gaussian random coil model does not account for excluded volume effects nor does it account for the size and flexibility of the attached spin label and it is possible that the observed deviations might reflect limitations of the Gaussian random coil model. To address these issues we performed two sets (with and without spin labels) of atomistic EV limit simulations \(^{(17)}\) of NTL9. Results from both simulations differ from the Gaussian chain model and there are small, but detectable differences between the EV simulations with and without spin labels as shown in Figure 2.10. Although the EV limit models predict
more extensive PRE effects than the Gaussian chain model, neither model can reproduce the experimentally observed PREs. The observed PREs cannot be attributed solely to the simplicity of reference models used to calibrate these effects. Instead they suggest the presence of long-range contacts that need quantitative characterization.

Figure 2.9: Paramagnetic relaxation data for NTL9 under native state conditions and for the DSE in 8.3 M urea. Labeled sites include: (A) K2C, (B) K10C, (C) K32C, (D) A49C and (E) K51C. The histograms display the intensity ratio of the $^1$H-$^{15}$N cross-peaks in the HSQC spectra in the folded and urea denatured state. PRE $^1$H$_N$-$\Gamma_2$ rates (●) for urea denatured state are plotted in the bottom panels. Residues for which the peaks disappeared in the paramagnetic form are indicated by grey dots. Red lines represent the values expected from the Gaussian random-
coil model. The blue line represents the values calculated using simulations of atomistic ensembles in the EV limit with explicit incorporation of the spin label. An arrow indicates the location of each spin label.

**Figure 2.10: Benchmarking models of the DSE.** The expected PRE profile was calculated for each of the five spin labeled mutants using an excluded volume model ensemble which explicitly includes the spin label (blue line) and calculated using an excluded volume limit ensemble which does not (green line). For the calculation without the spin label the distances from the Cβ carbon of each Cys were calculated to the center of each amide NH bond in the protein backbone. The calculations, which included the spin label, used distances measured from the nitrogen atom on the nitroxide to the center of each amide NH bond in the protein backbone.

### 2.4 Atomistic simulations help identify ensembles that are consistent with the properties of NTL9 DSEs in 8.3 M urea
We performed Metropolis Monte Carlo (MC) simulations based on atomistic descriptions of NTL9, the ABSINTH implicit solvation model and underlying forcefield paradigm\(^{(47)}\), and parameters from the OPLSS-AA/L molecular mechanics forcefield\(^{(48)}\). For each simulation temperature between 240 K and 500 K we performed multiple independent MC simulations, each based on a different random seed and the native state as the starting conformation. We calculated ensemble averages for \(R_g\), secondary structure propensities, and PRE data as a function of the simulation temperature. These were used to identify temperatures whose ensembles generated averages that are concordant with experimental data, and thus serve as models for the DSE of NTL9 in 8.3 M urea.

We compared the measured PRE data to profiles calculated from simulated ensembles using the parameters \(\Delta_1\) and \(\Delta_2\) that quantify the temperature-dependent root mean square deviations from measured values of the intensity ratios and \(\Gamma_2\), respectively (see panels A and B in Figure 2.11 and Figure 2.12 for a comparison to intensity ratios). The smallest \(\Delta_j\) values were obtained for three simulation temperatures 380 K, 390 K and 400 K and we refer to these as \(T_D\) temperatures. Figure 2.13 and Figure 2.14 show details of the quantitative agreement between PRE profiles calculated for each of the \(T_D\) temperatures and experimental data.

Panel (C) in Figure 2.11 plots the average \(\alpha\)-helical and \(\beta\)-sheet contents calculated at each of the simulation temperatures. These contents are less than 3% at \(T_D\) temperatures in agreement with estimates from NMR experiments for the DSE of NTL9 in 8.3 M urea. Panel (D) in Figure 2.11 plots the temperature dependence of the ensemble-averaged \(R_g\). We obtained \(\langle R_g \rangle = 20.50 \pm 0.08 \, \text{Å}, 21.21 \pm 0.06 \, \text{Å}, \text{and} 21.74 \pm 0.05 \, \text{Å} \text{for} 380 \, \text{K, 390 \, K, and} 400 \, \text{K, respectively. These} \langle R_g \rangle \text{values are in accord with expectations from scaling relations}\(^{(10)}\) \text{and similar to the values obtained using SAXS measurements for the DSE of NTL9 in 8.3 M urea. As a reference,
\[ \langle R_g \rangle = 28.31 \pm 0.02 \text{ Å for NTL9 in the EV limit.} \] We used the ensembles for T_D temperatures as proxies for NTL9 DSE in 8.3 M urea.

**Figure 2.11: Identification of the temperature interval for T_D -ensembles.** In all four panels, the dashed lines bracket the temperatures T=380 K, 390 K, and 400 K, which are the T_D temperatures. Panels (A) and (B) show plots of \( \Delta_1 \) (A) and \( \Delta_2 \) (B) versus temperature. (C) Plot of the temperature dependence of secondary structure contents, which were calculated using the DSSP algorithm \(^{49}\). (D) Plot of the temperature-dependent \( \langle R_g \rangle \) values from simulation results.
Figure 2.12: Identification of the temperature interval for $T_D$-ensembles. The dashed lines bracket the temperatures $T=380$ K, 390 K, and 400 K, which are the $T_D$ temperatures. We compared the measured PRE intensity ratio data to profiles calculated from simulation results using the parameter $\Delta_1$ which is the temperature-dependent root mean square deviation (RMSD) defined in Equation (1) of the main text. The value of $\Delta_1$ is lowest for the temperatures $T=380$ K, 390 K, and 400 K, respectively.
Figure 2.13: Comparison between experimental data (in black symbols with error bars) and calculated PRE profiles, with comparisons shown in terms of $\Gamma_2$. The profiles shown in blue were obtained using conformations drawn from the EV ensemble and the profiles shown in red were obtained using conformations for $T_D$ ensembles, with each column corresponding to a specific $T_D$ temperature. The dashed red curves indicate the confidence intervals on calculated profiles. We calculated the latter by partitioning the simulated ensembles into 10 blocks and using the deviations of block averages from the overall mean calculated these errors.
Figure 2.14: Comparison between measured PRE data and calculated profiles. The gray bars denote experimental data for NTL9 in 8.3 M urea – shown here as peak intensity ratios between the diamagnetic and paramagnetic forms. The red curves are the profiles (intensity ratios) calculated using simulated ensembles at each of the T_D temperatures. Each column corresponds to a specific simulation temperature and each row to a specific NTL9 construct that is identified by the sequence position of the spin label in the experiment. In each panel, the blue curves denote the PREs calculated using EV ensembles for NTL9.
2.5 Comparative analysis of contact probabilities

In the EV limit, all pairwise interactions are purely repulsive and as a result the average percent probability $p_{ij}$ of realizing contacts between residues $i$ and $j$ decreases sharply with increasing sequence separation $|i-j|$ such that $0.001% < p_{ij} < 0.05%$ for $|i-j| > 10$ (see Figure 2.15). In contrast, the corresponding probabilities for conformations drawn from the $T_D$ ensembles ($0.01% < p_{ij} < 1\%$) are at least two orders of magnitude larger than the EV limit for sequence separations in the range $10 < |i-j| < 40$. This indicates the presence of detectable low likelihood medium / long-range contacts in the $T_D$ ensembles.

Figure 2.15: Comparison of the probabilities associated with short, intermediate, and long-range contacts. We calculated the probability $p_{ij}$ of realizing spatial contacts between residues $i$ and $j$ that are $|i-j|$ apart in the linear sequence. The figure shows plots of $\log_{10}(p_{ij})$ plotted versus linear sequence separation $|i-j|$ for the three $T_D$ temperatures and the EV ensemble. In all cases, the $p_{ij}$ values decrease with increasing sequence separation $|j-i|$ and the $p_{ij}$ values are less than
1% for $|j-i| > 10$.

### 2.6 Do $T_D$ temperatures mimic good solvents for NTL9?

The scaling exponent is $\nu \approx 0.59$ in the EV limit and for generic proteins in high concentrations of denaturants $^{(11, 18)}$. For expanded conformations the average distance $\langle R_{ij} \rangle$ between any pair of residues $i$ and $j$ should follow a power law relationship viz., $\langle R_{ij} \rangle = R_0 |j-i|^\nu$ (Figure 2.16) $^{(11, 17, 21)}$. If the $T_D$ temperatures mimic good solvents, then $\nu$ should approach 0.59 for the scaling of $\langle R_{ij} \rangle$ as a function of $|j-i|$ providing the latter is long enough for scaling theory to apply $^{(17, 21)}$. For different combinations of pairs of residues $(i,j)$, and $(k,l)$ we used

$$\nu = \frac{\ln \langle R_{ij} \rangle - \ln \langle R_{kl} \rangle}{\ln |j-i| - \ln |l-k|},$$

where $\langle R_{ij} \rangle$ and $\langle R_{kl} \rangle$ denote average distances and $|j-i|$ and $|l-k|$ denote sequence separations between residues $(i,j)$ and $(k,l)$, respectively. We analyzed the EV limit ensembles of NTL9 for all combinations of $(i,j)$, and $(k,l)$ that satisfy the constraints $|j-i|$ and $|l-k|$ $\geq 25$. This yields a distribution of values for $\nu$ (see panel A of Figure 2.17) with an average value of $\langle \nu \rangle = 0.59 \pm 0.03$. A similar analysis was carried out for each of $T_D$ temperature and we found $\langle \nu \rangle$ to be $0.59 \pm 0.05$, $0.58 \pm 0.05$, and $0.57 \pm 0.04$ for 380 K, 390 K, and 400 K, respectively. Therefore, $T_D$ temperatures mimic good solvent conditions for NTL9.
Figure 2.16: Demonstration of the power-law scaling behavior of averaged interresidue distances in the EV limit and $T_D$ ensembles. The average spatial separations between residues $i$ and $j$ show power law dependence on sequence separation $|i−j|$ whereas the folded ensemble (240 K), which is dominated by compact, globular conformations, shows different, plateauing behavior that is consistent with the non-fractal nature of these ensembles.
Figure 2.17: Assessing the solvent quality of $T_D$ ensembles. (A) Estimates of the scaling exponent $\nu$. For each combination of $i,j$ and $k,l$ pairs, we obtained a distinct estimate for $\nu$ and the analysis over all combinations of pairs leads to a distribution of values, $P(\nu)$, for $\nu$, which are shown here for each of the four $T_D$ temperatures and the EV limit. In all of the cases the bin
widths are 0.01. The constraints on $|j-i|$ and $|l-k|$ were chosen by requiring $P(v)$ to be a Gaussian distribution for the EV limit as assessed by the D’Agostino-Pearson omnibus test \(^{50}\) and a $p$-value of 0.05. (B) Estimates of $R_o$ using linear regression to analyze results for the scaling of internal distances with sequence separation by fitting these results to the equation $\ln(\langle R_{ij} \rangle) = \ln(R_o) + 0.59\ln(|j-i|)$. The circles are simulation results for $\ln(\langle R_{ij} \rangle)$ and dashed lines are fits to the data. The legend shows the values obtained for $R_o$ and the coefficient that measures the correlation between each linear fit and the corresponding data set. Our estimates for $R_o$ will be larger than the intercept for the scaling of $\langle R_g \rangle$ – it should be approximately $\sqrt{\nu}$ times the intercept for the scaling of internal distances. Multiplying our $R_o$ values by $\sqrt{\nu}$ yields values for $\langle R_g \rangle$ that are similar to the estimate of Kohn et al. \(^{10}\).

2.7 Reconciling $\nu \approx 0.59$ with deviations from the EV limit

Dimensionless quantities such as $|j-i|^{0.59}$ are converted to distances using a multiplicative pre-factor $R_o$. In a good solvent, this parameter can be used to quantify the average volume excluded per residue for favorable interactions with the surrounding solvent. If the net charge per residue is $\leq 0.3$ \(^{19}\) and intra-chain electrostatic repulsions are screened \(^{51}\), then $R_o \leq R_o^{EV}$ in a generic good solvent where $R_o^{EV}$ denotes the value of $R_o$ calculated in the EV limit. If $R_o < R_o^{EV}$, then residual intra-chain attractions persist in the good solvent. This will influence the probabilities associated with long-range contacts.

We estimated the value of $R_o$ for each $T_D$ temperature and compared these to $R_o^{EV}$. We fit the values for $\langle R_{ij} \rangle$ to the equation $\ln(\langle R_{ij} \rangle) = \ln(R_o) + 0.59\ln(|j-i|)$ for all $|j-i| \geq 25$ where $R_o$ is the free parameter. The results are shown in panel (B) of Figure 2.17. The maximal value of $R_o$ is
and these values decrease as the $T_D$ temperatures decrease. Our analysis provides quantitative evidence for imperfect compensation between non-EV-intrachain and chain-solvent interactions. For the DSE of NTL9 our model ensembles suggest that imperfect compensation results from the presence of residual intrachain attractions.

### 2.8 Analysis of contact patterns for $T_D$ temperature ensembles

Figure 2.18 quantifies the probabilities of inter-residue contacts in the native state ensemble (240 K), the $T_D$ temperatures, and the EV limit, respectively. Each cell in a contact map quantifies the probability that residues i and j are in contact. We define residues to be in contact if the inter-residue distance between at least one pair of heavy atoms is ≤ 3.5 Å. We observe patterns that include several low-probability native as well as non-native contacts ($p_{ij} < 0.1$). We calculated two sets of difference contact maps to quantify the differences between the ensembles sampled at $T_D$ temperatures and the native state and EV limit ensembles, respectively. Figure 2.19 and Figure 2.20 show difference maps with respect to the native state ensemble and the EV limit as the reference. The colors of the cells are set by the magnitude and sign of the quantity $d_{ij} = p_{ij} - q_{ij}$, where $q_{ij}$ denotes the probability that residues i and j are in contact in the reference ensemble (native or EV). If $d_{ij} < 0$, then the probability of realizing a contact between residues i and j is lower at the $T_D$ temperatures when compared to the reference ensembles and the converse is true if $d_{ij} > 0$. 
Figure 2.18: Contact maps for the native state ensemble (240 K), the $T_D$ temperatures, and the EV limit, respectively. In the contact maps, the coloring in each cell denotes the probability, $p_{ij}$, of realizing a contact between residues $i$ and $j$. Only the lower triangular maps are shown because the contact maps are symmetric. To facilitate a clear quantitative comparison between different ensembles, the plots show $\log_{10}(p_{ij})$ instead of $p_{ij}$. A similar color bar is used for each contact map and this is shown in the bottom right corner.
Figure 2.19: Difference contact maps for 380 K. The top row shows difference contact maps with respect to the native state ensemble (240 K) and the bottom row shows similar maps with respect to the EV ensemble. The cooler colors imply that the contact in question has a higher probability in the reference ensemble (native or EV) whereas the warmer colors imply that the contact has a higher probability at 380 K when compared to the reference ensemble. A value of zero implies that the contacts either have similar probabilities in both the TD and references ensembles or are missing in both.
Figure 2.20: Difference contact maps for each $T_D$ temperature. The top row shows the difference contact maps with respect to the native state ensemble (240 K) and the bottom row shows similar maps with respect to the EV ensemble. For each $T_D$ temperature the difference contact map is obtained by calculating $d_{ij} = p_{ij} - q_{ij}$, where $p_{ij}$ is the average contact probability for a pair of residues $i$ and $j$ at a specific $T_D$ temperature and $q_{ij}$ is the probability for the corresponding contact in the reference ensemble (native or EV). In the difference maps, the cooler colors imply that the contact in question has a higher probability in the reference ensemble (native or EV) whereas the warmer colors imply that the contact has a higher probability in ensembles corresponding to the $T_D$ temperatures when compared to the reference ensemble. A value of zero implies that the contacts either have similar probabilities in both the $T_D$ and references ensembles or are missing in both.

The prominent differences between $T_D$ ensembles and the two reference ensembles are the higher probabilities associated with long- and intermediate-range contacts involving
hydrophobic residues drawn from four specific groups labeled \( g_1 \) – \( g_4 \) where \( g_1 \equiv (M1, V3, I4, F5, L6) \), \( g_2 \equiv (I18, K19, N20, V21, A22) \), \( g_3 \equiv (G24, Y25, A26, N27, N28, F29, L30, F31) \), and \( g_4 \equiv (G34, L35, A36, I37) \). These contacts have low probabilities (\( \leq 0.1 \)), are predominantly non-native (see top row in Figure 2.19 and Figure 2.20), and are either medium-range (contacts between residues from \( g_1 \) and \( g_2 \), \( g_2 \) and \( g_3 \) or \( g_3 \) and \( g_4 \)) or long-range (contacts between residues from \( g_1 \) and \( g_3 \) or \( g_1 \) and \( g_4 \)). Figure 2.21 displays a montage of conformations to illustrate how medium / long-range, low-probability contacts can form without requiring either persistent secondary structure or global compaction at \( T_D \) temperatures.

**Figure 2.21:** Distributions (top right panel) of the relative contact order (RCO) for different ensembles and representative conformations drawn from the RCO distribution at **390 K**. \( RCO = \frac{1}{N} \sum_{i=1}^{n_{\text{contacts}}} s_i \); Here, \( N \) is the number of residues, \( n_{\text{contacts}} \) is the number of contacts in a specific conformation, and \( s_i \) is the sequence separation between the pair of residues that make up contact \( i \). The bin widths are 0.002 RCO units, which are dimensionless. The overlap
fractions between distributions for $T_d$ temperatures and the EV and native state ensembles are as follows: $(0.0935, 0.1136, 0.1325)$ and $(0.0032, 0.0036, 8.33 \times 10^{-4}, 1.83 \times 10^{-4})$ for 380 K, 390 K, and 400 K, respectively. In each snapshot, the polypeptide backbone is shown using a black contour. Positively charged sidechains are shown in blue, negatively charged sidechains in red, and hydrophobic groups in yellow. Each conformation drawn from the $T=390$ K ensemble is annotated by its corresponding RCO value $\text{viz.}, 0.018, 0.026, 0.048, \text{and} 0.090$. The N- and C-termini are labeled in each snapshot. In addition, the figure also includes a snapshot drawn from the $T=240$ K, native state ensemble with an RCO value of 0.133.

2.9 Discussion

We have shown that imperfect compensation between non-EV-intrachain and chain-solvent interactions is compatible with $N^{0.59}$ scaling for denatured proteins. This is manifest as detectable, low-probability ($p_{ij} < 0.1$), medium / long-range contacts which our analysis ascribes to residual intra-chain attractions between specific clusters of hydrophobic residues. Interestingly, the residues involved in many of the low probability non-native medium / long-range contacts are highly conserved among different NTL9 sequences (Figure 2.22). The presence of such contacts may therefore be a conserved feature among members of the NTL9 family. Furthermore, the $\langle R_g \rangle$ values for proteins in the EV limit $^{(17, 18)}$ are larger than those obtained for denatured proteins using SAXS $^{(10)}$. This implies the presence of residual intra-chain attractions in most denatured proteins. Indeed, Wu et al. $^{(3)}$ have proposed that clusters of Ile, Leu, Val, and Phe are present in unfolded states because they form early during folding. Weak intra-chain attractions can reshape the DSE vis-à-vis the EV limit and do so without altering the $N^{0.59}$ scaling behavior. These interactions might reduce the likelihoods associated with deleterious intermolecular interactions between unfolded proteins that lead to protein aggregation.
(5), modulate internal friction in the denatured state (52) and reshape barriers to protein folding (53).

Figure 2.22: Alignment of bacterial N-terminal NTL9 sequences. Sequences 1-5 are psychrophiles, 6-15 are mesophiles, and 16-25 are thermophiles. Hydrophobic clusters and their relative positions are conserved for all bacterial strains suggesting a functional role.
Figure 2.23: Quantification of the dependence of calculated PRE profiles on salt (NaCl) concentration. The comparisons are shown in terms of the intensity ratios. The calculated profiles are as follows: EV limit (blue), 25 mM (red), and 120 mM (black).

2.10 Conclusion

The sizes of unfolded proteins under highly denaturing conditions scale as $N^{0.59}$ with chain length. This suggests that denaturing conditions mimic good solvents whereby the preference for favorable chain-solvent interactions causes intra-chain interactions to be repulsive,
on average. Beyond this generic inference, the broader implications of $N^{0.59}$ scaling for quantitative descriptions of denatured state ensembles (DSEs) remain unresolved. Of particular interest is the degree to which $N^{0.59}$ scaling can simultaneously accommodate intra-chain attractions and detectable long-range contacts. Here, we present data showing that the DSE of the N-terminal domain of the L9 ribosomal protein in 8.3 M urea lacks detectable secondary structure and forms expanded conformations in accord with the expected $N^{0.59}$ scaling behavior. Paramagnetic relaxation enhancements, however, indicate the presence of detectable long-range contacts in the denatured-state ensemble of NTL9. To explain these observations we used atomistic thermal unfolding simulations to identify ensembles whose properties are consistent with all of the experimental observations thus serving as useful proxies for the DSE of NTL9 in 8.3 M urea. Analysis of these ensembles shows that residual attractions are present under mimics of good solvent conditions and for NTL9 they result from low likelihood, medium/long-range contacts between hydrophobic residues. Our analysis provides a quantitative framework for the simultaneous observation of $N^{0.59}$ scaling and low likelihood long-range contacts for the DSE of NTL9. We propose that such low likelihood intramolecular hydrophobic clusters might be a generic feature of DSEs that play a gatekeeping role to protect against aggregation during protein folding.

2.11 Materials and methods

2.11.1 Protein expression and purification

$^{15}$N-labeled and $^{13}$C,$^{15}$N-labeled NTL9 wild type and mutants were expressed in Escherichia coli BL21 cells in M9 minimal medium using standard methods. For $^{15}$N-labeled proteins 0.8 g/L $^{15}$NH$_4$Cl was used as the sole nitrogen source and for $^{13}$C, $^{15}$N-labeled protein 4 g/L $[^{13}$C]glucose was used as sole carbon source. The cells were grown at 37 °C until the OD at
600 nm reached 0.8, and then induced with 1 mM IPTG for 4 h. Cells were harvested and lysed by sonication. The proteins were purified with an ion-exchange column, and then by reverse-phase HPLC. The identity of each protein was confirmed by mass spectrometry.

2.11.2 Small angle X-ray scattering (SAXS) experiments

Samples of NTL9 were prepared in native buffer (20 mM sodium acetate and 100 mM sodium chloride, pH 5.5), as well as in 8.3 M urea. Scattering experiments were performed at beamline X9 at Brookhaven National Laboratory, National Synchrotron Light Source I (Upton, New York, USA). Protein samples were injected into a 1 mm diameter capillary continuously during the measurement at a rate of 0.67 µL/s in order to avoid radiation damage. The exposure time for each measurement was 30 s. Scattering data was collected for four separate protein concentrations: 7.5, 10.0, 12.5, and 13.5 mg/mL at 12 °C. Each sample was measured three times and then averaged before data analysis. The program PRIMUS (54) was used for buffer subtraction, and the radius of gyration ($R_g$) was obtained using the Guinier approximation, Equation 2.1,

$$I(q) = I(0) \exp(-R_g^2 q^{2/3})$$  

where $I(q)$ is the intensity at scattering vector $q$ (55).

2.11.3 NMR sample preparation

Samples for native state studies were prepared in 90% H$_2$O/10% D$_2$O with 20 mM sodium acetate and 100 mM sodium chloride, pH 5.5. For denatured state studies urea was added to a final concentration of 8.3 M determined by refractometry. All NMR experiments were recorded at 12 °C, and protein concentration of approximately 1 mM. 2,2-Dimethyl-2-silapentane-5-sulfonate sodium salt (DSS) was added as an internal reference (0.00 ppm) for all samples.
2.11.4 NMR assignments

The $^1$H offset frequency was centered at the water resonance and the $^{15}$N offset frequency was set at 118.0 ppm. 2D $^1$H-$^{15}$N HSQC, 3D HNCA,CB, CBCA(CO)NH, HNCO, and $^1$H-$^{15}$N TOCSY-HSQC experiments were performed to generate assignments for the native state. 2D $^1$H-$^{15}$N HSQC and 3D HNCA,CB, CBCA(CO)NH, HNCO, HNCA and $^1$H-$^{15}$N TOCSY-HSQC were used to obtain the DSE assignments. Data was processed with the NMRPipe package (56), and chemical shift assignments were accomplished using NMRViewJ (57). $^1$H chemical shifts were referenced to DSS directly, and $^{15}$N, $^{13}$C chemical shifts were indirectly referenced using standard methods. The random coil values of Wishart and coworkers were used to calculated secondary chemical shifts (58). Sequence-dependent correction of random coil chemical shifts were performed (59).

2.11.5 Pulsed-field gradient NMR diffusion experiments

A Bruker 600 MHz spectrometer equipped with a cryoprobe was used for the Pulsed-field Gradient NMR Diffusion experiments. Protein samples dissolved in deuterated urea were exchanged in 100% D$_2$O for 5 h at 25 °C and lyophilized. The exchange procedure was repeated three times to ensure that amide protons in the protein and the protons in urea were fully exchanged. The final concentration of urea was 8.3 M as measured by refractometry and the pD was adjust to 5.1 (uncorrected pH meter reading). 1, 4-dioxane was used as an internal standard. A pseudo-2D version of PFG- diffusion-ordered spectroscopy (DOSY), was used for data collection and analysis. The diffusion delay, $\Delta$, was set to 100 ms and the gradient pulse width, $\delta$, was set to 8 ms. 32 spectra were collected for increasing gradient strengths from 2% to 95% of the maximum strength in a linear fashion. The resonance of Y25 in the unfolded state was used.
for the analysis. The reported hydrodynamic radius of dioxane, 2.12 Å, was used to calculate the hydrodynamic radius of the protein.\(^9\)

### 2.11.6 \(^{15}\text{N} R_2\) relaxation experiments

\(^{15}\text{N} R_2\) relaxation experiments were conducted on \(^{15}\text{N}\)-labeled wild type NTL9 in 8.3 M urea on a Varian 600 MHz spectrometer equipped with a cryoprobe using a Carr-Purcell-Meiboom-Gill (CPMG) sequence. The 180° pulse spacing in the CPMG sequence was 1 ms. Spectra were collected in an interleaved manner with relaxation delays set to 14 (×2), 28, 38, 50(×2), 62, 86(×2), 98 and 110 ms. The spectral width was 8012.8 Hz (\(^1\text{H}\)) × 1920.0 Hz (\(^{15}\text{N}\)) with 1024 (\(^1\text{H}\)) × 512 (\(^{15}\text{N}\)) complex points. A recycle delay of 3 s was used. \(R_2\) rates were determined using NMRViewJ to fit the peak intensities to two-parameter exponential decay. \(^{15}\text{N} R_2\) rates were analyzed using the phenomenological model of Schwalbe\(^{60}\) by fitting the experimental \(R_2\) rates to Equation 2.2.

\[
R_2(i) = R_2(int) \sum_{j=1}^{N} \exp\left(-\frac{|i-j|}{\lambda}\right)
\]  

\(R_2(i)\) is the experimental \(R_2\) value for residue i, \(R_2(int)\) is the intrinsic relaxation rate which depends on the temperature and the viscosity of the solution. N is the total number of residues in the protein, and \(\lambda\) is the apparent persistence length of the chain.

### 2.11.7 Preparation of spin labeled samples

Samples were prepared by dissolving 3 mg of a NTL9 Cys mutant in 600 µL NMR buffer (20 mM sodium acetate, 100 mM sodium chloride). 12 µL of a 300 mM MTSL ((1-oxyl-2,2,5,5-tetramethyl-3-pyrroline-3-methyl)methanesulfonate) stock solution was added. The reaction was performed at room temperature for 10 h, and a Sephadex G25 column was used to remove excessive MTSL. For native state experiments, the protein sample was split into two equal
aliquots. For one of the aliquots, 300 µL NMR buffer was added (paramagnetic form); for the other aliquot, 270 µL of NMR buffer plus 30 µL of 100 mM TCEP (tris(2-carboxyethyl)phosphine) stock solution was added to reduce the protein (diamagnetic form). The pH was then adjusted to 5.5.

For the DSE studies, urea was added to a concentration of 10 M, (determined from the refractive index). The sample was split into two equal aliquots. For the diamagnetic form, 30 µL of 100 mM TCEP stock solution and NMR buffer was added; for the paramagnetic form, only NMR buffer was added. The final concentration of urea was 8.3 M for both samples, determined by measuring the refractive index.

Experiments for NMR assignments were conducted using a 500 MHz Bruker spectrometer with a cryoprobe. A Bruker 600 MHz spectrometer equipped with a cryoprobe was used for the Pulsed-field Gradient NMR Diffusion experiments. $^1$H-$^1$5N HSQC experiments were collected for both the paramagnetic form and diamagnetic form on a Varian Inova 600 MHz spectrometer with a conventional probe at 12 °C. The PRE $^1$H-$^1$N-$\Gamma_2$ rates measurement were performed in a two-time-point approach $^{(46)}$ on a Bruker 700 MHz spectrometer with a conventional probe.

2.11.8 Calculation of the theoretical PRE intensity ratios using the analytical Gaussian chain model and atomistic ensembles from the EV limit

A Gaussian random coil model and ensembles from EV limit simulations were used to calculate the theoretical intensity ratio and $^1$H-$^1$N-$\Gamma_2$ rates for a completely unstructured polypeptide. The Gaussian model assumes that the distance between each residue and the spin
label site follows a Gaussian distribution for the root-mean-square distance between residues:

\[ <r^2> = nl^2 \left( \frac{1 + \alpha}{1 - \alpha} - \frac{2\alpha(1-\alpha^2)}{n(1-\alpha)^2} \right) \]  

(2.3)

where \( r \) is the distance between a residue and the spin label site, \( n \) is the number of residues between residue \( i \) and the spin label site, \( l \) is the link length of the chain, taken to be 3.8 Å, and \( \alpha \) is the cosine of the bond-angle supplements for the freely rotating chain model, which was set to 0.8 based on experimentally determined estimates of statistical segment lengths in poly-L-alanine. The contribution of paramagnetic relaxation enhancement to the transverse relaxation rate, \( \Gamma_2 \) was calculated from Equation 2.4:

\[ \Gamma_2 = \frac{K}{r^6} \left( 4\tau_c + \frac{3\tau_c}{1 + \omega_H^2\tau_c^2} \right) \]  

(2.4)

Here, \( K = 1.23 \times 10^{-32} \text{ cm}^6\text{s}^{-2} \), \( r \) is the distance between a given residue and the spin label site, \( \omega_H \) is the proton Larmor frequency, and \( \tau_c \) is the effective correlation time, which is 4 ns for NTL9 DSE in 8.3 M urea calculated from \(^{15}\text{N} R_1 \) and \( R_2 \) relaxation rates. The peak intensity ratios between the paramagnetic and diamagnetic forms were calculated using Equation 2.5:

\[ \frac{I_p}{I_D} = \frac{R_{2D}}{R_{2D} + \Gamma_2} \exp(-\Gamma_2 t) \]  

(2.5)

Here, \( R_{2D} \) is the transverse relaxation rate of the backbone amide protons in the diamagnetic form of the DSE in 8.3 M urea. The average value was measured to be 14 s\(^{-1} \) using 1D NMR methods. The parameter \( t \) is the total duration of the INEPT delays, which is 12 ms for the HSQC pulse sequence.

2.11.9 Details of the Metropolis Monte Carlo (MC) simulations

We used the CAMPARI software package (http://campari.sourceforge.net/) employing
the ABSINTH implicit solvation model \cite{47} and the underlying forcefield paradigm. Parameters were taken from the abs3.2_opls.prm set. NTL9 was modeled in atomic detail and the ABSINTH implicit solvation model was used to model solvent-mediated interactions.

The internal degrees of freedom included the backbone $\phi$, $\psi$, $\omega$ and sidechain $\chi$ dihedral angles. Rigid-body moves simultaneously change rotational and translational degrees of freedom of the protein whereas translational moves were applied to alter the positions of mobile ions. The frequencies with which different moves were chosen are summarized in Table 2.1.

<table>
<thead>
<tr>
<th>Move type</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid-body</td>
<td>9% (50%, 10Å, 20º)</td>
</tr>
<tr>
<td>Random cluster</td>
<td>1% (50%, 10Å, 20º)</td>
</tr>
<tr>
<td>Concerted rotation</td>
<td>6.3%</td>
</tr>
<tr>
<td>Omega ($\omega$)</td>
<td>5.67% (90%, 5º)</td>
</tr>
<tr>
<td>Sidechain ($\chi_1$, …, $\chi_n$)</td>
<td>27% (4x, 60%, 30º)</td>
</tr>
<tr>
<td>Backbone ($\phi$, $\psi$)</td>
<td>51.03% (70%, 10º)</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of MC move sets and frequencies used for all simulations

The first value listed in parentheses of row 2, column 2 of Table 2.1 is the fraction of moves assigned to finite perturbations whereas the remaining attempts fully randomize the corresponding degrees of freedom. The second and third values are the maximum displacements associated with translational and rotational moves for finite perturbations. Alterations to the $\omega$ angle involve random perturbations of randomly chosen angles. The two sets of values in parentheses of row 5, column 2 of Table 2.1 are the fraction of $\omega$-moves that attempt a stepwise perturbation along with the maximum step-size. Sidechain moves perturb the $\chi$-angles of a given sidechain in the peptide. In each attempt to alter sidechain degrees of the freedom, a random
number of $\chi$-angles are given random orientations. Sidechain moves are inexpensive and therefore several sidechains are sampled simultaneous during each move. The number of sidechains sampled is the first value in parentheses of row 6, column 2 of Table 2.1. The remaining two values in parentheses give the fraction of $\chi$-moves with a finite perturbation and the maximum value of that perturbation. Backbone moves simultaneously perturb the $\phi$- and the $\psi$-angle of a given residue. The values in parentheses are interpreted the same way as for $\omega$-moves. Concerted rotations simultaneously perturb eight consecutive backbone dihedral angles using the algorithm developed by Dinner $^{62}$. This move set allows us to simultaneously probe multiple length scales simultaneously and efficiently.

2.11.10 Additional details regarding the generation of the starting conformation used in all simulations

The starting conformation for each of the 220 independent simulations was based on the coordinates deposited in the protein data bank, identifier 2HBB. In this model, the coordinates of five C-terminal residues were not resolved. These were constructed manually using the following procedure: The positions of all protein backbone atoms over the first 51 residues were constrained to their final position after the equilibration procedure described in the main text. All torsional degrees of freedom over the sidechains in the first 51 residues were also restrained as described in the main text. No constraints or restraints were applied over the last 5 residues and all backbone and sidechain degrees of freedom were sampled. The resulting system was subjected to 500,000 MC steps of sampling at $T = 330$ Kelvin followed by 1,000 steps of steepest descent minimization. The added segment adopts partially alpha-helical conformations and displays significant fraying of the C-terminal end. The heavy atom RMSD over the first 51
residues of 2HBB and the resulting structure was 1.14 Å. The final structure that includes all 56 residues was used as the starting conformation for all simulations.

2.11.11 The Monte Carlo sampling protocol

All results presented in this work were generated using the following thermal unfolding protocol: Ten independent MC simulations were used for each of the following temperatures \( T = [240, 260, 280, 300, 310, 320, 330, 340, 345, 350, 355, 360, 365, 370, 375, 380, 390, 400, 430, 450, 500] \). Additional sampling enhancements such as temperature replica exchange were not used because 1) the quality of sampling was sufficient without its use and 2) since each simulation was truly independent from all others it allowed evaluation of the reproducibility of all observables across independent simulations.

2.11.12 Calculation of the paramagnetic relaxation enhancement (PRE) intensity profile from simulation and comparison to experimental PRE values

The PRE intensity ratio \( \frac{I_{\text{paramagnetic}}}{I_{\text{diamagnetic}}} \) profile was estimated from simulation for the following five sites in NTL9: \( K_2, K_{10}, K_{32}, A_{49}, K_{51} \). Note that our simulations contain no mutations or spin labels on NTL9, which is in contrast to the experiments that include a nitroxide spin label. The pairwise distance distribution between the \( \beta \)-carbon \( i \) located at each of the five PRE sites and each backbone amide nitrogen atom \( k \) was accumulated every 500 MC steps with a bin size of 0.2 Å. T-WHAM \(^{63}\) was used to re-weight and combine these distributions collected at all 22 temperatures to maximally inform the distribution at each single target temperature. The average inverse sixth power of each \( ik \) pair at each target temperature is calculated as follows:
\[
\left( \frac{1}{R_{ik}^6} \right)_{T=T_{\text{target}}} = \sum_{\tau=1}^{n_{\text{temps}}} \sum_{j=1}^{n_{\text{bins}}} \left( \frac{1}{\tau_{jk}^6} \right)^6 \omega_j^i(T_{\text{target}},\tau) P(r_{jk}^i) \Delta r_{jk}^i \\
\sum_{\tau=1}^{n_{\text{temps}}} \sum_{j=1}^{n_{\text{bins}}} \omega_j^i(T_{\text{target}},\tau)
\]

(2.6)

Here, \( P(r_{jk}^i) \Delta r_{jk}^i \) quantifies the probability that the distance \( r_{jk}^i \) assumes a value between \( r_{jk}^i + \Delta r_{jk}^i \). In this case, \( \Delta r_{jk}^i = 0.2 \text{Å} \). \( \omega_j^i(T_{\text{target}},\tau) \) is the T-WHAM derived weighting factor enabling the combination of distance distribution information across all simulated temperatures \( \tau \) to \( n_{\text{temps}} \) back to the ensemble at \( T=T_{\text{target}} \). The contribution of paramagnetic relaxation enhancement to the transverse relaxation rate, \( R_{2P} \) was calculated using:

\[
R_{2P} = \frac{K}{\left( \frac{1}{R_{ik}^6} \right)} \left( 4\tau_c + \frac{3\tau_c}{1 + \omega_H^2 \tau_c^2} \right)
\]

(2.7)

Here, \( K = 1.23 \times 10^{-32} \text{ cm}^6 \text{s}^{-2} \), \( r \) is the distance between a given residue and the spin label site. \( \tau_c \) is the effective correlation time, which is 4 ns for NTL9 DSE in 8.3 M urea calculated from \( ^{15}\text{N} \) \( R_1 \) and \( R_2 \) relaxation rates and \( \omega_H \) is the Larmor frequency of proton. Equation 2.8 reduces to:

\[
R_{2P} = 1.9745 \times 10^8 \left( \frac{1}{R_{ik}^6} \right)
\]

(2.8)

The peak intensity ratios between the paramagnetic and diamagnetic forms were calculated using:

\[
\frac{I_p}{I_D} = \frac{R_{2D} \exp(-R_{2P} \tau)}{R_{2D} + R_{2P}}
\]

(2.9)
Here, $R_{2D}$ is the transverse relaxation rate of the backbone amide protons in the diamagnetic form of the DSE in 8.3 M urea. The average value was measured to be 14 s$^{-1}$ using a 1D sequence and $t$ is the total duration of the INEPT delays, which is 12 ms for the HSQC pulse sequence.

### 2.11.13 Alignment of bacterial N-terminal NTL9 sequences

Full-length bacterial NTL9 sequences were located in UniProt ($^{64}$). We sampled evenly for mesophiles, psychrophiles, and thermophiles. ClustalW ($^{65}$) was used to align the full-length sequences and all settings were default: transition weighting = 0.5; alignment weight matrix = BLOSUM 62; gap opening penalty = 10; gap extension penalty = 0.1; end gap penalty = 0.5; gap distance = 1. Jalview ($^{66}$) was used to display the N-terminal portion of this alignment.
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Chapter 3

Thermodynamics of β-sheet formation in polyglutamine

This chapter is adapted from an article (1) in Biophysical Journal co-authored by Andreas Vitalis (AV) and Nicholas J. Lyle (NJL). AV established the protocol for biased simulations. NL tested and optimized the protocol and performed the simulations. NL and AV interpreted the results. This work was supported by grant 5R01-NS056114 from the National Institutes of Health.

3.1 Introduction

Nine neurodegenerative diseases are associated with polyglutamine expansion mutations (2). Ages of onset and severity of disease at onset are inversely correlated with the lengths of polyglutamine expansions (3). Proteolysis of mutant proteins releases fragments rich in polyglutamine that aggregate to form insoluble neuronal intranuclear inclusions (4). Aggregates are fibrillar and amyloid-like (5) with high β-sheet contents. Based on fiber diffraction data, Perutz proposed a model in which the individual polyglutamine molecules within aggregates are arranged in a β-helical conformation (6). The fiber diffraction data have also been shown to be consistent with flat β-sheet architectures for individual polyglutamine peptides (7).

In contrast to structures adopted by individual polyglutamine molecules in fibrillar aggregates, monomeric polyglutamine molecules have spectroscopic signals that indicate a lack of well-defined secondary structures (8, 9). It has also been shown that monomeric polyglutamine forms collapsed structures in water (10), and this observation is consistent with water being a poor solvent for polyglutamine (11). Monomeric polyglutamine is intrinsically disordered, irrespective
of chain length, and these molecules sample heterogeneous ensembles of collapsed structures in water.

Chen et al. \((12)\) proposed a model to connect intrinsically disordered monomers and \(\beta\)-sheet structures that are prominent in fibrillar forms. Analysis of kinetic data using a homogeneous nucleation model yielded a nucleus size of one \((12)\). The results were interpreted as follows: Monomeric polyglutamine is in a pre-equilibrium between a folded, toxic, \(\beta\)-sheet structure and the disordered ensemble. Whenever the toxic fold is adopted, the thermodynamically unfavorable nucleus is populated and the resulting ordered conformation is elongated through monomer addition. A schematic of this proposal is shown in Figure 3.1. The proposal put forth by Chen et al. is difficult to test experimentally because the critical nucleus is, by definition, a rare species.

Recently \((13)\), we corroborated experimental results that polyglutamine chains spanning the pathological threshold range for Huntington’s disease \((N \approx 37)\) adopt disordered, compact conformations at the monomer level. We also showed that they associate spontaneously to form disordered dimers. These studies were carried out using the ABSINTH implicit solvation model combined with the all atom OPLS-AA/L forcefield \((13, 14)\). Here we use the same combination of forcefield and implicit solvation model to answer a set of questions and test all aspects of the homogeneous nucleation model proposed by the analysis of Wetzel and coworkers \((12, 15)\). The questions of interest are as follows: What is the probability that monomeric polyglutamine forms structures with high \(\beta\)-content under ambient conditions? Are such species metastable states along a reaction coordinate that measures the net \(\beta\)-content of the chain? How does the likelihood of forming species high in \(\beta\)-content vary with chain length? If we bias individual polyglutamine chains toward structures with high \(\beta\)-content, do we observe a change in the
spontaneity of dimer formation? Finally, do our results support the idea of a structure-driven, homogeneous nucleation pathway for polyglutamine aggregation? The rest of this manuscript is organized as follows: First we introduce the details of our methodology. This is followed by a presentation of results that allow us to answer the questions raised above and we conclude with a summary and discussion of our results.

**Figure 3.1: Schematic of possible aggregation pathways for polyglutamine in vitro.** $n$ denotes the number of polyglutamine molecules within a disordered aggregate and $n_F$ denotes the number of polyglutamine molecules within an ordered amyloid fibril. The ordered amyloid fibril rich in $\beta$-sheets is shown in the bottom right corner of the schematic. The gray shaded region encompasses steps (a), (e), (c), and (d) and depicts the homogeneous nucleation proposal of Chen et al. $^{(12)}$. We investigated the thermodynamics of step (a), which indicates that the formation of ordered conformations is thermodynamically unfavorable. Monomeric
polyglutamine prefers disordered, collapsed conformations, left of step (a). Step (b) pertains to the thermodynamics of interactions between chains that have been restrained to adopt ordered conformations. Associativities of restrained chains – step (b) – are akin to the associativities of unrestrained chains – step (g). However, the likelihood that chains will sample the associations shown in step (b) is very small because this is tied to the equilibria in step (a), which requires the population of the conformations with high β-content, and Figure 3.3 shows that this is highly unlikely. Similarly, step (f) shows that disordered dimers are thermodynamically favored to dimers with high β-contents in individual chains. This is the result of linkage to step (a) as discussed above. The aggregates achieved in step (h) are likely to be large (in terms of n) and exhibit spherical, “liquid-like” organization of polyglutamine chains around each other. Step (i) depicts a slow conformational conversion of individual / small numbers of chains to β-sheets. This slow step is likely to lead to the creation of an ordered template for fibril formation via monomer or oligomer addition and elongation to yield the ordered amyloid fibril. Steps (a), (b), and (g) are anchored in the collection of data generated in this work and previous studies. However, the reversible associations depicted in step (h) and the conformational conversions depicted in step (i) are yet to be tested.

3.2 Materials and Methods

3.2.1 Degrees of freedom and molecular forcefield

We simulated one or two polyglutamine molecules N-acetyl-(Gln)\textsubscript{N}–N′-Methylamide; the chains were modeled in atomic detail and the number of glutamine residues was set to \( N = 5, 15, 30, \) and 45, respectively. Chains with \( N \) glutamine residues are denoted as \( Q_N \). Markov chain Metropolis Monte Carlo (MC) Simulations were performed in the canonical ensemble and molecules were enclosed in a spherical droplet of radius 200Å, which was enforced using a stiff
harmonic boundary potential. The degrees of freedom were the backbone $\phi$, $\psi$, $\omega$ and sidechain $\chi$ dihedral angles. For MC simulations with two chains, rigid-body coordinates, namely center-of-mass translations and rotations were included as additional degrees of freedom. Bond lengths and bond angles were held fixed at values prescribed by Engh and Huber (19).

We used parameters from the OPLS-AA/L forcefield (20) with appropriate modifications and the ABSINTH implicit solvent model (14). The energy function is:

$$E_{\text{total}} = W_{\text{solv}} + W_{\text{el}} + U_{\text{LJ}} + U_{\text{tor}}$$

(3.1)

Here, $W_{\text{solv}}$ is the direct mean field interaction (DMFI) term that captures the transfer of a polypeptide solute in a specific conformation from the gas phase into the continuum solvent. $W_{\text{el}}$ denotes the mean field electrostatic term; the dielectric constant of the solvent is set to be $\varepsilon=78$. $U_{\text{LJ}}$ models van der Waals interactions using the Lennard-Jones (LJ) model. Parameters for the LJ hard sphere radii and well depths are based on heats of fusion data for model compounds and are different from the choices made in standard forcefields. This choice allows us to omit many of the torsional potentials because the rotational barriers and minima are captured by excluded volume interactions alone (14). $U_{\text{tor}}$ represents torsional terms applied to dihedral angles that are cannot be captured by $U_{\text{LJ}}$. For polyglutamine, we use torsional potentials taken from OPLS-AA/L to maintain peptide dihedral angles ($\omega$) in predominantly trans-configurations.

Salient features of the interplay between the $W_{\text{solv}}$ and $W_{\text{el}}$ terms are summarized as follows: Polypeptide chains are decomposed into a set of distinct solvation groups; for capped polyglutamine the solvation groups are $N+1$ backbone secondary amides and $N$ sidechain primary amides. $W_{\text{solv}}$ is a sum of contributions from each solvation group and for each of these groups we use experimentally measured free energies of solvation of appropriate model compound analogs as references for fully solvated states. The degree of solvent accessibility
modulates the DMFI and consequently $W_{\text{solv}}$ varies with conformation. Solvent accessible volume fractions are used as the metric for solvent accessibility and this is used to evaluate the solvation states $\psi^i_k$ for atom $k$ in solvation group $i$. Electrostatic interactions between non-bonded solute atoms with partial charges are fully screened by the continuum dielectric if the atoms are fully exposed to solvent. The screening of polar interactions is conformation dependent and the solvation states of atoms $\psi^i_k$ determine the extent to which the screening of electrostatic interactions is modulated. ABSINTH is built upon the distinct strengths of the generalized Born (GB)\(^{21-23}\) and EEF1\(^{24}\) models. In accord with EEF1, the process of transferring solutes from the gas phase into the continuum solvent is treated in “one shot” without attempting to parse the distinct contributions from the polar and non-polar components. However, ABSINTH deviates from EEF1 in the way electrostatic interactions between solute atoms are handled. No explicit or implicit distance dependence is assumed for the dielectric response. Instead, solvation states of individual atoms $\psi^i_k$ are used to determine the extent to which the screening of electrostatic interactions is to be modulated by the protein environment. ABSINTH therefore captures the main strengths of the GB model while retaining the efficiency of the EEF1 model and it may be viewed as an effective interpolation between GB and EEF1.

3.2.2 Sampling methodology

Move sets for MC simulations included pivots about random backbone torsions, perturbations about random dihedrals, randomized sidechain rotations, and randomized changes to rigid body coordinates. Details regarding the move sets are summarized in Table 3.1. One of our goals was to quantify free energy penalties associated with sampling of $\beta$-rich conformations for monomeric polyglutamine. We defined a reaction coordinate $f_\beta$ to assess global $\beta$-content within a molecule and used umbrella sampling to enhance the sampling of the low-likelihood
regions of conformational space. Results of independent umbrella sampling calculations were stitched together using weighted histogram analysis methods (WHAM)\(^{(25, 26)}\) to generate unbiased potentials of mean force (PMFs) as a function of \(f_\beta\), which is defined as

\[
f_\beta = \frac{1}{N} \sum_{i=1}^{N} f_\beta^{(i)}
\]

where:

\[
f_\beta^{(i)} = \begin{cases} 
1.0 & \text{if } (\phi_i, \psi_i) \text{ belongs to the } \beta\text{-basin} \\
\exp\left(-\tau_\beta d_{(i)}^2\right) & \text{otherwise}
\end{cases}
\] (3.2)

\[
d_{(i)}^2 = \left\{\left[\left(\phi_i - \phi_\beta\right) \text{mod} 2\pi\right]^2 + \left[\left(\psi_i - \psi_\beta\right) \text{mod} 2\pi\right]^2 - r_\beta^2 \right\} \text{mod} 2\pi
\] (3.3)

Here, \(N\) is the number of glutamine residues in the sequence, \(\text{mod} 2\pi\) terms correct for periodicity effects associated with distance calculations in angular space; \((\phi_\beta, \psi_\beta)\) define the reference \((\phi, \psi)\) values for an individual residue. If residue \(i\) adopts \(\phi\) and \(\psi\) angles that lie within a circle of radius \(r_\beta\), then the parameter \(f_\beta^{(i)}\) is set to unity; otherwise, \(f_\beta^{(i)}\) has a value between 0 and 1; the precise value is determined by two parameters, namely \(d_{(i)}^2\) and \(\tau_\beta\). The latter is the width of the Gaussian function and ensures a continuous function. We used: \((\phi_\beta, \psi_\beta) = (-152^\circ, 142^\circ), r_\beta=50^\circ,\) and \(\tau_\beta=0.002 \text{ deg}^2\).

**Table 3.1: Overview of the frequency of the different Monte Carlo moves sets used in simulations of monomeric and pairs of polyglutamine molecules.** To be able to probe multiple length scales simultaneously, Monte Carlo moves in ABSINTH either fully randomize a given degree of freedom, or perform a stepwise perturbation that has a maximum size. This is explained in detail in the footnotes. The frequencies for different moves are chosen to reflect the relevance of the various degrees of freedom to both the conformational equilibria and the
association of these peptides. Additionally, these choices reflect the associated computational cost. As an example, \( \omega \)-angles are sampled relatively infrequently, as their values are expected to remain close to the perfect trans-conformation. Note that a small number of moves for each simulation were swap attempts for replica exchange.

<table>
<thead>
<tr>
<th>Move Type</th>
<th>Frequency of move sets for simulations of monomeric polyglutamine</th>
<th>Frequency of move sets for simulations with pairs of polyglutamine molecules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid-body(^1)</td>
<td>-</td>
<td>30% (50%, 10Å, 20°)</td>
</tr>
<tr>
<td>Omega(^2)</td>
<td>7% (90%, 5°)</td>
<td>4.9% (90%, 5°)</td>
</tr>
<tr>
<td>Sidechain(^3)</td>
<td>30% (4x, 60%, 30°)</td>
<td>21% (4x, 40%, 30°)</td>
</tr>
<tr>
<td>Pivot(^4)</td>
<td>63% (70%, 10°)</td>
<td>44.1% (70%, 10°)</td>
</tr>
</tbody>
</table>

1. Rigid-body moves simultaneously change rotational and translational degrees of freedom of the whole molecule. The first value listed in parentheses is the fraction of moves assigned to finite perturbations, whereas the remaining attempts fully randomize the respective degrees of freedom. The second and third values are the maximum translational and rotational step-sizes associated with the finite perturbations.

2. Moves that perturb the \( \omega \)-angles of peptide units. Due to the acetyl and methylamide capping groups there are \( N+1 \) \( \omega \)-angles for a chain length of \( N \). The two sets of values in parentheses are the fraction of \( \omega \)-moves, which attempt a stepwise perturbation along with the maximum step-size.

3. Sidechain moves perturb the \( \chi \)-angles of a given sidechain in the peptide. In each attempt to alter sidechain degrees of the freedom, two of the three \( \chi \)-angles are randomly altered. Sidechain moves are inexpensive and therefore several sidechains are sampled during each “move” (first value in parentheses). The remaining two values in parentheses again
give the fraction of $\chi$-moves with a finite perturbation and the maximum value of that perturbation.

We assessed the validity of $f_\beta$ as a measure of $\beta$-content by quantifying its ability to estimate $\beta$-content in proteins of known three-dimensional structures. We used PDBSelect\textsuperscript{(27)} to create a database of 3,693 non-redundant protein structures from the protein data bank. Sequences in this dataset have less than 25% sequence identity with each other. For each structure in the dataset, we calculated the $f_\beta$ values and their DSSP-E score\textsuperscript{(28)}, normalized by the number of residues, as an alternative to measure the degree of ordered $\beta$-sheet. Figure 3.2 shows the correlation between $f_\beta$ and fractional DSSP-E scores. The correlation coefficient is 0.83. Figure 3.3 shows ribbon drawings of three-dimensional structures for five structures from the database. Since we do not have definitive prior knowledge of the type of ordered $\beta$-sheets that polyglutamine molecules adopt in fibrillar aggregates, we used $f_\beta$ instead of fractional DSSP-E scores as a reaction coordinate for assessing the bias toward structures with high or low $\beta$-contents.
Figure 3.2: Correlation between fractional DSSP-E scores and $f_\beta$. The solid line is the line of best fit that quantifies the strength and direction of the linear correlation between $f_\beta$ values and fractional DSSP-E scores. Parameters for the slope and intercept are shown in the inset. Structures that have high fractional DSSP-E scores also have high $f_\beta$ values, although there is some scatter about the line of best fit. For approximately 27% of the structures in the dataset, the fractional DSSP-E scores are zero. Although the $f_\beta$ values for most of these structures are small ($\leq 0.3$), they span a finite range of $f_\beta$ values.
Figure 3.3: Representative structures from the PDBSelect database showing the correlation between $f_\beta$ values and fractional DSSP-E scores. For each structure, the label denotes the PDB code with chain ID, fractional DSSP-E score, and $f_\beta$ value, respectively. The correlation becomes weak when characteristic hydrogen-bonded patterns are absent within a structure as shown for 2BI6H.

Simulations for monomeric polyglutamine were carried out at 298K. For each chain length, we performed seventeen sets of distinct umbrella sampling simulations and in each simulation, $f_\beta$ was restrained to one of seventeen target $f_\beta^0$ values: [0.0, 0.1, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.7, 0.75, 0.8, 0.9, 0.95, 1.0]. Each simulation was biased toward a
target value $f^{0}_{\phi}$ using a harmonic restraint potential $U_{\text{restr}} = k(f_{\phi} - f^{0}_{\phi})^2$ that was added to the energy function shown in Equation 3.1. The number of $(\phi, \psi)$ pairs that contribute to $f_{\phi}$ increases with $N$ and the value of $k$ varied with $N$. We used values of $k=25$ kcal/mol and 75 kcal/mol for $Q_5$ and $Q_{15}$, and $k=150$ kcal/mol for $Q_{30}$ and $Q_{45}$, respectively. Therefore, $k$ varies from 1.7 kcal/mol ($Q_{45}$) to 2.5 kcal/mol ($Q_5$, $Q_{15}$, and $Q_{30}$) per restrained degree of freedom.

For each window, the starting conformation was extracted at random from an ensemble of self-avoiding random walks. For $Q_5$, $Q_{15}$, and $Q_{30}$ the first $10^6$ MC steps were used for equilibration followed by $4 \times 10^7$ steps of production. For $Q_{45}$, we used $1.5 \times 10^6$ steps of equilibration and $6 \times 10^7$ steps of production. Sampling was enhanced using replica exchange MC in $f_{\phi}$-space (29). For each chain length, we performed three independent replica exchange umbrella sampling MC runs. The quality of sampling was assessed by computing statistics for the extent of overlap of $f_{\phi}$ histograms between adjacent windows and statistics for replica exchange. These details are documented in Figures 4 – 6.
Figure 3.4: Distributions of $f_\beta$ values obtained from the umbrella sampling simulations. The legend on the right identifies the target $f_\beta^0$ value for each simulation. Each histogram is the average from three independent simulations. The histograms indicate that the overlap between adjacent windows is finite and significant, thereby validating the $f_\beta$ schedule and choice of restraints used in the umbrella sampling protocol. To further demonstrate the validity of our protocol, Figure 3.5 shows a summary of the overlap statistics extracted from the plots shown in this figure. As a reminder, we present data from umbrella sampling simulations that were performed using the following schedule of seventeen values for $f_\beta^0$: [0.0, 0.1, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.7, 0.75, 0.8, 0.9, 0.95, 1.0].
Figure 3.5: Quantification of overlap between adjacent $f_\beta$ histograms shown in Figure 3.4.

Sixteen bars are shown for overlap statistics computed between seventeen sets of adjacent windows. The $f_\beta$ schedule is as shown in the legend to Figure 3.4. For a pair of windows $X$ and $X+1$,

$$\text{Overlap Fraction} = \frac{2 - \int_{f_\beta=0}^{f_\beta=1} |P_X(f_\beta) - P_{X+1}(f_\beta)| \, df_\beta}{2}.$$ 

We computed each integral numerically. In this formula, $P_X$ and $P_{X+1}$ are the average $f_\beta$ histograms for windows $X$ and $X+1$, respectively and these histograms are shown in Figure 3.4. If adjacent histograms $P_X$ and $P_{X+1}$ overlap perfectly, then the value of the overlap fraction is unity. Conversely, if the histograms do not overlap at all, then the overlap fraction is zero. The smallest overlap fraction values are seen for two pairs of neighbors in the simulations for $Q_{30}$ and $Q_{45}$. However, the reconstructed PMFs obtained using either WHAM or TI-WHAM are smooth even in regions where the overlap is the smallest, although the error bars (standard errors and bootstrap errors) are large in these high free
energy regions. Overall, the quality of data obtained using the umbrella sampling protocol adopted in this work appears to be satisfactory and yields reliable PMFs thereby allowing us to draw the conclusions summarized in the main text.
Figure 3.6: Plot of acceptance ratios for replica exchange swaps between nearest-neighbor windows in the umbrella sampling simulations that were carried out for monomeric polyglutamine. As noted in the text, we carried out three independent replica exchange simulations, which were combined with the umbrella sampling protocol. The $f_\beta$ schedule used in these simulations is identical to that shown in the legend to Figure 3.4. The acceptance ratios are shown here for each of the three replica exchange (REX) runs and the data are shown for $Q_5$ and $Q_{15}$. For $Q_{30}$ and $Q_{45}$, the replica exchange simulations were initially carried out using a coarse, 11-window $f_\beta$ schedule. However, the final PMFs were computed using the full 17-window $f_\beta$ schedule shown in the legend for Figure 3.4. This was accomplished by collecting data from independent umbrella sampling runs (three per additional window) for windows that were not present in the coarse schedule. The decision to use the two-tier approach for the longer chains was based on the availability of CPU resources. The coarse $f_\beta$ schedule used for replica exchange plus umbrella sampling simulations for $Q_{30}$ and $Q_{45}$ is as follows: [0.0, 0.1, 0.25, 0.3, 0.4, 0.5, 0.6, 0.75, 0.8, 0.9, 1.0].
The WHAM protocol has two components, namely iterative computation of relative free energies between adjacent windows and the construction of unbiased PMFs. Data from restrained simulations were analyzed using WHAM in three different ways. In the first two methods, both components of the WHAM protocol are used, with the only difference being the method used to compute error bars for the unbiased PMFs. The first method reports error bars as standard errors and the second method uses a bootstrap procedure to estimate error bars. For the third method, the relative free energies between adjacent windows were computed using thermodynamic integration (TI) and the unbiased PMF was computed using WHAM.

3.2.3 Calculation of PMFs for monomeric polyglutamine using WHAM with standard errors

As noted in the materials and methods section, we collected data from umbrella sampling simulations for each target $f_{\beta}^0$ value. For $Q_5$ and $Q_{15}$, we used umbrella sampling combined with replica exchange based on the 17-window $f_{\beta}$ schedule shown in the main text. Data were collected from three independent replica exchange plus umbrella sampling simulations. For $Q_{30}$ and $Q_{45}$, we combined umbrella sampling with replica exchange using a coarser 11-window $f_{\beta}$ schedule and we carried out three independent simulations as well. The target $f_{\beta}^0$ values for each window in the coarse schedule were set to be: $[0.0, 0.1, 0.25, 0.3, 0.4, 0.5, 0.6, 0.75, 0.8, 0.9, 1.0]$. We subsequently added data from three independent simulations for each of the windows that were missing in the coarse schedule and were present in the finer schedule. In this way, we ended up with three independent $f_{\beta}$ histograms (one from each run) for each of the seventeen windows shown in the Materials and Methods section. Each of three sets of 17 independent histograms were used in the WHAM analysis to construct three independent, unbiased PMFs. Panel A in Figure 3.3 shows the average PMF constructed from the three independent estimates.
The error bars in this figure are standard errors across the three independent estimates. The naïve standard errors represent the upper limit on the errors in our WHAM estimates of the PMFs.

3.2.4 Calculation of PMFs for monomeric polyglutamine using WHAM with bootstrap errors

For each window (with 17 windows in total), we have three independent simulations and for each of these simulations we recorded the $f^\beta$ value every 5,000 MC steps. There were $4 \times 10^7$ production steps for Q$_5$, Q$_{15}$, and Q$_{30}$; therefore, we collected 8,000 $f^\beta$ values for each window and for each independent simulation. For Q$_{45}$ each run consisted of $6 \times 10^7$ production steps, and we collected 12,000 $f^\beta$ values for this chain. The $f^\beta$ values samples were pooled across all independent simulations for each window. Thus, for each window characterized by a target $f^\beta_0$ value, the dataset contained 24,000 $f^\beta$ samples for Q$_5$, Q$_{15}$, and Q$_{30}$ and 36,000 $f^\beta$ samples for Q$_{45}$. From this pooled dataset, we selected 800 $f^\beta$ samples at random with replacement. This procedure was carried out for each window. These $f^\beta$ values were binned to create an $f^\beta$ histogram for each of the 17 windows with target $f^\beta_0$ values. Each histogram was created using 100 bins with bin widths of 0.1. This yielded a histogram for each of the 17 $f^\beta$ windows. The standard WHAM analysis was applied to these constructed histograms to generate a PMF. This protocol of generating 17 sets of histograms using random sampling with replacement combined with WHAM analysis was repeated 200 times to generate 200 independent PMFs. Panel B in Figure 3.3 shows the average PMF (averaged over 200 trials) and bootstrap error, which is simply the standard error computed over the 200 unbiased PMFs.

3.2.5 Calculation of PMFs for monomeric polyglutamine using TI-WHAM with standard errors
For each independent replica exchange plus umbrella sampling simulation, we calculated
\( \partial E_i / \partial f_\beta^0 \). This is the partial derivative of the system energy (including the restraint potential) for
window \( i \) with respect to \( f_\beta^0 \). These statistics were gathered every thousand steps during the
production run (4\( \times 10^7 \) for \( Q_{5,15,30} \) and 6\( \times 10^7 \) for \( Q_{45} \)). Values for \( \langle \partial E_i / \partial f_\beta \rangle \) are numerically
integrated using a cumulative trapezoidal integrator. This yields estimates for the free energy
differences between all pairs of adjacent windows. These relative free energies were then fed
into the WHAM analysis to combine \( f_\beta \) histograms for each window into a single unbiased
probability distribution. The use of the TI step circumvents the iterative step in WHAM and
allows us to analyze the PMF that results from an independent method for assessing relative free
energies between windows. For the TI-WHAM procedure, we used data based on the coarse (as
opposed to fine) \( f_\beta \) schedule. This allowed us to query the dependence of the reconstructed PMFs
on the coarseness of the \( f_\beta \) schedule (in addition to the circumvention of the first, iterative step in
WHAM). For each chain length, the TI-WHAM procedure was applied to each of the three
independent datasets. The PMF shown in Panel C of Figure 3.3 is an average over the three runs
and the error bars are standard errors.

For polyglutamine dimer simulations, we combined MC simulations with thermal replica
exchange. In two of the three sets of simulations, each chain was restrained to target \( f_\beta^0 \) values of
= 0.75 and 1.0, respectively, while the third simulation set involved unrestrained molecules. For
each chain length, we carried out three independent replica exchange runs. The following Kelvin
temperature schedule was used for the replica exchange simulations: [298, 305, 315, 325, 335,
345, 355, 360, 370, 380, 390]. The temperature schedule was based on data for coil-to-globule
transitions of unrestrained monomeric polyglutamine. As shown in Figure 3.7, temperature
modulates the solvent quality. Temperatures in the range \( T \leq 355K \) correspond to the poor
solvent regime, where monomeric polyglutamine prefers globules; temperatures in the range $355 \text{ K} < T < 420 \text{ K}$ are in the transition region between globule and coil, and higher temperatures correspond to swollen coils. The theta point ($T_\theta$) was found to be approximately $390\text{K}$ (see caption to Figure 3.7 in the supplementary material). We wish to quantify the spontaneity of intermolecular associations in the poor solvent regime. The overlap between coil and globule ensembles is small and decreases with increasing $N$. Therefore, we set the upper limit for the replica exchange temperature schedule to be $T_\theta$, to ensure that the replicas were used judiciously. We quantified overlap statistics and acceptance ratios for swaps between adjacent thermal replicas to demonstrate the adequacy of the protocol, and details are in Figures 8 – 10.

### 3.2.6 Analysis of thermal replica exchange data for dimers of polyglutamine

Energy values are collected every 5,000 steps. From the production runs we obtained 7,900 energy values for $Q_5$, $Q_{15}$, and $Q_{30}$ 12,000 samples for $Q_{45}$. We constructed histograms of energy values using placed 200 bins (with bin widths that vary with chain length). All error bars were standard errors computed across three independent runs.
Figure 3.7: Coil-to-globule transition for monomeric polyglutamine. These data show the ensemble averaged mean square radius of gyration as a function of simulation temperature. Values on the ordinate are normalized by chain length because \( \langle R_g^2 \rangle \propto N \) at the theta temperature, \( T_\theta \). Therefore, the plots for different chain lengths should coincide at \( T=T_\theta \) for different chain lengths because polyglutamine molecules are homopolymers. This requirement is satisfied for \( T=T_\theta=390\text{K} \). The plots were made by analyzing data extracted from torsional space Metropolis Monte Carlo (MC) simulations using the forcefield and ABSINTH implicit solvation model described in the Materials and Methods section of the text. Details of the move sets used are provided in Table 3.1. Independent simulations were carried out for each temperature. For each temperature, the simulations involved \( 10^6 \) equilibration steps of MC followed by \( 4\times10^7 \) steps of production. A complete analysis of the coil-to-globule transition for monomeric polyglutamine and an explanation for the shapes of these curves has been provided in previous work (13).
$T=T_c=355K$ is the temperature below which collapsed states are favored for polyglutamine. Hence, for the forcefield used in this work, $T \leq T_c$ corresponds to poor solvent conditions, whereas the regime $T_c < T \leq T_\theta$ corresponds to the transition region.

**Figure 3.8:** Temperature-dependent energy histograms for dimers of polyglutamine molecules where both chains are restrained to a target value of $f^\theta_\beta=1$. The histograms demonstrate the overlap between adjacent replicates and justify the temperature schedule used in all replica exchange simulations of homodimerization. The overlap between distal replicas decreases with increasing chain length and this is consistent with the differences in thermal stabilities for associated versus dissociated dimers for different chain lengths (longer chains form associated dimers over a wider temperature range). As noted in the text, we carried out three independent thermal replica exchange runs for each chain length and target $f_\beta$ value. The figure
shows average histograms for each temperature. Figure 3.9 summarizes the overlap statistics that were calculated using the histograms shown in this Figure.
Figure 3.9: Quantification of the overlap between adjacent thermal replicas shown in Figure 3.8. Ten bars are shown for overlap statistics computed between eleven sets of adjacent windows. The temperature schedule is presented in the methods section. Computation of the overlap statistics is analogous to the method described in the caption for Figure 3.3. The overlap statistics appear to justify the adequacy of the temperature schedule used in the replica exchange runs.
Figure 3.10: Plot of acceptance ratios for swaps between nearest-neighbor thermal replicas in simulations of homodimerization. Data are shown for the case where both chains are restrained to a target value of $f_\beta^0=1$. The acceptance ratios are shown here for each of the three replica exchange (REX) runs that were carried out for each peptide. Even for the longer chains, the smallest acceptance ratios are greater than 0.2 (on average) indicating that the sampling quality is not compromised.

3.3 Conformations with high β-content are thermodynamically unfavorable for monomeric polyglutamine

Panel A of Figure 3.11 show free energy profiles for monomeric polyglutamine at four chain lengths. Panels B and C show the same free energy profiles, except that the profile in panel B shows the bootstrap errors, whereas panel C shows the free energy profiles constructed using
the TI-WHAM procedure. The free energy profiles along $f_\beta$ are smooth and possess broad minima for $N \geq 15$. For $Q_5$, the PMF is essentially flat because the peptide is short and cannot collapse. For longer chains, the minima are located at values of $f_\beta \approx 0.3$, which is the value preferred by unrestrained polyglutamine chains. The $Q_{15}$ chain possesses a tendency for forming $\alpha$-helical segments (13). This helix propensity is the reason for the flatness of the free energy profile for values of $f_\beta$ less than 0.3 for this peptide. Decreased $\alpha$-helical propensities for longer chain lengths lead to an increase in the free energy penalty for $f_\beta < 0.3$.

![Figure 3.11](image)

**Figure 3.11:** Potentials of mean force (PMFs) for monomeric polyglutamine chains of different lengths. The profiles are plotted as a function of $f_\beta$, which is a reaction coordinate that measures $\beta$-content. Panel A shows the PMFs with standard errors, panel B with bootstrap
errors, and panel C shows the PMFs that result from using TI-WHAM with a coarse $f_\beta$ schedule. Details are described in the supplementary material. The lines in panel D are lines of best fit to the data for the derivatives of the PMFs shown in panel A. The insets show the Pearson correlation coefficients – $r^2$ – that diagnose the strength and direction of the hypothesis that the PMF derivatives (forces) are linear. The slopes and intercepts for the lines of best fit are as follows: $Q_5$ (0.25, -0.05), $Q_{15}$ (2.00, -0.27), $Q_{30}$ (5.74, -1.38), $Q_{45}$ (9.5, -2.65). Slopes have units of kcal / mol-$f_\beta$ and intercepts have units of kcal / mol.

The free energy profiles do not show evidence for distinct local minima. This is confirmed by analyzing the derivatives of each of the PMFs. In the harmonic limit with a single minimum, a mean force profile will be a straight line and this is what we observe as shown in panel D of Figure 3.3. Therefore, monomeric polyglutamine does not access metastable conformations with high $f_\beta$ values. Bhattacharya et al. \cite{15} estimated the nucleation free energy for $Q_{47}$ to be roughly 12 kcal / mol. $\beta$-rich structures will have $f_\beta$ values between 0.6 and 0.7 (Figure 3.2 and Figure 3.4). Free energy penalties associated with accessing such structures are in the range of 10-15 kcal/mol for $Q_{45}$ (Panel A in Figure 3.11). This is in the range of the estimate obtained by Bhattacharya et al.

Bhattacharya et al. also proposed that aggregation rates increase with increasing chain length because free energy penalties associated with forming $\beta$-rich structures decrease with increasing chain length \cite{12,15}. The calculated free energy profiles do not support this hypothesis. The free energy penalty for forming structures with high $f_\beta$ values increases with increasing chain length. However, this increase in free energy penalty levels off for $Q_{45}$ because the PMFs for $Q_{30}$ and $Q_{45}$ resemble each other – more so than those for $Q_{30}$ and $Q_{15}$. We previously showed that the stability of non-specifically collapsed states increases with increasing chain length \cite{13}. Here,
we show that the likelihood of populating structures with high $f_\beta$ values decreases with increasing chain length. The former observation is consistent with the physics of flexible polymers in a poor solvent, whereas the latter observation is congruent with the idea that energetic frustration makes it difficult for flexible, homopolymeric polyglutamine to adopt well-ordered three-dimensional structures in their monomeric forms.

3.4 Restraining monomeric polyglutamine to high $f_\beta$ values provides access to ordered $\beta$-sheet conformations

Fractional DSSP-E scores based on analysis of hydrogen-bonding patterns are a complementary measure of secondary structure. Figure 3.12 plots data for monomeric polyglutamine with fractional DSSP-E scores along the ordinate and $f_\beta$ values along the abscissa. Data were extracted from the simulations that were performed in the presence of restraints on $f_\beta$. We do not observe any structures for which the $f_\beta$ value is low when the fractional DSSP-E score is high. Structures with characteristic $\beta$-sheet hydrogen bond patterns have high fractional DSSP-E scores as well as high $f_\beta$ scores. However, for moderate to high $f_\beta$ values there is a substantial spread in the observed fractional DSSP-E scores, implying that polyglutamine samples disordered conformations lacking regular backbone-backbone hydrogen bonds even when $f_\beta$ is restrained to a high value.
Figure 3.12: Scatter plot of all recorded snapshots in all simulations for $Q_{15}$, $Q_{30}$, and $Q_{45}$ correlating the fractional $\beta$-content according to DSSP with the values for $f_\beta$ at 298 K. Dots of different colors correspond to chains of different length. Representative points are marked using stars and the corresponding structures are shown in cartoon representation. Graphics were generated using VMD (31). Note that the fractional $\beta$-content according to DSSP is an inherently discrete quantity for chains of finite length. $Q_5$ is not shown since the chain is too short to have non-zero DSSP-E scores.

3.5 Persistence of disorder in the presence of restraints results from a diverse registry of intramolecular hydrogen bonds
We asked if disordered structures contain large numbers of hydrogen bonds, which are either unsatisfied or assumed to be satisfied by the solvent? In Figure 3.13, we plot the average number of intramolecular hydrogen bonds per backbone and sidechain oxygen (acceptor) atom in monomeric polyglutamine as a function of chain length. All four types of hydrogen bonds including backbone acceptor to backbone donor, sidechain acceptor to sidechain donor, backbone acceptor to sidechain donor, and sidechain acceptor to backbone donor, make roughly equivalent contributions to the total hydrogen bond inventory. No obvious preference for specific intramolecular contacts is seen, even in the presence of restraints. Summing up around the acceptor sites, the average number of hydrogen bonds per backbone / sidechain acceptor is less than unity, indicating that a substantial fraction of hydrogen bonds are satisfied by the solvent. The average number of intramolecular hydrogen bonds per acceptor is generally larger for the unrestrained case. Restraints to high values of $f_\beta$ increase the number of solvent-exposed acceptors leading to increased interfaces with the surrounding solvent. Despite the restraints, the peptides prefer the full spectrum of intramolecular and chain-solvent contacts.
Figure 3.13: Average number of hydrogen bonds per acceptor oxygen atoms. Data are shown for hydrogen bonds around the backbone ( Panels A and C) and sidechain (Panels B and D) acceptor oxygen atoms, respectively. BB denotes backbone and SC denotes sidechains; Values are shown for \( T = 298 \) K and three different chain lengths (\( Q_{15}, Q_{30}, Q_{45} \)) and restraint values. Hydrogen bonds were determined using the general definition introduced by Kabsch and Sander (28).

### 3.6 Dimerization of polyglutamine remains spontaneous in the presence of restraints

We asked if the spontaneity of homodimerization is altered when each chain is restrained to adopt high values of \( f_\beta \). We simulated dimerization of polyglutamine for chains of length \( N=5, 15, 30, 45 \) as a function of temperature and two different values for the target restraint, \( f_\beta^0 \). If the
homogeneous nucleation model applies for polyglutamine aggregation, then associations involving restrained chains should be stronger than the associations involving unrestrained chains. To quantify associativity we computed a temperature-dependent excess interaction coefficient $B_{22}(T)$:

$$B_{22}(T) = \frac{\int_{R=0}^{R=d_{\text{droplet}}} \left[ F_{T=T_0}^{-1}(R) - F_T^{-1}(R) \right] R^2 dR \bigg|_{R=0}^{R=d_{\text{droplet}}}}{\int_{R=0}^{R=d_{\text{droplet}}} F_{T=T_0}(R) R^2 dR}$$  \hspace{1cm} (3.4)

Here, $F_T(R)$ is the cumulative distribution function for the intermolecular distance at temperature $T$; $d_{\text{droplet}} = 400\text{Å}$ is the diameter of the simulation system. When spontaneous associations are favored vis-à-vis $T_0$, $B_{22}(T)$ is negative. If chains interact the way they would at $T_0$, then $B_{22}(T)$ is zero.

Figure 3.14 plots $B_{22}(T)$ as a function of $T$ for different chain lengths in the presence and absence of restraints on $f_{\beta}$. The associativity of chains is length and temperature-dependent, but it does not vary with the presence or absence of conformational restraints. Panel A in Figure 3.14 shows that the short Q$_5$ peptide remains non-associative across the entire simulated temperature range. For Q$_{15}$, the differences in associativity with and without restraints are statistically insignificant. At the lowest temperatures, $B_{22}$ is negative for restrained as well as unrestrained chains. It increases monotonically with increasing temperature and reaches zero between 320 and 340 K. This temperature range represents the stability limit for the associated dimer. Panels B and C of Figure 3.14 show the same data for Q$_{30}$ and for Q$_{45}$. As chain lengths increase, the stability limit for associated dimers shifts to higher temperatures. Within the statistical accuracy of the data, chains with restraints are as associative (not more associative) as unrestrained chains.
Figure 3.14: Plots of $B_{22}(T)$ as a function of temperature. Each panel shows $B_{22}(T)$ extracted from simulations with unrestrained chains and simulations where each chain in the simulation has a target restraint of $f^0_\beta = 0.75$ or $f^0_\beta = 1.0$.

For high values of $f_\beta$, the surface-to-volume ratio increases with respect to the unrestrained chains as shown in Figure 3.15. This does not translate into increased associativity with respect to the unrestrained chains. Instead, the actual poorness of the solvent (the value of $T$) remains the main determinant of the spontaneity of intermolecular associations. This observation is confounding since solute-solvent interfaces increase for monomeric polyglutamine when restraints toward high $f_\beta$ are imposed. We quantified the solvent-solute interface for monomeric polyglutamine by asking if interfacial energies were insensitive to the presence or absence of conformational restraints. We decomposed the system energies (excluding the
restraint potential) into bulk (volumetric) and surface contributions \(^{(32)}\) by fitting the system energies to the functional form shown in Equation 3.5. Here, \(C_1\) and \(C_2\) measure the effective strengths of volumetric self-interactions and surface terms, respectively.

\[
\frac{U_{\text{total}} - U_{\text{restr}}}{N} = C_1 \left( T, f^0_\beta \right) + C_2 \left( T, f^0_\beta \right) \cdot N^{-\frac{1}{3}} \tag{3.5}
\]

\(N\) is the chain length, \(U_{\text{total}}\) is the system energy, and \(U_{\text{restr}}\) is the restraint potential energy. Figure 3.16 plots \(C_1\) and \(C_2\) as a function of temperature for different values of \(f^0_\beta\). When compared to the unrestrained simulations, the \(C_1\) term in the collapse regime is less favorable in the presence of restraints indicating the high free energy of structures with high values of \(f^0_\beta\). Additionally, for a given temperature, values for \(C_2\) are more positive because larger interfaces with the surrounding solvent are more unfavorable than the smaller solute-solvent interfaces made by unrestrained chains. As \(T \rightarrow T_\theta\), \(C_2\) approaches zero indicating that the interface is indifferent with respect to interactions with either solvent or the chain. This is Flory’s definition of the theta-state. For temperatures greater than \(T_\theta \approx 390\) K, \(C_1\) converges to a value of ca. \(-20\) kcal/mol. This is the approximate mean-field energy for a fully solvated glutamine residue within the \textsc{ABSINTH} Hamiltonian \(^{(14)}\), and is the expected limiting value for a chain preferring chain-solvent interactions to chain-chain interactions. Therefore, in the presence of restraints toward high target values of \(f^0_\beta\) the chains swell and form energetically unfavorable interfaces with the surrounding solvent. However, these features do not translate into differences in \(B_{22}\) vis-à-vis the unrestrained chains.
Figure 3.15: Quantitative analysis of the effects of conformational restraints on coil-to-globule transitions for monomeric polyglutamine of different lengths. Two trends are apparent in the data: First, the coil-to-globule transitions becomes sharper vis-à-vis the unrestrained case for target values of \( f_\beta \) greater than 0.5, whereas the opposite is true for \( f_\beta \leq 0.25 \). Second, the normalized value of \( \langle R_g^2 \rangle \) remains in the vicinity of the value for the unrestrained chain for temperatures that are in the globule regime; conversely, for temperatures in the coil regime the normalized \( \langle R_g^2 \rangle \) values are significantly larger than unrestrained values if \( f_\beta \geq 0.75 \), whereas the opposite is true for \( f_\beta \leq 0.25 \).
Figure 3.16: Energy density $C_1$ (Panel A) and surface energy term $C_2$ (Panel B) for monomeric polyglutamine. Data were obtained for unrestrained polyglutamine and two other simulations with restraints on $f_\beta$. The quality of the fits underlying these data cannot be accurately assessed since they are fits to data from only three chain lengths (because we exclude Q₅ excluded from analysis, since it is too short for a volumetric term to contribute).

### 3.7 Restraints toward high values of $f_\beta$ promote the formation of canonical $\beta$-sheets

Figure 3.17 shows the average fractional DSSP-E scores observed in monomer and dimer simulations with $f_\beta^0=1$ compared to the data obtained from simulations with unrestrained chains.
When the free energy penalty for sampling high $f_\beta$ values is pre-paid, the resultant increase in solute-solvent interface at the monomer level results in increased $\beta$-sheet formation through a coupling between inter- and intramolecular interactions. This difference is suggestive of intermolecular interfaces being responsible for promoting $\beta$-sheet content. To provide a visual perspective of increased $\beta$-sheet content in dimers formed with restrained chains, Figure 3.18 shows a scatter plot in the space of the two parameters, $f_\beta$ and fractional DSSP-E scores. Figure 3.19 shows a bar plot of intermolecular hydrogen bonds to quantify the interactions in intermolecular interfaces. Intermolecular hydrogen bonds predominantly involve glutamine sidechains. There is a significant enhancement in intermolecular backbone-backbone hydrogen bonds for Q15 and Q30 when $f_\beta^0 = 1.0$ and is congruent with data in Figure 3.17. Interestingly, the per-molecule PMF obtained via WHAM for two Q30 molecules in the simulation system is virtually identical to the one obtained for the monomer (data not shown). Hence, we conjecture that larger oligomers must form to facilitate spontaneous conversion of individual chains to $\beta$-rich conformations.
Figure 3.17: Bar plots comparing the average fractional DSSP-E scores in simulations of monomeric polyglutamine to simulations of dimeric polyglutamine at 298 K. Data are shown for three chain lengths using data from simulations with unrestrained chains as well as data from simulations for $f_{\beta}^0=1.0$. 
Figure 3.18: Scatter plot of all recorded snapshots in all dimer simulations for $Q_{15}$, $Q_{30}$, and $Q_{45}$ correlating the fractional $\beta$-content according to DSSP with the values for $f_\beta$ at 298 K.

This plot is analogous to the one shown in Figure 3.12.
Figure 3.19: **Average number of hydrogen bonds per acceptor oxygen atoms.** This plot is similar to Figure 3.13 except that the hydrogen bond statistics are shown for simulations with two molecules. Only intermolecular hydrogen bonds are shown. Q5 is excluded from this plot, since no intermolecular hydrogen bonds are detected in these simulations.
3.8 Addendum: improvements to the $f_{\beta}$ restraining potential

Figure 3.20: Potentials of mean force (PMFs) for monomeric polyglutamine chains normalized by chain length. The PMFs shown in Figure 3.11, panels A and C, were divided by their respective chain lengths and this yields the free energy penalty per residue of occupying the $\beta$-basin. After normalization, all curves are nearly within error of each other.
Figure 3.21: Potentials of mean force (PMFs) for monomeric polyglutamine chains fit to a binomial probability distribution. The PMFs for Q_{30} and Q_{45} in Figure 3.11 panels A and C are shown as red (*) and cyan (O) curves, respectively. The black lines are fits for each chain length to a binomial probability distribution function \( P_b \) and this is defined as the probability of observing \( f_\beta \) given a chain length \( N \) where the probability of occupying the \( \beta \)-basin per residue is \( P_{f_\beta r} \). The minimum Kullback–Leibler divergence was computed between \( P(f_\beta) \) obtained from WHAM and \( P_b \) by adjusting the free parameter \( P_{f_\beta r} \). This minimum is shown in the figure legend. These probability distributions are expressed as PMFs by computing \( -RT \log(P) \). Kullback–
Leibler divergence was computed from \( \sum_i \log\left( \frac{P^\beta(i)}{P^\beta(i)} \right) P^\beta(i) \) where \( i \) visits each \( f^\beta \) bin of size 0.01.

After publication of this work there was an important insight regarding \( W(f^\beta) \) in Figure 3.11, namely, \( W(f^\beta) \) measures the entropic penalty associated with placing residues in the \( \beta \)-basin. Figure 3.20 makes this point by showing the chain-length normalized PMFs collapse on one another. Figure 3.21 shows that most of the information contained in the PMFs can be represented by a binomial, which quantifies the probability distribution of \( f^\beta \) where the independent probability for each residue to occupy the \( \beta \)-basin is fixed. Conformance to the binomial distribution implies there is no cooperativity between residues in forming \( \beta \)-strands and disorder dominates. This highlights the weakness of this restraining potential it that it allows for highly heterogeneous conformations devoid of ordered canonical \( \beta \)-strands to satisfy the potential for high values of \( f^\beta \). This increased heterogeneity means it is more difficult for the underlying potential to sample ordered conformations for high \( f^\beta \) which defeats the primary goal of a structural restraint potential.

A new restraint potential using DSSP-E as a reaction coordinate was developed and tested but found to be insufficient as it imposed serious sampling challenges that were not immediately addressable. Future work involves computing the stabilities of highly ordered and highly disordered conformations on the manifold of high \( f^\beta \). These results will guide an improved sampling protocol whereby a bias is inserted for more ordered, canonical \( \beta \)-strand conformations and away from disordered conformations. This improved dual-restraint technique will be used to re-asses the conclusions from this work.
3.9 Discussion

Monomeric polyglutamine encompassing the threshold length for Huntington’s disease (HD) does not adopt conformations rich in β-content. Such conformations have been proposed as putative nuclei for polyglutamine aggregation \(^{(12)}\). Our estimate of the free energy penalty associated with forming structures with high β-content is in the range of estimates proposed in the literature \(^{(15)}\). However, these penalties increase with increasing chain length and may plateau past a certain chain length. Our observations contradict the expectations of Bhattacharya et al. \(^{(15)}\) who proposed that the free energy penalties in question should decrease with increasing chain length if the stability of the monomeric nucleus is the source of the increased rate of aggregation with increasing chain length. In our calculations, coil-to-globule transitions for monomeric polyglutamine (Figure 3.7) as well as the spontaneities of intermolecular association show clear dependence on chain length. In a poor solvent, longer chains form disordered globules of increased stability. The more stable the globules, the more favorable the dimers \(^{(13)}\) and the harder it is to dissociate the dimers. While conformational restraints toward high \(f_β\) values lead to increases in solute-solvent interfaces and increased β-content, these do not translate into increased spontaneity for intermolecular associations. This observation points to poorness of the solvent, as opposed to the associativities ascribed to specific structures, as the invariant and generic driving force for promoting aggregation of homopolymers. Even though high β-content remains just as thermodynamically unfavorable at the dimer level as at the monomer level, the formation of intermolecular interfaces between restrained chains promotes the formation of canonical backbone-driven β-sheet structures. Other approaches to simulating polyglutamine conformational equilibria and aggregation have been published \(^{(33, 34)}\). Clearly, comparative
calculations using different models are needed to test the model dependence of our predictions and this is part of ongoing work.

Recent experiments \(^{(35)}\) suggest that \(\beta\)-sheet formation is a feature of large aggregates. It was also shown that large non-specific aggregates form prior to nucleated formation of ordered fibrils. These observations are consistent with extrapolations from our calculations, specifically the data shown in Figure 3.19. In Figure 3.1, we summarize conceivable routes from the ensemble of disordered globules to the high molecular weight, ordered fibrillar aggregates. The homogeneous nucleation model, with a monomeric nucleus is highlighted in gray. An alternative proposal, consistent with our results and recent experimental data of Lee et al. \(^{(35)}\) is follows: Disordered globules reversibly associate to form a broad distribution of disordered oligomers. These oligomers can be described as being “molten” \(^{(18)}\) or “liquid-like” \(^{(16)}\) and may be large enough to be referred to as “mesoglobules” \(^{(36)}\). Molten oligomers are peptide-rich microphases, and chains in the interior are solvated by other chains. These peptide-peptide interfaces should be more favorable than peptide-solvent interfaces in a poor solvent. Peptides within concentrated droplets can become indifferent to preferring intramolecular interactions to intermolecular interactions and consequently, individual chains can expand. In the ensuing conformational sampling, a presumed slow step, chains can converge on energetically favorable conformations that are high in \(\beta\)-content. Our proposal is similar to those of others for polyglutamine \(^{(35)}\), A\(\beta\) \(^{(17)}\) and the N-domain Sup35 \(^{(18)}\) but needs to be tested using appropriate simulations.

3.10 Conclusion

The role of \(\beta\)-sheets in the early stages of protein aggregation, specifically amyloid formation, remains unclear. Interpretations of kinetic data have led to a specific model for the role of \(\beta\)-sheets in polyglutamine aggregation. According to this model, monomeric
polyglutamine, which is intrinsically disordered, goes through a rare conversion into an ordered, metastable, β-sheeted state that nucleates aggregation. It has also been proposed that the probability of forming the critical nucleus, a specific β-sheet conformation for the monomer increases with increasing chain length. Here, we test this model using molecular simulations. We quantified free energy profiles in terms of β-content for monomeric polyglutamine as a function of chain length. In accord with estimates from experimental data, the free energy penalties for forming β-rich states are in the 10-20 kcal / mol range. However, the length dependence of these free energy penalties does not mirror interpretations of kinetic data. Also, while homodimerization of disordered molecules is spontaneous, the imposition of conformational restraints on polyglutamine molecules does not enhance the spontaneity of intermolecular associations. Our data lead to the proposal that β-sheet formation is an attribute of peptide-rich phases such as high molecular weight aggregates rather than monomers or oligomers.
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Chapter 4

Opposing effects of glutamine and asparagine dictate prion formation by intrinsically disordered proteins

This chapter is adapted from an article (1) published in Molecular Cell and the majority of the work presented here are from the article’s co-authors in the Lindquist group. For completeness, the entirety of the results is included. Nicholas J. Lyle (NJL), the candidate, and Rohit V. Pappu (RVP) designed the simulations. NJL performed the simulations and analyzed the results. Randal Halfmann (RH), Simon Alberti (SA), and Susan Lindquist designed the experiments. RH, SA, Rajaraman Krishnan (RK), Charles W. O’Donnell (CWO), Oliver D. King (ODK), and Bonnie Berger (BB) performed the experiments. We also acknowledge Charles Glabe (U. C. Irvine) for providing the A11 polyclonal antibodies and thank the National Institutes of Health (GM025874 to SL and NS056114 to RVP) for funding.

4.1 Introduction

Protein regions with little to no regular structure – intrinsically disordered regions (IDRs) – are abundant in eukaryotic proteomes (2). Such regions play important roles in gene regulation, signaling circuitries, and intracellular transport and are often centrally located in protein interaction networks (3, 4). Many of these disordered regions recognize their macromolecular partners by undergoing disorder-to-order transitions. IDRs can also be susceptible to promiscuous interactions that pose a burden for cellular protein homeostasis (5, 6).
Some archetypal IDRs have low complexity amino acid sequences that are depleted of order-promoting residues \(^7\). Here, our interest is in a subset of low complexity sequences that are enriched in the polar uncharged residues glutamine (Q) and asparagine (N). Despite their general tendency toward promoting disorder at the monomer level \(^8\)\(^-\)\(^10\), Q/N-rich sequences, can self-assemble into ordered hierarchical structures namely, amyloids \(^11\)\(^-\)\(^13\), which are pseudocrystalline fibrillar assemblies stabilized by extensive intermolecular interactions between individual polypeptide monomers \(^14\). Thus, during amyloid formation, Q/N-rich proteins transition from one extreme of conformational space to the other. This transition appears to involve the initial formation of molten oligomers. The monomeric polypeptides form collapsed globules within these molten oligomers. Disorder-to-order transitions of individual polypeptides within these oligomers can be facilitated by intermolecular interactions and this can produce an amyloid-nucleating species \(^15\)\(^-\)\(^19\).

Several protein misfolding diseases, including Huntington’s disease and multiple spinocerebellar ataxias, are associated with the aggregation of polyQ sequences. Both the severity of the disease and the aggregation tendency of the protein are correlated with the length of the polyQ tract \(^20\). Q-rich and N-rich proteins can also undergo conformational switches to amyloid under non-pathological conditions, and in some cases these amyloids have important biological roles. Among such functional amyloids, extracellular adhesins of bacteria constitute an ancient and broadly distributed class of proteins that act as structural scaffolds for biofilm formation \(^21\)\(^-\)\(^23\). For these proteins, the initial switch from disorder to amyloid catalyzed by a dedicated nucleation machinery on the cell surface \(^24\). Another class of Q/N-rich proteins can serve as “protein only” elements of inheritance
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when their IDR switches, at a low frequency, to the amyloid state. The latter, comprising
the majority of known prion proteins, are united only by the ability of their amyloid
conformations to perpetuate through a self-templating protein folding reaction that
heritably alters the functions of their associated globular domains (11, 25).

In the baker’s yeast *Saccharomyces cerevisiae*, in which Q/N-rich prions have
been characterized most extensively, the self-templating conformational conversions of
prion proteins continues for multiple generations, and thereby causes robustly heritable
phenotypes. Prion phenotypes can derive either from sequestration of the protein’s
globular domain, or from novel functions conferred by the prion conformation itself (26).
Unlike the well-known mammalian prion protein, PrP, which causes transmissible
spongiform encephalopathies, yeast prions are not overtly toxic. In fact, the phenotypic
diversity generated by yeast prion switching has been proposed to facilitate survival and
adaptation in the rapidly changing natural environments of microbial cells (27, 28). Whether
yeast prions have evolved for this purpose remains to be established.

A recent genome-wide survey found that prion-forming proteins were more likely
to be N-rich than Q-rich (11). This observation was unexpected, as it challenged the
common assumption that Ns and Qs are equivalent in facilitating prion formation (29, 30,
31). However, it was subsequently suggested that the observed bias was better explained
by a coupling between Q- vs. N-richness and local sequence context. This observation
was made based on a set of experiments where structure-breaking proline residues were
more abundant in the Q-rich sequences were part of the published study (9), leading to the
proposal that it is prolyl residues within a Q-rich context rather than inherent differences
between Q- and N-rich sequences that contribute to the biases observed by Alberti et al.
Here, we provide an in-depth analysis of the contributions of N and Q residues to prion formation. It is important to emphasize that these comparative assessments are performed in similar sequence contexts, i.e., for every sequence variant we compare the wild type sequence that has an admixture of Qs and Ns to variants where all the Qs / Ns are replaced by Qs and Ns, respectively. This allows us to focus on the differences between Qs and Ns in different sequence contexts and make clear adjudications about their intrinsic and context-dependent behaviors.

4.2 Qs and Ns have disparate effects on prion formation by Sup35

To compare the effects of Ns and Qs on prion formation, we generated two variants of the amyloidogenic prion domain (PrD) of the yeast prion protein Sup35. Normally, 15% of the residues in this PrD are Ns and 29% are Qs (Sup35<sup>WT</sup>). In the two modified variants, either all Q residues were replaced with Ns (Sup35<sup>N</sup>), or all N residues were replaced with Qs (Sup35<sup>Q</sup>) (Figure 4.1A). The sequences were otherwise identical.

We first analyzed the propensity of these proteins to form alternative self-propagating conformations in vivo, using a phenotypic reporter for prion formation that depends on changes in the activity of Sup35<sup>11</sup>. Sup35 is a translation termination factor. When the prion domain switches to the assembled amyloid state, it sequesters Sup35 from ribosomes, causing them to read through stop codons at an increased frequency. In cells that have an ADE1 gene with a premature stop codon, read through changes colony color from red to white and allows growth without adenine. Each Sup35 variant (Sup35<sup>WT</sup>, Sup35<sup>N</sup>, and Sup35<sup>Q</sup>) was constitutively expressed in strains lacking endogenous Sup35. They accumulated to similar levels (Figure 4.2B) and yielded a
comparable red colony color. That is, all possessed normal Sup35 activity and could stably maintain a soluble non-prion state (Figure 4.2C).

Normally, the spontaneous rate of prion formation by Sup35 is quite low, ~ one in 106 cells per generation (32). To allow a better quantitative comparison between variants, we increased the likelihood of prion conversion by over-expressing each PrD variant (11, 33) as an EYFP fusion from an inducible promoter (GAL1, Figure 4.2A). This caused the expected increase in white Ade+ colonies for Sup35WT. For Sup35N, white Ade+ colonies were slightly more frequent. For Sup35Q they were essentially absent (Figure 4.1B).

To confirm that white Ade+ colonies were due to prion formation, we first tested their dependence on Hsp104, a AAA+ ATPase whose amyloid-fragmenting activity is critical for prion propagation (34). We passed presumptive prion colonies on media containing a low concentration of guanidine hydrochloride (GdnHCl), which selectively inhibits the ATPase activity of Hsp104 (35). This restored Sup35WT and Sup35N cells to their original red phenotypes (Figure 4.1C). Genetic ablation of HSP104 had the same effect (Figure 4.1C). Second, we asked if nonsense suppressing Sup35N cells contained the SDS-resistant amyloids that are the prion template. Semi-denaturing detergent-agarose gel electrophoresis (SDD-AGE) confirmed that they did. Indeed, Sup35N cells gave rise to a range of phenotypically distinct prion states (white and pink color variants) (33) typical of the wild-type protein, and these were associated with the expected differences in amyloid size (36) (Figure 4.1D, 2E).

Another regulator of the appearance of yeast prions is the prion-inducing factor known as [RNQ+]. This factor is itself a prion conformer of the Rnq1 protein, hence the brackets (cytoplasmic inheritance) and capital letters (genetic dominance) in its
nomenclature. The [RNQ+] prion strongly enhances the ability of other proteins, like
Sup35, to convert de novo to their own prion states (37). But once these other proteins
have formed self-propagating prion elements, they no longer require [RNQ+]. We
eliminated [RNQ+] by deletion of the RNQ1 gene. In Sup35WT and Sup35N cells that had
already acquired nonsense-suppression phenotypes, this deletion had no effect (Figure
4.1C). As expected, this deletion blocked the de novo induction of nonsense suppression
phenotypes in Sup35WT cells. However, while it reduced the appearance of prions in
Sup35N cells, it did not eliminate it (Figure 4.2D). The unique ability of Sup35N to form
prions independently of [RNQ+] suggests that it has an increased basal tendency to form
amyloid.

The rare white colonies that appeared with Sup35Q proved not to be due to the
formation of prions. Subsequent experiments revealed that rare colonies with all the
hallmarks of prions could form when the protein was expressed at extremely high levels
(Figure 4.2G). These states, however, were highly unstable when expression was reduced
(not shown). Thus, shifting the Sup35 prion sequence to a more N-rich form increased its
prion-forming capacity to such an extent that it bypassed the normal requirement for
prion-inducing factor. Shifting the sequence to a more Q-rich form virtually eliminated
its ability to form prions.
**Figure 4.1: Prion formation by Sup35 is promoted by Ns, inhibited by Qs.** (A) WT sequence of the Sup35 PrD (top), and Q and N replacement variants. (B) Yeast strains expressing Sup35 variants spotted as 5-fold serial dilutions onto YPD (nonselective) or SD-ade (prion-selective) plates. Prion states were induced by the over-expression of PrD-M-EYFP fusions for 24 hours prior to plating. (C) The N-substituted variant of Sup35 can form a prion state that is equivalent to that of WT. White Ade+ Sup35N cells were isolated and passaged on plates containing 5 mM GdnHCl or transformed with gene-specific knock-out cassettes to delete *RNQ1* ("ΔRNQ1") or *HSP104* ("ΔHSP104"). All presumptive prion strains were curable and lost the prion state upon deletion of *HSP104*. A representative [PRION+] strain of Sup35N (right) is compared to a strong [PRION+] strain of Sup35WT (left). (D) Sup35N can form different conformational variants that are equivalent to those of Sup35WT. Colonies with weak and strong Ade+ phenotypes were isolated (Figure 4.2E). SDS-resistant aggregates were detected by SDD-AGE and immunoblotting with a Sup35C-specific antibody. (E) Variant Sup35 PrD-M-EYFP fusions were expressed for 24 hours in [RNQ+] cells prior to SDD-AGE analysis. PrD-M-EYFP was detected with a GFP-specific antibody. (F) Sup35 PrD-M-His7 variants were purified under denaturing conditions and then diluted to 5 µM in assembly buffer. Reactions were agitated for 10 sec every 2 min in the presence of non-binding plastic beads. Amyloid formation was monitored by ThT fluorescence. Data were normalized by the final values achieved for each variant after extended incubations. Data represent means +/- SEM.
**Figure 4.2: Transformants possessed normal Sup35 activity and could stably maintain a soluble non-prion state.** (A) Constructs expressing the indicated proteins from a galactose-regulatable promoter were introduced into yeast cells. The resulting transformants were grown for 24 hours under inducing conditions (in the presence of galactose) and cell lysates were prepared and subjected to SDS-PAGE. Separated proteins were analyzed by immunoblotting with a GFP-specific antibody. Detection of Rnq1 with a Rnq1-specific antibody was used to demonstrate equal loading. (B) Cell lysates of yeast cells expressing Sup35\(^{WT}\), Sup35\(^{N}\) and Sup35\(^{Q}\) were analyzed by immunoblotting with a Sup35-specific antibody. Equal loading was demonstrated by
immunodetection of Rnq1 with a Rnq1-specific antibody. (C) Yeast cells expressing Sup35^{WT}, Sup35^{N} and Sup35^{Q} display comparable colony colors when in the [prion-] states, indicating that the variant fusion proteins are soluble and have no defects in translation termination. (D) Yeast strains containing variant Sup35 differ in the prion induction frequency and their dependence on [RNQ^+]. Sup35^{WT}, Sup35^{N} and Sup35^{Q} yeast were grown to mid-log phase, normalized by OD_{600} and plated onto SD-ade plates. Prion states were induced prior to plating by overexpression of PrD-M-EYFP fusions for 24 hours. Yeast cells deleted for RNQ1 (ΔRNQ1) and HSP104 (ΔHSP104) were compared to wild-type cells (WT). (E) Sup35^{N} can form prion strains that are reminiscent of strong and weak [PSI^+]. The prion state was induced by expression of Sup35^{N} PrD-M-EYFP for 24 hours and the cells were subsequently plated onto adenine-deficient medium to select for prions. Ade+ colonies were isolated and transferred to YPD plates. Weak and strong prion variants that resulted from de novo induction of [PSI^+] are shown for comparison (left). (F) Purified denatured Sup35 PrD-M-His7 variants diluted to 5 µM in assembly buffer were incubated with-end-over rotation for 5 days and then examined for ThT-fluorescence (error bars = SEM). (G) ADH1 promoter-driven expression constructs for Sup35PrD-M-Sup35C or Ure2PrD-Sup35C were introduced into yeast cells to replace the endogenous SUP35 gene. The resulting strains were transformed with plasmids expressing Sup35^{Q} PrD-M-EYFP or Ure2^{Q} PrD-EYFP from the strong GPD promoter. To select for prion states the cells were then plated onto adenine-deficient medium and Ade+ colonies were transferred onto YPD plates. Yeast strains showing a white colony color on YPD were lysed and the resulting lysates were analyzed by SDD-AGE and immunoblotting with a Sup35-specific antibody.
4.3 Q and N have disparate effects on amyloid formation by Sup35

Next we asked if the Q and N protein variants had intrinsically different propensities to form amyloid de novo. We induced Sup35 PrD-EYFP variants for 24 hours in cells that did not carry prion forms of the proteins. Despite similar expression levels (Figure 4.2A), these variants showed very different behaviors (Figure 4.1E). The WT protein partitioned between SDS-soluble and amyloid states. All detectable Sup35N coalesced into SDS-resistant polymers. All of the Sup35Q remained SDS-soluble.

We next asked if these differences depend upon the cellular environment, or if they reflect inherently different properties of each variant? We purified the variants from bacteria under conditions that were fully denaturing. The proteins were then diluted into a physiological assembly buffer containing Thioflavin-T (ThT), a dye that fluoresces upon binding amyloid (38). Sup35WT and Sup35N formed ThT-binding species after a short lag phase, as is characteristic for prion proteins, with Sup35N achieving this state more rapidly than Sup35WT. Sup35Q was incapable of forming amyloids in the same time frame (Figure 4.1F, 2F).

4.4 Ns and Qs influence other proteins in qualitatively similar ways

We also probed the effects of sequence context on the distinction between Qs and Ns for prion formation. It was previously noted that Q-rich sequences tend also to be enriched for prolines (9), and this might explain the apparent bias against Qs in diverse
prion-forming sequences\(^{(11)}\). We find, however, that even when proline-density is accounted for in these sequences, Ns are still more prionogenic than Qs (Figure 4.4A-B).

To further determine if the effects of Ns and Qs were generalizable, we created N→Q variants of two highly N-rich PrDs, one from Ure2 and the other from Lsm4 (Ure2\(^{Q}\) and Lsm4\(^{Q}\), Figure 4.3A), and subjected them to the same tests used for Sup35. Using Sup35C-fusions, Ure2\(^{WT}\) and Lsm4\(^{WT}\) drove prion formation at high frequencies. The corresponding Q-rich versions did not (Figure 4.3B, 4C-E). The Q-rich PrDs were also severely impaired for amyloid formation, both \emph{in vivo} when over-expressed as EYFP fusions (Figure 4.3C) and \emph{in vitro} following their purification and dilution into physiological buffer (Figure 4.3D). While the qualitative aspects of the comparative studies between Q- / N- variants of Ure2 and Lsm4 are similar in flavor to the results for Sup35, there are quantitative differences that one can assign to differences in sequence contexts. For example, comparisons between Figures 1F and 3D show differences in lag times and the time required to achieve 50\% of the maximal ThT fluorescence \((t_{50})\). Specifically, the lag times and \(t_{50}\) values are longer for Ure2 and Lsm4 when compared to Sup35\(^{N}\) and Sup35\(^{WT}\), respectively. Furthermore, Sup35\(^{WT}\) has more Qs than Ns, the lag times and yet the \(t_{50}\) values for this sequence are lower when compared to both Ure2 and Lsm4, both of which have more Ns than Qs. Cursory inspection reveals key differences in the sequence contexts for Ns / Qs in Ure2 and Lsm4 versus Sup35. The latter sequence has four putative turn-forming motifs \emph{viz}., NPDA and NPQG that aren’t altered in either Sup35\(^{N}\) or Sup35\(^{Q}\). It appears that the presence of these motifs might explain the comparable amyloid formation propensities of Sup35\(^{N}\) and Sup35\(^{WT}\). However, it is also clear that despite the presence of these turn forming motifs in Sup35\(^{Q}\), the substitution of
Ns by Qs significantly diminishes amyloid formation. Apparently, within the sequence context of Sup35$^{WT}$ there is a need for a balance between the ability to nucleate turns and the ability to propagate this into strands and this might be compromised by Q- as opposed to N-rich / hybrid Q- / N-rich tracts.
Figure 4.3: Replacing Ns with Qs eliminates prion-formation by N-rich PrDs. (A) The sequences of the Ure2 and Lsm4 PrDs (top), along with the Q variants. (B) Yeast strains containing variant Ure2 and Lsm4 PrDs fused to Sup35C were spotted to YPD and SD-ade plates as in Figure 4.1B. Prion states were induced by over-expression of PrD-EYFP fusions for 24 hours prior to plating. Representative Ade+ colonies for Ure2$^{WT}$ and Lsm4$^{WT}$ (but not the few Ade+ colonies observed for Ure2$^{Q}$) showed SDS-resistant aggregates by SDD-AGE and were eliminated by growth on GdnHCl (not shown). (C) Variant Ure2 and Lsm4 PrD-EYFP fusions were expressed for 24 hours in [RNQ+] cells prior to SDD-AGE analysis as in Figure 4.1E. (D) Purified denatured variants of Ure2 and Lsm4 PrD-His7 were diluted to 20 µM or 5uM, respectively, in assembly buffer. Reactions were agitated for 10 sec every 2 min in the absence of beads. Amyloid formation was monitored by ThT fluorescence. Data represent means +/- SEM.
Figure 4.4: Replacing Ns with Qs eliminates prion-formation by N-rich PrDs. (A)

Prions exhibit more Ns and fewer Qs than expected given the sequence frequency of proline (P). The 92 Q/N-rich sequences were clustered by their “prion score” as defined (11). On the y-axis, the difference between the frequency of N and that which is expected given the sequence frequency of P, determined by linear regression of N and P frequencies in the total set of 92 sequences. (B) Similarly, the y-axis depicts the difference between the frequency of Q and that which is expected given the sequence frequency of P. Boxes include upper and lower quartiles; median in red; whiskers cover full range of values. (C) As in Figure 4.2A, for Ure2 and Lsm4 PrD-EYFP variants. (D) As in Figure 4.2B, for Ure2 and Lsm4 PrD-Sup35C variants. (E) As in Figure 4.2C, for Ure2 and Lsm4 PrD-Sup35C variants.
To determine if N-richness can drive prion formation in a protein that does not normally form them, we generated a Q→N variant of a fragment of the Gal11 transcription factor (Gal11^N, Figure 4.5A). As reported previously (11), the WT sequence lacks prion activity (Figure 4.5B, 6A-C). Gal11^N readily produced Ade+ colonies, and these can be attributed to prion formation. The Ade+ phenotype was reversed by Hsp104 inactivation (Figure 4.5C) and, as expected for a prion, did not require the continued presence of [RNQ+] (Figure 4.5C). Moreover, SDD-AGE revealed SDS-insoluble Gal11^N-Sup35C amyloids in Ade+ cells (Figure 4.5D). The proteins were poorly expressed in *E. coli* for purification and *in vitro* analysis. However, the prion propensities of the Gal11 PrD variants corresponded to their amyloid propensities upon *de novo* expression in yeast cells (Figure 4.5E).

Many proteins associated with amyloid diseases contain long glutamine tracts (polyQ) with a propensity to aggregate in both the human brain (39) and when heterologously expressed in yeast (40-42). To explore the distinction between Qs and Ns in such a polypeptide, we compared a disease-associated version of Htt exon 1 (Htt^Q47), with a Q→N variant of the same protein (Htt^N47, Figure 4.5F). When fused to EYFP and expressed for 24 hours, both variants formed SDS-resistant aggregates that were strongly promoted by the presence of [RNQ+] (Figure 4.5G). However, regardless of [RNQ+] status, Htt^N47 partitioned much more completely to the SDS-resistant fraction than did Htt^Q47.
Figure 4.5: Replacing Qs with Ns increases amyloid and prion formation by Q-rich proteins. (A) WT and N variants of the putative PrD of Gal11, residues 630-720. (B) Yeast strains containing variants of the Gal11 PrD fused to Sup35C were spotted to YPD and SD-ade plates as in Figure 4.1B. Prion states were induced by over-expression of PrD-EYFP fusions for 24 hours prior to plating. (C-D) Gal11<sup>N</sup> PrD-Sup35C-expressing
cells can convert to a prion state. Representative Ade+ cells were isolated and analyzed as in Figure 4.1C-D. (E) Variant PrD-M-EYFP fusions were expressed for 24 hours in [RNQ+] cells, followed by SDD-AGE analysis as in Figure 4.1D. (F) The sequence of Huntingtin exon 1 with a homopolymeric expansion of 47 Qs (top), and the N variant (bottom). (G) HttQ47 and HttN47 fused to EYFP were expressed for 24 hours in [rnq+] or [RNQ+] cells, followed by SDD-AGE analysis as in Figure 4.1E.
Figure 4.6, related to Figure 4.5. (A) As in Figure 4.2A, for Gal11 PrD-EYFP variants. (D) As in Figure 4.2B, for Gal11 PrD-Sup35C variants. (E) As in Figure 4.2C, for Gal11 PrD-Sup35C variants.

4.5 N-richness reduces proteotoxicity of Q/N-rich proteins

Over-expressed fluorescently-tagged prion proteins typically form bright puncti or ribbon-like foci indicative of bundled amyloid filaments \(^{(11, 43, 44)}\). Non prion-forming proteins remain diffuse or coalesce weakly into amorphous foci \(^{(11)}\). After 48 hours of expression from a galactose-inducible promoter, all of the N-rich, prion-proficient proteins studied here formed foci with sharp boundaries and often had an elongated filament-like morphology (Figure 4.7A, top). The Q-rich proteins also formed foci but these were less crisp and surrounded by diffuse fluorescence (Figure 4.7A, bottom). Note that the distinction we are making is not in the number of foci formed, but rather the extent to which they deplete soluble protein. By SDD-AGE, the N-rich proteins had acquired an SDS-resistant aggregated state whereas the Q-rich proteins were largely SDS-sensitive (Figure 4.8A-D).

Disordered proteins tend to be toxic when over-expressed. Our computational analyses of previously published data \(^{(5)}\) indicate that this tendency is further increased by Q-richness (Figure 4.8E). To examine how aggregation tendencies of disordered proteins relate to toxicity, we transformed our galactose-inducible constructs into yeast cells carrying a chromosomal deletion of the PrD of Sup35. Cells were then spotted onto media that either induced or repressed expression. The Ure2, Lsm4, and Gal11 variants were not toxic (not shown). Of the Sup35 variants, Sup35\(^{Q}\) and Sup35\(^{WT}\) were mildly
toxic, whereas Sup35^N was benign (Figure 4.7B, left). Similarly, Htt^{Q47} was toxic relative to Htt^{N47} (Figure 4.7C, left).

To determine whether toxicity is enhanced or reduced by amyloid formation, we examined isogenic strains containing the amyloid-promoting factor [RNQ^+]. This background decreased the toxicity of Sup35^{WT} (Figure 4.7B) as well as both variants of Htt (Figure 4.7C), consistent with the hypothesis that toxic activities of non-amyloid conformers are suppressed by amyloid formation. Notably, the toxicity of Sup35^{Q} was not reduced by [RNQ^+] (Figure 4.7B), presumably because this variant lacks amyloidogenicity even in the presence of [RNQ^+] (Figure 4.2D and data not shown).
Figure 4.7: N-richness reduces proteotoxicity of Q/N-rich proteins. (A) Single-copy plasmids coding for PrD-EYFP fusions were introduced into [RNQ+] cells. Expression was induced by addition of galactose for 48 hours and protein localization was determined by fluorescence microscopy. (B) Isogenic [rnq-] or [RNQ+] yeast bearing the indicated Sup35 PrD-EYFP variants were spotted as 5-fold serial dilutions to plates that either induced (galactose) or repressed (glucose). Growth on glucose established that equal cell densities were plated for each variant. Differences in growth on galactose indicate toxicity resulting from expression of the indicated protein. Duplicate transformants are shown. White dotted lines are provided only for clarity; comparisons are made between cells growing on the same plate. (C) As in (B), but with HttQ47- and HttN47-EYFP.
Figure 4.8, related to Figure 4.7. (A-D) Yeast cells expressing the indicated PrD-EYFP proteins were grown for 48 hours under inducing conditions and subjected to SDD-AGE, as in Figure 4.1E. (E) Correlation of Q- and N-richness with dosage sensitivity. Shown is a scatter plot depicting the relation between Q-richness (horizontal axis), N-richness (vertical axis), dosage sensitivity (red x for OE toxic proteins, grey o for OE nontoxic proteins) and disorder (indicated by marker size). Marker sizes increase with disorder, binned into 10 quantiles, so that e.g. the smallest size is for the 10% of proteins with the fewest disordered residues and the largest size is for the 10% of proteins with the most disordered residues. Coordinates of points were jittered by up to 0.5 in each direction to reduce overlap. (F) Growth curves of isogenic [rnq-] or [RNQ+] yeast bearing the
indicated Htt-EYFP variants in liquid inducing media (containing galactose). Growth was measured by absorbance at 600nm. Shown are means +/- SEM from three transformants each.

4.6 Q-rich proteins preferentially form toxic non-amyloid conformers

To investigate the inherent tendency of the Sup35 variants to partition between amyloid and non-amyloid states, we incubated purified proteins in assembly buffer for 24 hours, with end-over-end agitation. After centrifugation to collect aggregates, SDS was added, followed by a second centrifugation step. Sup35\textsuperscript{WT} and Sup35\textsuperscript{N} converted almost entirely to SDS-resistant amyloids (Figure 4.9A). A large fraction of Sup35\textsuperscript{Q} remained soluble. The precipitating fraction was mostly SDS-soluble.

To determine if the different conformers formed by the Sup35 variants are inherently toxic, we applied purified protein preparations to human neuroblastoma cells in culture. None were toxic when freshly diluted from denaturant (as shown for Sup35\textsuperscript{Q}; Fig. 9B). When the proteins were allowed to aggregate for 24 hours, Sup35\textsuperscript{Q} became severely toxic, causing membrane permeabilization (quantified by adenylate kinase release; Figure 4.9B) and cell detachment (Figure 4.9C). Sup35\textsuperscript{N} and Sup35\textsuperscript{WT} became only mildly toxic. The extreme distinctions between Sup35 variants in this assay prompted us to examine the Ure2 PrD variants as well. After 24 hours of aggregation, Ure2\textsuperscript{WT} was only mildly toxic whereas Ure2\textsuperscript{Q} was severely toxic (Figure 4.10).
Figure 4.9: Q-rich proteins preferentially form non-amyloid conformers. (A) Quantitation of soluble, amyloid, and non-amyloid aggregated protein in assemblies of Sup35 PrD-M-His7 variants. Freshly diluted 5 μM solutions were induced to assemble with end-over-end agitation for 24 hours. Soluble and aggregated fractions were partitioned by centrifugation at 39,000 rcf for 30 min. The aggregate fraction was further resuspended in 1 % SDS and allowed to incubate at 25°C for 30 min, followed by a second centrifugation step. Protein concentrations are shown (+/- SEM) for the original supernatant (“soluble”), post-SDS supernatant (“non-amyloid aggregation”) and post-SDS pellet (“amyloid aggregation”). (B-C) Toxicity of variant Sup35 PrD-M-His7
assemblies to human neuroblastoma cells. SH-SY5Y cells incubated for 15 hours with 2.5 µM of either freshly diluted or pre-aggregated protein, as indicated, were visually inspected for cell detachment (B) or assayed for membrane disruption by adenylate kinase release (C).

![Graph showing AK release](image)

**Figure 4.10: related to Figure 4.9.** Toxicity of Ure2 PrD-M-His7 aggregates to SH-SY5Y cells, as for Sup35 in Figure 4.7D.

### 4.7 Q-rich proteins have a defect in amyloid conversion

What aspects of amyloid formation govern the distinct behaviors of these proteins? According to one set of models, amyloid formation is a multistep process involving the formation of collapsed oligomeric intermediates, their conversion to amyloidogenic nuclei, followed by polymerization of soluble material onto these nuclei. We used a conformation-specific antibody A11 (45) to detect molten oligomers that are on-pathway to Sup35 amyloid nucleation (15, 46). All three variants accumulated A11-reactive species (Figure 4.11A). Sup35<sup>Q</sup> formed these species more rapidly than Sup35<sup>WT</sup>.
or Sup35\textsuperscript{N}, and remained in this form much longer. This suggests that the conversion of oligomeric intermediates into amyloidogenic nuclei is defective for Sup35\textsuperscript{Q}.

To address whether Ns and Qs also influence polymerization \textit{per se}, we examined the rates at which freshly diluted soluble proteins polymerized onto their own preformed amyloid templates. Each variant was incubated with agitation for one week in assembly buffer and confirmed to have formed ThT-fluorescent, SDS-resistant aggregates (Figure 4.2F). These were sonicated into similar sized fragments and normalized to contain approximately the same number of fiber ends (Figure 4.12A-B). Nonlinear regression of ThT fluorescence kinetics was then used to determine initial polymerization rates across a range of added fiber concentrations (Figure 4.11B, 12C). The rates of seeded polymerization differed dramatically between variants. Sup35\textsuperscript{N} converted more rapidly than Sup35\textsuperscript{WT}; Sup35\textsuperscript{Q} converted much more slowly. The polymerization of Ure2 was altered in the same manner by Q substitutions (Figure 4.12A-D).

To discern if these results might simply be due to different oligomerization tendencies between Q and N variants, we also performed the complementary experiment. A range of concentrations of soluble proteins were seeded with a single concentration of preformed amyloids. A linear relationship was observed in all cases, indicating that the amyloids for all variants elongated by monomer addition under these conditions (Figure 4.12F-G).

Next, preformed sonicated amyloids of each of the Sup35 and Ure2 PrD variants were used to cross-seed amyloid formation by each of the other variants. In all but one case, cross-seeding was not observed, indicating that Ns and Qs generally create incompatible templates (Figure 4.11C, 12E). The single exception occurred between the
pair of proteins with the greatest sequence identity: Sup35\textsuperscript{WT} and Sup35\textsuperscript{Q}. This relationship was asymmetric: Soluble Sup35\textsuperscript{Q} protein did not polymerize onto Sup35\textsuperscript{WT} amyloid. However, soluble Sup35\textsuperscript{WT} effectively polymerized onto Sup35\textsuperscript{Q} amyloids. Thus, Sup35\textsuperscript{Q} amyloids are not defective for templating \textit{per se}. Rather, the reduced polymerization of Sup35\textsuperscript{Q} appears to derive from a relative inability of its non-amyloid conformers to productively engage with amyloid templates.

Figure 4.11: Q-rich proteins have reduced rates of conformational conversion to amyloid. (A) Sup35 PrD-M-His7 variants were diluted to 2.5 \( \mu \)M in assembly buffer and
incubated for the indicated times prior to the removal of 50 µl to a nitrocellulose membrane. Pre-amyloid oligomers (top) or total protein (bottom) were detected with A11 or anti-His6 antibodies respectively. (B) Sup35 PrD-M-His7 variants were diluted to 7.5 µM in assembly buffer containing ThT, followed immediately by the addition of various concentrations (% m/m) of the respective preformed sonicated amyloid fibers. Reactions were incubated without agitation and monitored for amyloid polymerization by ThT fluorescence. Nonlinear regression (as shown on left for WT, fit to one-phase association curves) was used to determine initial rates of amyloid elongation (as shown in middle, plotted against normalized seed concentrations). Dotted lines denote the 95% CI of the best-fit line. Slopes of the best-fit lines show the seeding efficiencies of each variant amyloid preparation, relative to WT (right). (C) The ability of individual variants to polymerize onto heterologous pre-assembled amyloids. 5 µM soluble protein was seeded with 10% (m/m) preformed aggregates in each case. Data show means +/- SEM.
Figure 4.12: related to Figure 4.11. (A) Aggregates of Sup35 and Ure2 PrD-M-His7 variants assembled as in Figure 4.2F were collected by ultracentrifugation, resuspended in fresh assembly buffer, sonicated, and then examined by SDD-AGE. This ensured that the preparations contained approximately the same number of fiber ends per mass of polymer. Note that SDD-AGE often fails to detect protein monomers. Consequently, the absence of detectable monomers on this blot does not indicate an absence of SDS-soluble species in the assemblies. (B) SDS-resistant protein was quantified by differential entry into an SDS-PAGE gel following incubation in sample buffer at either 25°C or 95°C. (C) The indicated proteins were diluted to 7.5 µM in assembly buffer containing the indicated concentrations of SDS-resistant pre-assembled fibers, and monitored for ThT fluorescence over time. ThT data were normalized by the calculated fluorescence for 100% assembly (final ThT data for 7.5 µM seed stocks, divided by SDS-resistant fraction). Data from three replicates each were fit to one-phase association curves. To achieve a better fit at early time points, Sup35Q was fit to two-phases. Data indicate means +/- SEM. (D) As in Figure 4.11B middle, for Ure2 PrD-M-His7 variants. (E) As in Figure 4.11C, for Ure2 PrD-M-His7 variants. (F-G) Dependence of polymerization rates on substrate concentration. Purified denatured proteins were diluted to the indicated concentrations in assembly buffer containing a fixed concentration of seed (0.02 µM total seed stock for Sup35WT, Sup35N and Ure2WT, or 0.2 µM total seed stock for Sup35Q and Ure2Q) and examined for ThT fluorescence over time. Initial assembly rates were determined as in Figure 4.12C. For qualitative comparisons of the relationship between assembly rate and substrate concentration, data for each variant were normalized by the
slope of the linear regression against added substrate protein. Data indicate means +/- SEM.

4.8 Towards a mechanistic distinction between Qs and Ns

Why does a subtle chemical distinction between N and Q side chains, namely, one methylene group, so strongly influence amyloid propensity? The conformational fluctuations that lead a disordered protein to convert to amyloid are difficult to dissect experimentally. Molecular simulations provide a complementary tool for investigating the free energy landscapes and thermodynamics of β-sheet formation in such sequences (47-51). To understand on the intrinsic differences between Q- and N-rich sequences, without the confounding complexities imposed by different sequence contexts, we performed molecular simulations with polyQ and polyN molecules. For practical reasons we limited the simulations to molecules containing 30 glutamines (Q_{30}) or 30 asparagines (N_{30}). We performed two sets of simulations. In one set, we interrogate the unbiased free energy landscapes and in the second set, we imposed local conformational restraints to generate non-specific biases of the backbone dihedral angles in the β-basin of conformational space. The latter set allows us to observe rare conformations that might be sampled on-pathway to amyloid formation.

Conformational restraints allow us to design simulations where the entropic penalty is pre-paid in equivalent fashion for both Q_{30} and N_{30}. Our analysis focused on two quantities viz., the degree of ordered intramolecular β-sheet formation in the presence of conformational restraints and the probability that a pair of conformationally biased molecules would self-associate. Figure 4.13A compares the degree of ordered β-sheet formation in N_{30} and Q_{30} in the presence and absence of conformational restraints.
This was quantified using DSSP-E scores (Figure 4.13A) whereby higher scores imply greater degree of regular hydrogen bonding characteristic of canonical β-sheets. For monomeric N_{30} and Q_{30}, the extent of β-sheet formation is low and equivalent in the absence of conformational restraints. Conversely, monomeric forms of N_{30} show increased ordered β-sheet formation when the entropic penalties for sampling the appropriate conformations have been pre-paid. The effects of homotypic intermolecular interactions were simulated using two N_{30} molecules. Intermolecular interactions neither diminished nor enhanced the intrinsic β-sheet-propensity. Monomeric Q_{30} showed greatly reduced ordered β-sheet content even in the presence of biases that restrict the backbone dihedral angles to the β-basin. However, in simulations with two restrained Q_{30} molecules, there was positive coupling and the overall β-sheet content of both Q_{30} molecules increased through intermolecular interactions, suggesting that ordered β-sheet formation in Q-rich systems requires at least two interacting molecules that have been appropriately biased to sample conformations drawn from the β-basin.

Next, we quantified the thermodynamics of bimolecular associations (Figure 4.13B). The probability of intermolecular associations was smaller for N_{30} than for Q_{30}. The intermolecular associations in such simulations are largely non-specific \cite{47, 48}, i.e. spontaneous fluctuations lead disordered monomers to form disordered dimers. The presence of conformational restraints decreased this disorder and, in turn, caused systematic diminutions in the magnitudes of intermolecular associations, an observation borne out by the temperature-dependence of these probabilities. The lower disorder for N_{30} and its increased ability to form ordered β-sheet structures (Figure 4.13A), leads to weaker non-specific intermolecular associations. This analysis makes the point that
conformational heterogeneity is a pre-requisite for favorable non-specific associations. Q$_{30}$ molecules show preference for increased conformational heterogeneity and hence increased preference for non-specific associations.

The different non-specific association tendencies of Q$_{30}$ and N$_{30}$ appeared to result, at least in part, from a difference in turn formation between the two systems (Figure 4.13C). No more than four Ns were needed to form a tight turn. These were often canonical β-hairpin turns (Figure 4.13C) with characteristic intra-turn distances, backbone dihedral angles, and hydrogen bonding patterns. Conversely, the bulkier side chain of Q in Q-rich tracts cannot form tight turns but instead forms wider bulges and loops that require at least five (often more) residues to promote the reversal of chain direction.
Figure 4.13: Molecular simulations of polyN (N$_{30}$) and polyQ (Q$_{30}$). (A) Percentage of ordered β-sheet formed by N$_{30}$ and Q$_{30}$. Single N$_{30}$ and Q$_{30}$ molecules were simulated in the absence (dark blue) or presence (yellow) of local conformational restraints that restrict conformational sampling to dihedral angles drawn from the β-basin in conformational space. Pairs of N$_{30}$ and Q$_{30}$ molecules simulated with (cyan) or without (dark brown) local conformational restraints show the effects of homotypic intermolecular interactions on ordered β-sheet content. (B) Temperature-dependent probabilities of realizing homotypic intermolecular associations, quantified as the probability that the intermolecular (center-of-mass to center-of-mass) distance between the pair of restrained / unrestrained N$_{30}$ or Q$_{30}$ molecules is ≤ 25Å (corresponding to less than 0.025% of the total volume available to the molecules in the simulation setup). Simulations were performed for pairs of N$_{30}$ and Q$_{30}$ molecules without (dark blue and yellow) and with (cyan and dark brown) local conformational restraints. (C) Visual comparison of ordered β-sheet structures formed by N$_{30}$ (left) and Q$_{30}$ (right) molecules in the presence of local conformational restraints. Note the tight type I β-turn formed by N$_{30}$ relative to Q$_{30}$, and the resulting differences in the lengths of intramolecular antiparallel β-sheets. When the entropic penalty is pre-paid using conformational restraints, we find a greater frequency of sampling intramolecular β-sheet structures with N$_{30}$ because asparagine tracts can form canonical β-turns through backbone and sidechain hydrogen bonds, a representative of which is shown in the enlarged picture in green for N$_{30}$. Conversely, Q-rich tracts form longer loops that lack any of the hallmarks of canonical turns and this increases the barrier for strand nucleation and propagation ($^{53}$).
4.9 Proline containing turn motifs in Sup35 enhance turn formation

Observations by Alberti et al. and Toombs et al. suggest the presence and sequence patterning of proline residues are relevant to prion formation. Within a beta strand, proline acts as a structure breaker and can be inhibitory to prion formation. Alternatively, prolyl residues placed in the appropriate context can promote turn formation, which can help nucleate β–hairpin motifs. In fact, proline residues are present in several well-known β–turn motifs. It is possible that correctly placed proline residues can facilitate prion formation by the same mechanism that we propose N-rich sequences do: by lowering the barrier to β–hairpin formation. The kinetics of amyloid formation for Sup35 (Figure 4.1F), Ure2 and Lsm4 (Figure 4.3D) provide evidence in support of this hypothesis. N-rich mutants of Ure2 and Lsm4 are enhanced in amyloid formation vis-à-vis their Q-rich counterparts. Wild type Sup35 contains four putative turn forming motifs (a single NPDA and three NPQG motifs), each containing a single proline spaced roughly 9 residues apart. The presence of these motifs is likely relevant to observed enhancement in the rate of amyloid formation with respect to the N-rich Ure2 and Lsm4 mutants. We propose that N-richness and appropriately placed proline residues work in concert to enhance β–hairpin formation and in turn they increase the amyloidogenicity of the host protein.

We studied turn formation by NPDA and NPQG using molecular simulations and analysis of statistics from the protein data bank (PDB). Molecular simulations were conducted on these motifs. In these simulations we also include three N- and C-terminally flanking residues from wild-type Sup35 to allow for turn stability. The two
turn sequences are as follows: QQYNPQGGGYQ and QQYNPDAGYQ. For both sequences, mutations of all Q's to N's and all N's to Q's were also examined.

The PDB statistics in Figure 4.14 and 4.15 show that both motifs form β-turns in proteins of known structure. These turns are characterized by turn dihedral angles of 0 to 100 degrees and α-carbon i+1 to i+4 distances less than 7 Å. These geometric descriptors are the same as those for the simulated N_{30} constructs. Note that in the case of Q_{30} constructs, α-carbon i+1 to i+4 distances were almost always greater than 7 Å. The simulated turn motifs form β-turns as evidenced by the high probability for the ensemble to occupy the same turn dihedral angles and α-carbon i+1 to i+4 distances as those found in the PDB. In the absence of full length Sup35, it is reasonable that these short peptides do not always remain turns as a smaller fraction of the ensemble forms coil conformations. Access to both conformational states suggests that our simulation model is not overly biased for either turn or coil formation. The ability of these motifs to form turns is not significantly altered by the N- or Q-richness of the flanking sequence suggesting that the effect from the presence of the proline turn motif is not abrogated by Q-rich sequences and shows that our model does not unreasonably bias against turn formation for Q-rich sequences or over bias for N-rich sequences. Both the NPQG and NPDA motifs promote the formation of β-hairpin turns. Turn formation is not obliterated by an overabundance of Q's. This is consistent with the observation that Sup35^{WT} can form amyloids, albeit at a slower rate than Sup35^{N}. In all Sup35 variants, the putative turn motifs are in the right location. However, the significant diminution of amyloid formation in Sup35^{Q} suggests that the presence of prolyl residues and / or the turn motifs alone is insufficient to guarantee conversion to amyloid. In the presence of the
appropriate turn motifs it is also necessary to achieve a proper balance of Qs and Ns (leaning toward more Ns) thus further corroborating the importance of the intrinsic differences between Qs and Ns identified in this study. The preliminary simulations of turn forming propensities of NPDA and NPQG coupled to simulations of polyQ and polyN suggest that the extension of these simulation investigations for comparative analysis of N- and Q-rich variants of Sup35 might generate useful, predictive insights regarding the monomer ensembles and mechanism of self-assembly.

Figure 4.14: Joint histograms of NPQG turn dihedral angles and \(\alpha\)-carbon i+1 to i+4 (N to G) distances. The turn dihedral angles and N to G \(\alpha\)-carbon distances in angstroms were measured for all occurrences of the NPQG motif in the PDB and are shown as dots overlaid on the joint histogram. The PDB structural data was annotated by the PROSS (54)
secondary structure assignment tool to distinguish NPQG motifs that form β-hairpin turns (pink dots with black outline) from those that are generic coils (black dots with green outline) and this data is repeated in each panel. The simulation data was accumulated every 5000 steps and is shown in each panel for peptides (A) QQYNPQGGGYQ, (B) NNYNPNGGYN, and (C) QQYQPQGGGYQ using a bin size of 0.3Å and 4°. The color bar shows the probability of occurrence for each distance-dihedral combination.

Figure 4.15: Joint histograms of NPDA turn dihedral angles and α-carbon i+1 to i+4 (N to G) distances. This is analogous to the analysis in Figure 4.14 except over the turn motif NPDA. Simulated peptides were (A) QQYNPDAGYQ, (B) NNYNPDAGYN, and (C) QQYQPDPAGYQ.
4.10 Discussion

In recent years proteins with intrinsically disordered regions have engendered considerable interest. Such regions can have tethering or bristle-like functions in extended states, but more often drive the binding interactions that govern hubs in regulatory networks \(^{(3, 35)}\). Disordered proteins also feature prominently in protein misfolding diseases \(^{(3)}\). We have focused on a subset of disordered proteins with the capacity to form protein-based genetic elements in yeast. Analyzing the defining sequence feature of this subset, the Q/N-rich “prion-like” proteins, we find that Qs and Ns strongly and disparately affect transitions into higher order complexes. In diverse Q/N-rich proteins, changing Qs to Ns greatly enhanced amyloid- and prion-forming capabilities. Changing Ns to Qs had a different effect, resulting in the accumulation of non-amyloid assemblies that were toxic in both yeast and mammalian systems. Q and N content affected not only the ability of oligomers to mature into amyloids, but also the efficiency with which soluble proteins could be templated by amyloids, once formed.

Our molecular simulations provide a preliminary rationalization for the disparities between Q-rich and N-rich sequences. The shorter N side chain can enhance the ability of this residue to hydrogen bond to the polypeptide backbone. This leads to easier turnformation, increased β-sheet propensity, and a decreased tendency for nonspecific intermolecular associations, providing the entropic penalties for sampling β-like conformations is pre-paid. We propose that these distinctions become amplified as multiple monomers come together and, as a result, N-rich molecules more effectively form ordered self-assemblies on pathway to amyloid. Regardless of the mechanism of amyloid nucleation – homogeneous monomeric nucleation \(^{(36)}\), or nucleated
conformational conversion within molten oligomers (15, 18) – the barrier for molecular conversion to an ordered, β-sheet-rich conformation appears to be lower for N-rich sequences. Furthermore, by reducing nonspecific interactions, N-richness is likely to lessen the depletion of soluble species through off-pathway aggregation, which competes with amyloid polymerization (57).

We acknowledge a wide epistemological gap between molecular behaviors amenable to computer simulations and the macroscopic polymerization and phenotypic behaviors of Q/N-rich proteins. Clearly, further experimentation will be required to test the proposed relevance of Q and N turn-forming tendencies to amyloid formation.

Recently, Fiumara et al. reported that many Q/N-rich proteins contain coiled coil regions that overlap their amyloidogenic regions, and indicated that coiled coil formation enhances aggregation. However, N has a lower coiled coil propensity than Q (Paircoil2 (58): 0.29 vs. 0.90; Coils (59): 0.25 vs. 0.99; for polyN and polyQ, respectively). Thus, if coiled coil formation contributes to the distinct prion propensities of Ns and Qs, it is not in the manner predicted from Lupas et al. Instead, the prion propensities of our Q/N-substitution variants correlate negatively with coiled coil propensities.

Likewise, we cannot formally exclude the possibility that the differences we observe result from substitutions in only a few crucial positions, among the many made in each variant. For instance, a minimal content of N may be necessary for turn formation, with additional Ns having little effect. Our global Q and N substitutions cannot discern the existence of such a threshold. We note that Ns, but not Qs, are commonly involved in hydrogen-bonded spines, or “asparagine-ladders”, of β-helices in
The β-helix is a model structure for several functional amyloids, including those of the prions formed by Het-s (61) and Sup35 (19, 62, 63).

The disparity we observed between Qs and Ns was surprising. The notion that Q and N are interchangeable for prion formation is pervasive. Many sequences in the prion literature are described as “Q/N-rich” though they are, in fact, often enriched for only one of these residues (64-68). Algorithms commonly used to identify amyloidogenic sequences – TANGO (69) and Zygregator (70) – failed to yield a clear prediction about the effects of Q and N replacements (Figure 4.16). They also failed to predict amyloid formation by Q/N-rich PrDs (11) or the PrD variants analyzed in this work (Figure 4.16). The distinctions revealed here should begin to provide information for improved sequence-based predictions of amyloid formation.

Amyloids have a wide range of structural functions, ranging from peptide hormone storage and biopolymer synthesis in mammals, to spore dispersal and cellular adhesion in microbes (71, 72). Biofilm-forming amyloids driven by N-rich sequences have recently been identified in *Pseudomonas* (21). In yeast and perhaps in other organisms, N-rich amyloids also function as protein-based elements of inheritance – prions. The stochastic switching of prion proteins to amyloid states, and the stochastic loss of those states, may be important for maintaining adaptive phenotypic diversity within clonal cell populations (27, 28, 32). Many N-rich sequences are found in roundworm and insect proteomes, and they are also abundant in certain lower eukaryotes such as *Dictyostelium* and *Plasmodium* (29, 73, 74). Based on our findings it is tempting to suggest that the biological functions of these proteins involve self-assembly into amyloid.
While amyloids represent one extreme of conformational space (highly ordered and stable) many functions of Q/N rich proteins derive from the other conformational extreme they populate namely, intrinsic disorder. Qs and Ns are predicted to have roughly equivalent disorder-promoting tendencies \(^{8}\) although other disorder predictors suggest an increase of Qs within IDRs vis-à-vis Ns. Our Q and N variants are all predicted to be highly disordered (9 of 10 disorder prediction web-servers reviewed in \(^{75}\)). Yet, intrinsically disordered proteins (aside from prions) are typically enriched for Qs and depleted of Ns \(^{(2)}\). This bias is most prevalent in the proteomes of mammals, which contain many more Q-rich sequences than N-rich sequences \(^{(29, 73, 76-78)}\). It cannot be attributed to differences in codon frequencies or to structural properties of the DNA, but instead appears to reflect positive selection pressures acting on Q-rich proteins \(^{(78, 79)}\). Our findings suggest that the puzzling deficiency in Ns results from selective pressure against amyloid formation, which would inactivate the functions of these proteins that depend on disorder. In agreement, the bias against Ns in diverse proteomes increases with the length of the disordered region \(^{(80)}\). Longer disordered regions have an increased risk for amyloid formation \(^{(9, 56, 81)}\), making them particularly susceptible to the amyloidogenicity imparted by N-richness.

Molecular simulations also suggest that the protein:protein interactions of Q-rich proteins are highly unstructured \(^{(47, 48, 51)}\). This property is likely integral to the functions of Q-rich proteins in many large and dynamic protein assemblies: transcriptional regulatory complexes, RNA processing bodies and endocytic complexes \(^{(4, 11, 67, 82-85)}\). We suggest that the conformational heterogeneity of Q-rich polypeptides expedites the assembly and remodeling of these complexes. Further, that Q-rich protein interactions are
structurally less constrained may grant the freedom to explore new binding partners, accelerating the functional diversification of network hubs and the evolution of novel circuitries.

But there can be a price to be paid for these properties. The conformational disorder of Q-rich sequences increases their burden on protein homeostasis. Disordered proteins tend to be toxic when over-expressed, in part due to mass-action driven interaction promiscuity (5). This liability may drive the extraordinarily tight regulation of the expression of intrinsically disordered proteins in general, and “Q/N-rich” proteins in particular (6). Q-richness appears to increase the propensity for toxic interactions by disordered proteins (Figure 4.8E), which, in turn, may contribute to the pathology of Q-rich proteins in disease. We find that amyloid formation reduces the toxicity of over-expressed Q-rich proteins, presumably by sequestering the protein species prone to making toxic associations. These observations add to a growing body of evidence from a wide range of proteins and disease models that amyloids often reduce, rather than exacerbate, the consequences of protein misfolding (86-88).

We also find that Q-richness causes proteins to dwell in an oligomeric state that is reactive with the conformation-specific antibody, A11. Such oligomers, therefore, must share conformational features with oligomeric intermediates of Aβ, against which the antibody was raised, despite the fact that Aβ has only a single Q residue in its 42 amino acid sequence. In work from Krishnan, et al. (89), several other manipulations of the Sup35 PrD that cause it to dwell in an A11-reactive oligomeric state also lead to toxicity, which was found to be greatest when oligomer-rich preparations were applied to cells extracellularly. Of course, comparisons will need to be made between proteins expressed
in, and applied to, a variety of cell types and compartments, but it may be that the toxicity of such species derives from multi-factorial effects that not only involve intracellular protein-protein interaction promiscuity but also membrane permeabilizing activities. The genetic tractability of yeast prions, and the fact that they are normally benign, provides a new tool for investigating this very difficult problem.

A single methylene distinguishes Q from N. Yet this difference unequivocally alters one prominent activity of Q/N-rich proteins, prion formation, and also influences another, toxicity. The presence and placement of turn forming motifs are an additional modulator of these systems. Further understanding the conformational preferences of disordered proteins will be key to elucidating their widespread roles in both normal biology and disease.
Figure 4.16: Amyloid prediction algorithms do not predict a strong difference between N and Q. TANGO and Zyggregator predictions were run on all 92 Q/N-rich
sequences from Alberti et al.\(^{11}\) using a pH of 7. For each sequence, N\( \rightarrow \)Q and Q\( \rightarrow \)N predictions were also performed. (A) TANGO predicted an \( AGG \) score of 0 for 51 of the 92 sequences. Shown are sequences with non-zero scores. Such low scores generally indicate very low likelihoods for amyloid formation; for comparison, the A\( \beta_{1-42} \) peptide received a score of 1565. (B) For the 41 sequences receiving a non-zero \( AGG \) score, the percent change in \( AGG \) score between WT and N\( \rightarrow \)Q substitutions and between WT and Q\( \rightarrow \)N substitutions is given. In 39 cases, the N\( \rightarrow \)Q substitution produced higher amyloid propensity. (C) Zyggregator scores (\( Zagg \)) for all 92 sequences are provided. \( Zagg \) score values range between 0.5 and 1.0 for most peptides and proteins (shaded region). Scores below 0.5 suggest unusual resistance to aggregation while scores above 1.0 are considered aggregation-prone\(^{90} \). All scores fall within the normal or aggregation-resistant range. (D) The percent change in \( Zagg \) score between WT and N\( \rightarrow \)Q substitutions and between WT and Q\( \rightarrow \)N substitutions is given.

### 4.11 Conclusion

Sequences rich in glutamine and asparagine residues often fail to fold at the monomer level. This coupled to their hydrogen-bonding ability provides the driving force to switch between disordered monomers and amyloids. Such transitions influence processes as diverse as human protein-folding diseases, assembly of bacterial biofilms and formation of protein-based genetic elements in yeast (prions). A systematic survey for prion-forming domains suggested that Q and N residues have distinct effects on amyloid formation. We used cell biological, biochemical, and computational techniques to compare Q/N-rich protein variants, wherein Ns were replaced with Qs or Qs with Ns. Qs and Ns had strong and opposing effects: N-richness promotes assembly of benign
self-templating amyloids; Q-richness promotes formation of toxic non-amyloid conformers. Molecular simulations that focus on the intrinsic differences between Qs and Ns suggest that the observed effects can be attributed to the enhanced turn-forming propensity of Ns over Qs. Simulations also show two sequences NPQG and NPDA can promote turn formation and act in concert with Q/N content to modulate the phase behavior of these disordered proteins.

4.12 Materials and methods

4.12.1 Cloning and gene synthesis

Cloning procedures were essentially performed as described previously (Alberti et al., 2009). Variant versions of PrDs and Huntingtin exon 1 were synthesized and assembled by DNA2.0 (Menlo Park, CA) and then cloned into the pDONR221 plasmid. The coding sequences were codon-optimized for expression in yeast and contained flanking sequences that allowed for Gateway® recombination and dual expression in yeast and bacteria (11). Additional entry clones were generated for the PrDs (lacking the M domain) of each Sup35 variant. PCR reactions used Platinum Pfx DNA polymerase (Invitrogen, CA), variant Sup35 PrD-M entry clones as templates. The correct amplification and integration of DNA into pDONR221 (Invitrogen, CA) was confirmed by sequencing. ORFs in entry clone format were transferred into the following destination vectors: pAG424GAL-ccdB-EYFP (11), pAG415SUP35-ccdB-SUP35C, pAG415ADH1-ccdB-SUP35C, pAG415GPD-ccdB-SUP35, pRH1 and pRH2 (11).

Note that our Htt constructs differ from those previously used to study toxicity of polyQ in yeast (40), in that ours do not contain a FLAG tag. The FLAG tag causes polyQ-
expanded Htt to become highly toxic in [RNQ+] yeast\(^{(9)}\). We purposefully avoided this scenario, as it would have complicated our analyses of amyloid formation.

### 4.12.2 Yeast techniques

Standard genetic manipulations, media conditions, and fluorescence microscopy were as described\(^{(11)}\). Sup35 variants for prion maintenance, prion induction, and microscopy consisted of the entire prion-determining region of Sup35 (PrD and M domains), fused to either Sup35C or EYFP. All other yeast experiments and protein variants utilized PrD regions only. For cell spotting assays (prion induction and toxicity), PrD-EYFP fusions were expressed from a high copy galactose inducible plasmid. For prion induction, cells were grown overnight in galactose- prior to plating on glucose-containing media. For toxicity, cells were grown overnight in glucose- prior to plating on either galactose- or glucose-containing media. Plates were incubated at 30°C. For toxicity in liquid media, cells were grown overnight in raffinose media (non-repressing but not inducing) and then diluted to OD 0.05 in galactose media. Cells were then shaken at high speed on a BioscreenC instrument (Oy Growthcurves, Ab Ltd. Helsinki, Finland), with growth monitored by absorbance at 600nm. Additional details are provided in the supplement.

### 4.12.3 SDD-AGE

SDD-AGE was performed as described\(^{(11)}\).

### 4.12.4 Protein purification

All proteins were expressed and purified from \textit{E. coli} BL21-AI essentially as described\(^{(11)}\), using either pRH1 (for fusing a 7xHis tag to the C-termini of Sup35 PrD-M, Ure2 PrD, and Lsm4 PrD variants) or pRH2 (for fusing a Sup35 M domain plus 7xHis...
tag to the C-termini of Ure2 PrD variants). Sup35 variants were further purified by seeded polymerization in assembly buffer, with rotation, for one week, followed by recovery of aggregated protein by ultracentrifugation for one hour at 100,000 rcf. Truncation products and other co-purified contaminants remained in the supernatant. The pellet was re-dissolved in 6 M GdnHCl followed by precipitation with 5 volumes methanol at -80°C. Methanol-precipitated proteins were resuspended in 6 M GdnHCl, incubated for 5 min at 95°C, and then filtered through a YM-100 Microcon filter immediately prior to use.

4.12.5 In vitro aggregation assays

For reactions monitoring the rate of amyloid formation, proteins were diluted into assembly buffer (5 mM K$_2$HPO$_4$, pH 6.6; 150 mM NaCl; 5 mM EDTA; 2 mM TCEP) plus 0.5 mM ThT, in black nonbinding microplates (Corning, NY) with 100 µl per well. GdnHCl concentrations in reactions did not exceed 60 mM, and were equalized in all pairwise comparisons. De novo amyloid assembly reactions monitored by ThT fluorescence were incubated at 25°C and shaken 10 sec every 2 min. For unseeded reactions with Sup35 variants, 3 PTFE 3/32” plastic beads (McMaster-Carr) were added to each well to increase the rate of assembly. Seeded reactions were not shaken. Fluorescence measurements (450 nm excitation, 482 nm emission) were made with a Sapphire II plate reader (Tecan, NC). For seeded reactions, data were fit to one phase (pseudo-first order) associations using GraphPad Prizm software. To achieve a better fit at early time points, Sup35$^Q$ was fit to two phases. For experiments requiring larger reaction volumes (oligomer formation kinetics, preparation of aggregates for fractionation and membrane disruption assays), 1 ml reactions were performed in 1.5 ml
Eppendorf tubes with 50 rpm end-over-end rotation at 25°C. For monitoring oligomer formation, reactions were staggered such that all time points were collected at the same time. Fifty µl of reactions containing 2.5 µM protein were applied to nitrocellulose using a vacuum manifold. Blots were developed using anti-His6 (1:2000 dilution, Invitrogen) or A11 polyclonal antibodies (1:100 dilution) essentially as described\(^{(46)}\).

To generate amyloid seeds for comparisons of fiber elongation rates, proteins were assembled using continuous end-over-end agitation for 5 days. Aggregates were then collected by ultracentrifugation (100,000 rcf for 1 hour) and resuspended in fresh assembly buffer. We sonicated these preparations to fragment the amyloid fibrils into similar lengths, as determined by SDD-AGE (Figure 4.12A), thus ensuring approximately the same number of fiber ends per mass of polymer. Seed stocks were then normalized according to their amounts of SDS-resistant protein as described\(^{(92)}\) (Figure 4.12B).

To ensure meaningful comparisons between variants for seeded reactions, we analyzed seeded polymerization rates at varying concentrations of soluble protein. We found no evidence for polymerizable soluble oligomers; all reactions had an approximately first-order dependence on soluble protein concentration (Figure 4.12F-G).

### 4.12.6 Membrane disruption assay

Toxilight Bioassay kit measures leakage of adenylate kinase from the cells to the extracellular medium due to the loss of cell integrity (damage of plasma membrane). 2 x 10^5 SH-SY5Y cells were seeded in 24-well plates and grown overnight in a 1:1 mixture of DMEM and Ham’s F12 and 10% FBS. Fresh or pre-aggregated proteins of Sup35 PrD-M-His7 variants (2.5 µM) were prepared in serum-free medium and applied for 12-
15 hours. Cells were briefly spun at 800 rcf and 30 µl of the medium was carefully removed and used for the toxicity assay as recommended by the manufacturer.

4.12.7 Molecular simulations of polyglutamine and polyasparagine

We simulated one or two polyglutamine (polyQ) and polyasparagine (polyN) molecules N-acetyl-(Gln)$_{30}$-N$'$-Methylamide and N-acetyl-(Asn)$_{30}$-N$'$-Methylamide; the chains were modeled in atomic detail; for brevity we refer to these molecules as Q$_{30}$ and N$_{30}$, respectively. Markov chain Metropolis Monte Carlo (MC) Simulations were performed in the canonical ensemble and molecules were enclosed in a spherical droplet of radius 200Å, which was enforced using a harmonic boundary potential. The replica exchange method was used to enhance conformational sampling. The degrees of freedom were the backbone $\phi$, $\psi$, $\omega$ and sidechain $\chi$ dihedral angles. For MC simulations with two chains, rigid-body coordinates, namely center-of-mass translations and rotations were included as additional degrees of freedom. Bond lengths and bond angles were held fixed at values prescribed by Engh and Huber. We used parameters from the OPLS-AA/L forcefield with appropriate modifications and the ABSINTH implicit solvent model. Details of the move sets, the sampling protocol, and convergence tests are identical to those used in previous work on similar systems.

Simulations were performed in the presence or absence of local conformational restraints. To impose conformational restraints, we used a parameter referred to as $f_\beta$, which denotes the fraction of residues in the polypeptide that are biased to sample backbone dihedral angles from the $\beta$-basin of ($\phi,\psi$) space; $f_\beta$ assumes values between 0 and 1. The method used to quantify $f_\beta$ has been described in published work. Local dihedral angle biases were incorporated by adding a harmonic restraint potential of the
form $U_{\text{restr}} = k(f_{\beta} - f_{\beta,0})^2$ to the molecular mechanics energy functions. Here, $f_{\beta,0}$ and $f_{\beta}$ are the target and actual values for $f_{\beta}$, respectively. Following calibrations performed in previous work, $k=2.5$ kcal/mol per restrained degree of freedom for both $N_{30}$ and $Q_{30}$. When $f_{\beta,0} = 1$, the backbone $\phi$, $\psi$ angles for all residues in the polypeptides are biased to adopt conformations from the $\beta$-basin. The entropic penalty associated with sampling $\phi$, $\psi$ angles from the $\beta$-basin is pre-paid in simulations carried out in the presence of restraints placed on $f_{\beta}$. The extent of formation of ordered $\beta$-sheets is quantified using normalized DSSP-E scores $^{(97)}$, which are used to quantify $\beta$-sheet contents in protein structures.

### 4.12.8 Molecular simulations of turn forming regions in Sup35

The following sequence fragments from Sup35 were simulated: QQYNPQGGGYQ and QQYNPDAGGYQ including mutations of all Q's to N's and all N's to Q's for both sequences. As with the polyasparagine and polyglutamine molecules, these constructs were simulated in atomic detail with the ABSINTH implicit solvent model $^{(96)}$. No conformational restraints or enhanced sampling techniques were necessary. The moveset and sampled degrees of freedom were the same as discussed previously. Data were accumulated over 10 independent MC simulations performed at $T=298$ K. Turn dihedral angles were defined as the dihedral angle calculated using the four $\alpha$-carbon atoms from residues NPQG and NPDA. The distance between $\alpha$-carbon atoms 1 and 4 were defined as residue pairs N to G for the NPQG motif and N to A for the NPDA motif. The two-dimensional histograms of these quantities had a bin size of 4 degrees and 0.3Å respectively. All instances of the turn motifs NPQG and NPDA were collected from the protein data bank (PDB), current as of February 2011, and the dihedral and distance
quantities were calculated for each occurrence and annotated on top of the two-dimensional histogram. The PROSS secondary structure assignment tool was used to classify each of these annotations as β-turn or coil. These motifs were not a part of any other type of secondary structure element.
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Chapter 5

Consequences of N-terminal flanking residues on intra and intermolecular interactions of polyglutamine and their defining role in polyglutamine aggregation mechanisms

This chapter is a culmination of effort spanning several individuals from the Pappu lab. Scott Crick, a former graduate student, provided the anisotropy data and was extremely helpful during discussions regarding these results. Nil Gural, an undergraduate assistant to Nicholas Lyle, the candidate, performed the simulations of homodimers with two disease related flanking sequences (ataxins) and assisted in the associativity and energy decomposition analysis. Simulation results containing the N-terminal flanking sequence from huntingtin were taken from previous results generated by Tim Williamson, a former graduate student. Nicholas Lyle performed the remaining simulations, analysis, and interpretation.

5.1 Introduction

Expanded polyglutamine tracts within specific proteins are associated with at least nine neurodegenerative disorders \(^1\) including Huntington’s Disease (HD), Spinal Bulbar Muscular Atrophy (SBMA), Spinocerebellar Ataxia (SCA), Dentatorubral-Pallidoluysian Atrophy (DRPLA). All these diseases result in the accumulation of polyglutamine-rich protein aggregates at distinct intracellular locations. Proteins with polyglutamine expansions are destabilized and the length of the polyglutamine expansion determines the extent of destabilization \(^2\). This makes proteins with polyglutamine expansions susceptible to proteolysis \(^3-6\). The proteolytic fragments are rich in polyglutamine and are prone to form aggregates. Indeed, large fractions of the mutant protein’s sequence are absent in polyglutamine-rich neuronal intranuclear inclusions \(^7\).
Suppression of proteolytic activity in cell models served to increase cell viability (8). Products of proteolysis are likely to be rich in polyglutamine; it is also likely that they contain some fraction of the N- and C-terminal flanking from the host protein. Cleavage products are difficult to characterize experimentally and hence the precise identity of these fragments is unknown, although it is reasonable to expect some heterogeneity in sequence composition – a heterogeneity that is dependent on the polyglutamine length (9, 10).

Figure 5.5.1 shows evidence of an inverse relationship between the lengths of polyglutamine expansion and ages of onset in different polyglutamine expansion disorders (11). Given the enriched polyglutamine content of the supposed toxic proteolytic fragments and no relation between the expanded host proteins, it is clear that the intrinsic properties of polyglutamine are involved in disease. However, Figure 5.5.1 makes the point that the threshold age of onset is altered by the identity of the host protein. This is also consistent with several in vivo studies that show differential pathogenic effects in animal or cellular models of polyglutamine repeat diseases upon the expression of different sequence constructs (6, 8, 12-15). These differences are most likely tied to the identity of the sequences flanking the polyglutamine expansion. This conjecture is consistent with experiments probing specific aspects of aggregation kinetics of proteins with polyglutamine expansions and suggests that focusing entirely on the biophysics of homopolymeric polyglutamine is unlikely to yield a complete understanding of the relationship between the aggregation of polyglutamine-rich peptides and disease.

Several experimental studies demonstrate that soluble, monomeric polyglutamine-rich constructs have spectroscopic signals that indicate a lack of well-defined secondary structures and this holds true irrespective of polyglutamine length (16-19). However, the polyglutamine-rich insoluble neuronal nuclear inclusions associated with polyglutamine expansion diseases are
fibrillar, amyloid-like aggregates that are proposed to have high β-sheet contents \(^{20, 21}\). Fiber diffraction data are consistent with the view that individual polyglutamine molecules adopt flat β-sheet architectures in these aggregates \(^{22}\). \textit{In vitro} studies have shown that the overall rate of formation of these ordered aggregates increase with polyglutamine length \(^{16, 23, 24}\). Chen et al. proposed a model to connect intrinsically disordered monomers and β-sheet structures that are prominent in fibrillar, insoluble aggregates \(^{23}\). Analysis of kinetic data on the aggregation of K\(_2\)Q\(_N\)K\(_2\) peptide constructs using a homogeneous nucleation model yielded a nucleus size of one. They interpreted these results as follows: monomeric polyglutamine is in pre-equilibrium between a folded, toxic, β-sheet structure and the disordered ensemble. Whenever the toxic fold is adopted, the thermodynamically unfavorable nucleus is populated and the resulting ordered conformation is elongated through monomer addition. This model, referred to as homogeneous nucleation, proposes that the length dependence of polyglutamine aggregation derives from the increasing stability of the folded monomer nucleus with chain length.

Chapters 3 and 4 provide an alternative explanation for the chain length dependence of aggregation and shows this need not be a nucleated process. For homopolymers, there is a driving force for aggregation if polymers are in milieux that are so-called poor solvents \(^{18}\). In such environments, polymers form homogeneously mixed solutions of isolated globules under dilute solution conditions. In the single molecule limit, intrachain interactions are preferred to chain-solvent interactions for chains in a poor solvent, and chain sizes measured using radii of gyration (\(R_g\)) or hydrodynamic radii (\(R_h\)) scale as \(N^{1/3}\) with chain length (\(N\)) \(^{25-27}\). As a result, the conformational ensemble in dilute solutions is composed of compact, roughly spherical conformations that minimize the interface between chain molecules and the surrounding solvent. In poor solvents, the stabilities of collapsed structures and the driving force for homotypic
intermolecular associations increases with $N^{(28-35)}$. Crick et al. used fluorescence correlation spectroscopy to show that $R_h$ for monomeric polyglutamine in aqueous solutions scales as $N^{1/3}$ with $N$, thereby establishing that water is a poor solvent for polyglutamine ($36$). Atomistic simulations have yielded insights regarding the conformational equilibria and monomer-dimer equilibria for homopolymeric polyglutamine as a function of chain length and temperature ($17, 37$).

The main findings are as follows: 1) Monomeric polyglutamine forms collapsed, disordered ensembles independent of chain length. 2) The stability of globular forms increases with chain length. 3) The stability of homodimers is coupled to the stability of monomeric globules. 4) Homodimerization – the incipient step in aggregation – does not require specific, nucleated conformational changes. 5) Spontaneous fluctuations, specifically the liquid-like nature of the surfaces of polyglutamine globules are important for promoting intermolecular associations whereby collapsed polyglutamine molecules further reduce their interfaces with the surrounding poor solvent by forming aggregates.

As illustrated in Figure 5.1, the identity of the mutant protein containing the polyglutamine insertion alters the age of onset of different diseases ($11$). Since proteolytic fragments are most likely to be involved in disease pathology ($38$), the peptide sequences immediately flanking the polyglutamine expansion must modulate intrinsic polyglutamine conformational preferences and intermolecular associations ($14$). Studies from Wetzel’s group show that the C-terminal, 11-residue polyproline segment from huntingtin slows aggregation kinetics vis-à-vis polyglutamine segments sans the proline segment ($39$). The origin of this effect is poorly understood. Conversely, similar studies from the Wetzel lab have probed the effects of the Nt17 fragment from huntingtin. The rate of loss of soluble material is enhanced in constructs that have the Nt17 fragment, thereby leading to the proposal that this segment initiates
aggregation\textsuperscript{(40)}. The hypothesis is that interactions between Nt17 lead to an increased effective concentration of polyglutamine segments around each other, thereby increasing the rate of polyglutamine aggregation. Frydman and coworkers reached similar conclusions by quantifying the effects of the Nt17 segment on the rate of accumulation of large linear aggregates that can be captured by an appropriately sized filter trap\textsuperscript{(41)}. Wetzel’s results are confounded by the use of polyglutamine constructs with N- and C-terminal lysine residues as reference states for interpreting their data\textsuperscript{(42)}. Frydman’s experiments do not probe the presence of spherical, amorphous aggregates that appear to be the norm with homopolymeric molecules\textsuperscript{(43, 44)}. Simulations of Ac-Nt17-Q\textsubscript{N}-Nme performed by Williamson et al. demonstrate that the Nt17 segment causes a diminution of intrinsic polyglutamine associations and intrinsic conformational preferences\textsuperscript{(45)}. These results are consistent with Serrano’s hypothesis that naturally occurring flanking sequences can act as \textit{gatekeepers} by suppressing intrinsic aggregation propensities of aggregation-prone regions. This chapter expands on these initial studies and quantifies the gatekeeping potentials of different disease-relevant N-terminal sequence contexts. Through comparative studies, we find flanking sequences act as gatekeepers by several mechanisms and these mechanisms are determined by flanking sequence properties. This work allows for the development of a mechanistic framework based on viscoelastic spinodal decomposition that can aid in the development of new inhibitors of polyglutamine-mediated aggregation. To resolve the discrepancies between low-resolution experiments that probe one set of quantities and higher resolution simulations that probe interactions in smaller species, it is important that the two modes of investigation converge toward each other in terms of quantities to assay and species to interrogate. Additionally, it is essential to probe the effects of other flanking sequences to
develop testable predictions regarding the effects of sequence context on polyglutamine conformation and aggregation.

![Figure 5.1: Patient data displaying the age of onsets for three human polyglutamine disorders versus polyglutamine expansion length.](image)

Data were derived from Figure 3 of Walker et al. All polyglutamine expansion disorders display an inverse correlation between age of onset and expansion length. The age of onset also depends on the polyglutamine flanking sequence that differs in each expansion disease. Spinocerebellar ataxia types 3 and 6 are labeled as Ataxin-3 and Ataxin-6.

This chapter begins with the necessary tests for how well our computational model describes known biophysical properties of synthetic polyglutamine constructs over a range of length scales. Biophysical characterization of polyglutamine peptides has been used to probe the intrinsic properties of polyglutamine and to study the mechanism by which polyglutamine aggregates. These studies use peptide constructs of the form K$_2$Q$_N$K$_2$ as proxies for homopolymeric polyglutamine as lysine residues are used to facilitate peptide purification and
solubility \(^{(16,46-49)}\). Different groups have substituted the flanking lysines for other charged residues \(^{(50)}\) or left them off one of the termini \(^{(51)}\). Alterations that modulate solubility might also influence aggregation mechanisms with respect to homopolymeric polyglutamine. In addition to tests of our computational model, we use these results to systematically assess the modulation of aggregation mechanisms, biophysical, and structural properties of polyglutamine by commonly used flanking charges.

### 5.2 Short synthetic polyglutamine constructs can have rod-like character due to significant sequence dependent \(\alpha\)-helical propensities

Polyglutamine tracts form collapsed structures in aqueous solutions to minimize solute-solvent interfaces. For small \(N\), \(\alpha\)-helical motifs provide access to locally compact structures, and therefore we focused on quantifying the differences between homopolymeric and sequence context-dependent \(\alpha\)-helical propensities for polyglutamine. Figure 5.2 shows the ensemble averaged \(N\)-dependent \(\alpha\)-helical contents for polyglutamine tracts in six different sequence constructs including the homopolymer. Table 5.1 summarizes the numerical values for average helical contents and standard deviations calculated over polyglutamine tracts within different sequence constructs. In all constructs, the \(N\)-dependent \(\alpha\)-helical propensities decrease with increasing \(N\). It is worth emphasizing that observed helical contents for \(N=4\) convolve the differences in flanking residue identities and contributions due to differences in overall chain length.

For the homopolymeric construct, the average fractional helical content is highest for \(N=10\), and then decreases systematically as the chain becomes long enough to form non-
specifically collapsed structures. While helical propensities become negligibly small with increasing $N$ for the homopolymer, there is residual fractional helicity (≈0.1) for polyglutamine in constructs with flanking charges. Additionally, the systematic $N$-dependent decreases are different for each of the constructs. For the construct Ac-K$_2$CQ$_N$WK$_2$-Nme, the average fractional helical content over the polyglutamine tract decreases from 0.65 ($N=4$) to 0.09 ($N=24$).

Alpha helices can be stabilized locally by the presence of one or more appropriately located acidic and basic residues in the N- and C-terminus, respectively. The converse arrangement namely one or more appropriately located acidic and basic residues in the C- and N-terminus, respectively, will have a destabilizing effect on helix nucleation / propagation. The contribution of these “charge-capping” effects was quantified by comparing the average $N$-dependent fractional helical contents for polyglutamine in Ac-K$_2$CQ$_N$WK$_2$-Nme to those obtained for polyglutamine in Ac-D$_2$Q$_N$K$_2$-Nme and Ac-G$_2$Q$_N$CK$_2$-Nme, which are two other constructs used in the experimental literature. Indeed, we find higher $\alpha$-helical propensities for polyglutamine in Ac-D$_2$Q$_N$K$_2$-Nme and Ac-G$_2$Q$_N$CK$_2$-Nme (for $N \geq 7$) versus those in Ac-K$_2$CQ$_N$WK$_2$-Nme.

The analysis of helical contents is relevant in light of the interpretations provided by Singh and Lapidus of their triplet quenching data in constructs of the form K$_2$CQ$_N$WK$_2$. They proposed that the polyglutamine segments have rod-like character. Inasmuch as $\alpha$-helices might be viewed as hydrogen-bonded rods, our results appear to be in partial agreement with the proposals of Singh and Lapidus. However, this rod-like behavior diminishes as $N$ increases – a behavior that is in line with expectations from analysis of FRET data reported by Walters and Murphy. A common premise is that the distance between N- and C-terminal lysine residues (for $N \geq 4$) would always be beyond the Bjerrum length. While this might seem like a reasonable assumption, the local, structure making and structure breaking effects of flanking lysine residues must not be
overlooked when analyzing experimental results, especially since the magnitude of these effects varies with $N$. The results presented in Figure 5.1 make the point that flanking residues used to make polyglutamine tractable for experimental studies can alter the intrinsic conformational preferences vis-à-vis homopolymeric constructs. The extent of alteration decreases with $N$ and short chains within some constructs can show rod-like character due to significant $\alpha$-helical propensities. Our analysis suggests the need for exercising caution when including results from short chain lengths ($N < 16$) in global analysis of experimental results. Additional caution is needed when extrapolating the findings based on short chain lengths ($N \leq 13$) to length scales relevant to disease ($N \geq 35$). This point is particularly relevant to the hypothesis put forth by Fiumara et al. (52) that coiled-coil interactions are a driver of polyglutamine rich tracts. In the context of our results, the presence of long helical rods is unlikely due to diminishing helical content with an increase in chain length.

It is possible that the alteration to the polyglutamine ensemble due to charged termini could be manifested via non-helical configurations. We find this is not the case because these ensembles are devoid of non-helical elements of secondary structure. For $N > 16$, polymeric properties such as the average radius of gyration $\langle R_g \rangle$ and the end-to-end distance $\langle R_{ee} \rangle$ are consistent with those of a collapsed globule. This follows work from Crick et al. where fluorescence correlation spectrophotometry was used to show synthetic polyglutamine molecules Ac-GQ$_N$K$_2$-Nme are collapsed for $N=15,20,24,27,33,36,40,47,$ and $53$.

In summary, the polyglutamine conformational ensemble is heavily influenced the identity of the flanking residues. Because these residues are commonly charged and placed at the termini, helix-capping effects either stabilize or destabilize helicity over the polyglutamine stretch. The magnitude of these alterations are chain length dependent, and their effect
diminishes for $N>16$. Recent work from Walters and Murphy, described in more detail in the following section, shows that collapse dominates only in the longer length regime $N>16$, which is what we see here.

**Figure 5.2: Length-dependence of average helical contents calculated over polyglutamine segments in different sequence constructs.** Helical content is defined as the fraction of glutamine residues that are part of a $\pi$, $\alpha$, or 310-helix as calculated by the DSSP algorithm. The numerical values for these averages and variances about these values are shown in Table 5.1. Standard errors are shown as error bars. Constructs with N- or C-terminal charges correlate with a higher degree of helical content of which decreases with polyglutamine length ($N$).
Table 5.1: Average helical contents and variances calculated over polyglutamine tracts in different constructs. *All sequences are capped using N-acetyl and N’-methylamide groups

†The root mean squared deviation (RMSD) is calculated with respect to the homopolymeric construct using:

\[ \text{RMSD} = \frac{1}{6} \sum_{i} \left( \langle H^X \rangle_i - \langle H^Q \rangle_i \right)^2 \]

where the summation \( i \) runs over polyglutamine lengths shown in column 1, \( \langle H^X \rangle_i \) denotes the average helical content for polyglutamine of length \( i \) within construct \( X \) and \( \langle H^Q \rangle_i \) denotes the corresponding helical content within the homopolymeric construct of length \( i \).

5.3 Comparison of experimentally and computationally derived scaling of polyglutamine end-to-end distances (\( R_{ee} \)) with chain length

Figure 5.3 compares FRET derived estimates of \( \langle R_{ee} \rangle \) of polyglutamine with charged termini to computational estimates. The sequence constructs Ac-K2CQxWK2-Nme where \( N=7,10,13,16,24 \) was used to generate the computational results. FRET data from Murphy was available for Ac-K2WQxXK2-Nme constructs with \( N=8,12,16,20,24 \), where \( X \) is either an alanine or dansylated lysine. The data are expressed in terms of the relative change in the length of the
polyglutamine segment, whereby all values are referenced to \(N=24\). Exact numerical agreement between the computational and FRET derived \(\langle R_{ee}\rangle\) is not possible due to different reference points used to calculate the length of the polyglutamine segment, i.e., FRET is based on the cystine to dansylated lysine distance where the computational estimate is derived from the cystine to tryptophan distance. The data show that the computationally derived rate at which \(\langle R_{ee}\rangle\) increases with \(N\) is consistent with the FRET data. The data in Figures 2 and 3 make the point that our computational predictions for the behavior of synthetic polyglutamine constructs are consistent with available biophysical measurements. Importantly, results from our computations are 1) applicable to all length scales explored by synthetic constructs and 2) explain the observation of incomplete collapse for short \(N<16\) synthetic constructs.

Figure 5.3: Quantitative comparisons of average end-to-end distances. For these comparisons, we used simulation results based on the ABSINTH model for the average distance between cysteine and tryptophan residues in constructs of the form Ac-K\(_2\)CQ\(_N\)WK\(_2\)-nme \((N=7,10,13,16,\text{ and } 24)\). This residue-to-residue distance was defined as the average pairwise distance between all unique inter-residue atom pairs. These were compared to distance estimates obtained by Walters and Murphy from FRET measurements on constructs of the form Ac-K\(_2\)WQ\(_N\)(dK)K\(_2\)-nme \((N=8,12,16, 20, \text{ and } 24)\), where (dK) denotes a dansylated lysine. The
published FRET data provide estimates of distances between tryptophan and the dansyl group. The plots were designed to provide a visual assessment of how \( \langle R_{ee} \rangle \) changes with polyglutamine length, \( N \). We placed results from simulation results and those from experimental measurements on a similar footing by plotting \( \langle R_{ee} \rangle_{24} - \langle R_{ee} \rangle_N \) against \( N \), where \( \langle R_{ee} \rangle_{24} \) denotes the value for \( \langle R_{ee} \rangle \) for \( N=24 \). Comparison of the two sets of points demonstrate that the length dependence of \( \langle R_{ee} \rangle_{24} - \langle R_{ee} \rangle_N \) estimated using the simulations agree quantitatively with estimates from the FRET measurements.

### 5.4 Flanking charged termini alter polyglutamine homotypic interactions and conformational heterogeneity

Figure 5.4 shows the 2D probability distribution of asphericity and \( R \) collected from molecular simulations of two polyglutamine molecules of length \( N=35 \) with and without charged termini. \( R \) measures the center-of-mass to center-of-mass distance between the two molecules and asphericity quantifies the departure of a molecule from being spherically symmetric. A value of zero corresponds to a perfect sphere. The synthetic constructs employed were Ac-Q_{35}K_2-Nme and Ac-K_2Q_{35}K_2-Nme as these are the same constructs used in recent biophysical characterizations of polyglutamine aggregation. Each panel corresponds to a different sequence construct and each region demarcates different types of conformations: Region 1 encompasses the set of all dissociated conformations, i.e., it consists of monomers of any shape; Region 2 consists of dimers that are roughly spherical; and Region 3 contains dimers that have become elongated.

The presence of terminal charges reduces homotypic interactions vis-à-vis the homopolymer and this reduction is dependent on the magnitude of molecular net charge. The integrated probability of Region 1 versus the sum of the integrated probability from Region 2
and Region 3 describes the monomer-dimer equilibrium for each construct. Neutral homopolymers are the least soluble and the total of Region 1 is 25%. Adding two C-terminal lysines increase the probability to 48% and intermolecular associations are almost absent for the quadruply lysinated molecules as the probability increases to 97%. Together these results show charged termini are gatekeepers because they reduce polyglutamine intermolecular interactions and this occurs in the length regime relevant to disease. The gatekeeping mechanism is a consequence of: 1) long-range charge-charge repulsions that increase the barrier for molecular association and 2) terminal residues that eliminate modes of association by preventing burial of charged residues. This reduces the heterogeneity in the types of intermolecular interactions that are possible and leads to preferences in oligomer topologies.

Asphericity quantifies the shape of each molecule and increased variance of this quantity tracks with increased conformational heterogeneity. Figure 5.4 shows that neutral and doubly lysinated constructs in Figure 5.4 can adopt all values of asphericity from 0 to 0.4 with a small fraction (1-3%) outside of this range. This conformational diversity is reduced for the quadruply lysinated construct as values of asphericity generally range from 0 to 0.2. Although most conformations remain spherically symmetric (asphericity < 0.4), flanking charges play a role in the magnitude of fluctuations about spherical symmetry.
Figure 5.4: Two-dimensional probability distributions of R and asphericity $P(R, \text{asphericity})$ for synthetic polyglutamine constructs at $T=315K$. $R$ denotes the intermolecular distance of separation calculated as the distance between the centers-of-mass for a pair of molecules. Asphericity was calculated for each molecule separately using the eigenvalues of gyration tensors as described in the (methods section). Bin widths of 2Å were used for $R$ and 0.02 for asphericity. Legends show occupation statistics for three different intervals. These are: Region 1, [$R \geq 30\text{Å}, \text{Asphericity} \geq 0$], Region 2, [$R < 30\text{Å}, \text{Asphericity} < 0.4$], and Region 3, [$R < 30\text{Å}, \text{Asphericity} \geq 0.4$]. Values of Asphericity < 0.4 correspond to spherically shaped globules where values above this undergo significant deformations resulting in either oblate or prolate conformations. $R < 30\text{Å}$ corresponds to conformations with significant homotypic interactions. Increasing net charge results in preferential occupation of Region 1 consisting of spherical
monomers and a lack of homotypic interactions. Constructs containing no charged residues form roughly spherical dimers (Region 2) with increased fluctuations in Asphericity.

5.5 Flanking charges alter the rate of aggregation and preferred oligomer sizes of synthetic polyglutamine constructs

Figure 5.5 summarizes results from fluorescence anisotropy experiments that compare the effect of changing the pH in a 50 mM chloride free phosphate buffer on the rate of increase of anisotropy of 50 µM synthetic polyglutamine constructs Ac-K₂Q₄₀K₂-Nme and Ac-Q₄₀K₂-Nme. Anisotropy magnitudes quantify the relative size of a molecule or growing aggregate. Larger anisotropy values correspond to larger aggregate sizes. Increasing the pH of the phosphate buffer from 5 to 9 shifts the primary anionic species from H₂PO₄⁻ at pH 5 to HPO₄²⁻ at pH 9. At pH 7, the ratio is approximately 1:1. The rate of increase in anisotropy is higher for the Ac-Q₄₀K₂-Nme constructs when compared to the corresponding rates for Ac-K₂Q₄₀K₂-Nme indicating that higher molecular charge density decreases the rate of aggregation and lengthens the lag time. Additionally, the Ac-Q₄₀K₂-Nme peptide with two lysine residues is less sensitive to the buffer pH than the Ac-K₂Q₄₀K₂-Nme peptide. The plateau value of the anisotropy is higher for Ac-Q₄₀K₂-Nme than for Ac-K₂Q₄₀K₂-Nme irrespective of the buffer pH, suggesting that lower molecular charge density allows for soluble oligomers of higher aggregate numbers than those with higher charge density. The dependence of the plateau value on pH, i.e. the sizes of species that remain soluble, is different for the two constructs. Because overall rates for initial cluster formation and preferred oligomeric cluster sizes can be modulated through electrostatic repulsions it is reasonable to expect the presence of flanking lysine residues can alter the aggregation mechanism of polyglutamine-rich constructs.
Figure 5.5: Effects of flanking lysine residues on the rate of aggregation as measured using fluorescence anisotropy. Comparative rates of aggregation for two constructs Q40K2 (open symbols) and K2-Q40-K2 (closed symbols) (pH 5, blue), in phosphate buffers of three different pH values (blue, pH 5), (green, pH 7), (red, pH 9).

5.6 N-terminal flanking sequences act as gatekeepers with sequence dependent gatekeeping efficiencies

The preceding results show that synthetic polyglutamine constructs with flanking lysine residues alter the kinetics and thermodynamics of polyglutamine aggregation by reducing intermolecular contacts. Since a difference of only two residues on each termini is sufficient for a gatekeeping effect, it is reasonable that natural flanking sequences found in expansion diseases are capable of modulating polyglutamine aggregation. In fact, ages of onset for polyglutamine expansion diseases cannot be explained solely by expansion length, a point that is evident in Figure 5.1. Aggregation prone products of proteolysis from expanded proteins contain flanking residues; therefore a simple hypothesis is that these flanking residues play a role in modulating
the ages of onsets for these diseases. We propose that part of this modulation is due to changes in intermolecular interactions between expanded proteins and this hypothesis is the focus of this section. We use atomistic simulations to perform comparative assessments of the effects of N-terminal flanking sequences from huntingtin (htt), spinocerebellar ataxia types 3 (atxn-3), and type 6 (atxn-6) because these sequences have distinctive impacts on ages-of-onset. Studies to probe htt C-terminal flanking effects are ongoing and under the direction of Kiersten Ruff, a graduate student in the Pappu lab. N- and C-terminal flanking effects for other expansion diseases are planned for future study.

Sequences for human versions of htt, atxn-3, and atxn-6 were obtained from the UniProtKB database. We used the disorder predictor DRIP-PRED\(^{(53)}\) to identify the intrinsically disordered regions that encompass polyglutamine. These disordered regions were submitted to the ExPasy proteomics server to identify the most likely proteolytic products of the three sequences by cytoplasmic endopeptidases. The resulting sequences are summarized in Table 5.2 and were the sequence constructs used in the molecular simulations.

<table>
<thead>
<tr>
<th>Protein Name</th>
<th>N-th</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>htt</td>
<td>~35</td>
<td>MATLEKLMKAFE5LKSF</td>
</tr>
<tr>
<td>atxn-3</td>
<td>~80</td>
<td>EELRKRFAYFFKQOQK</td>
</tr>
<tr>
<td>atxn-6</td>
<td>~23</td>
<td>HVSYSPVIRKAGGSPP</td>
</tr>
</tbody>
</table>

**Table 5.2: Sequences of N-terminal segments predicted to be products of proteolysis.**

Predicted proteolytic products include the polyglutamine stretch between the N- and C-terminal fragments. The second column shows the average threshold lengths (N-th) of polyglutamine tracts within each of the three disease-related proteins; the N-terminal segments are all of length 17 derived from the host protein. Single letter notations are used for amino acid residues and the annotation is as follows: polar residues are italicized, residues with charged sidechains at neutral
pH are shown in bold face, hydrophobic residues are underlined and prolyl residues are shown in normal font.

Tim Williamson, a graduate student in the Pappu lab, began work on flanking sequence effects by studying the 17-residue N-terminal htt fragment. This work was later published (54) and revealed that this fragment goes through an order-to-disorder transition as the length of the polyglutamine expansion C-terminal to the fragment was increased. This transition resulted in sequestration and burial of exposed polyglutamine surfaces and this in turn lead to a diminution of the driving force for homotypic interactions. Here, we widen our scope to other flanking sequences to answer the following questions: 1) Do other flanking sequences act as gatekeepers or are some anti-gatekeeping (aggregation enhancing) sequences? 2) What are the mechanisms by which gatekeepers reduce intermolecular associations? 3) Are there rules based on flanking sequence properties that determine gatekeeper efficiencies and mechanisms?

To quantify the gatekeeping efficiency of each flanking sequence, we measured the relative probability of dissociation ($P_{rel}$). This quantity was derived from molecular simulations of two molecules with the sequence Ac-X17-Q35-Nme and measures the factor by which the N-terminal flanking sequence X17 modulated homotypic interactions with respect to the homopolymer Ac-Q35-Nme. Figure 5.6 shows values of $P_{rel}$ that are either close to or larger than 1, indicating the natural N-terminal flanking sequences are all gatekeepers, but some are more effective than others. From the least to most effective gatekeeping, we find atxn-6 < htt < atxn-3 and this trend correlates with age of onsets with atxn-6 having the earliest and atxn-3 the latest age of onset on average. As shown by Figure 5.6, this trend is robust across the range of temperatures at which intermolecular associations are preferred, i.e., poor solvent conditions.
Figure 5.6: Naturally occurring N-terminal flanking sequences have different gatekeeping efficiencies. Two identical molecules of Ac-X17-Q\textsubscript{35}-Nme were simulated in a droplet of radius of 200Å over a range of temperatures where intermolecular interactions were observed. X17 refers to the naturally occurring 17-residue N-terminal flanking sequence and these were derived from the huntingtin protein (htt), spinocerebellar ataxia types 3 (atxn-3) and type 6 (atxn-6). The full sequences are listed in Table 5.2. The probability of association (P\textsubscript{A}) between pairs of molecules is defined as the number of observations of R < 25Å divided by the total number of observations taken over the simulation. R is the pairwise distance between two molecular centers of mass. The relative dissociativity (P\textsubscript{rel}) is calculated by referencing P\textsubscript{A} to P\textsubscript{A} for the homopolymer Q\textsubscript{35}: \( P_A = \frac{P_A \text{ Homopolymer}}{P_A \text{ X17}} \). Values for P\textsubscript{rel} > 1 indicate the flanking sequence reduces aggregation with respect to the homopolymer.

The same trends are evident in Figure 5.7 as effective gatekeepers shift probability density from regions 2 and 3 to region 1. As is the case in both Figures 4 and 7, intermolecular interactions correlate with increased values for asphericity and flanking sequences enhance this
Thus, flanking sequences elicit an effect by simultaneous modulation of preferred conformations adopted by the polyglutamine segment and modulation of intermolecular interactions. The degree to which these modulations occur depends on the length of the polyglutamine expansion $N$ and the sequence properties of the flanking sequence.

Figure 5.7: $P(R,\text{asphericity})$ for polyglutamine constructs with N-terminal flanking sequences at $T=315\text{K}$. The definition of regions and the construction of the 2D distributions are analogous to that in Figure 5.4. The integrated probability density in region 1 indicates atxn-3 is most effective in preventing intermolecular associations, followed by htt and lastly atxn-6.
Asphericity values indicate atxn-3 and atxn-6 form elongated prolate ellipsoids in addition to spherically symmetric conformations. For all constructs, intermolecular interactions along with the identity of the flanking sequence promote the sampling of elongated conformations.

5.7 Energetics of polyglutamine sequestration

Collapse of homopolymeric polyglutamine increases intra-polyglutamine contacts and reduces the unfavorable surface energy with the surrounding solvent. As shown in Chapter 3, this unfavorable surface energy presents a large energetic barrier that prevents monomeric polyglutamine from sampling extended conformations that would be necessary for the formation of ordered β-strands. The modulation of these large energy scales is a probable mechanism by which flanking sequences alter intermolecular interactions. To see if this is the case, we fit the temperature dependence of \( N^{-1} \left( \left\langle U_{\text{total}} \right\rangle_T - \left\langle U_{X17} \right\rangle_T \right) = C_1(T) + C_2(T)N^{-1/3} \) where the angular brackets denote ensemble averages. Here, \( N \) is the length of the polyglutamine segment and for a given conformation of Ac-X17-Q_N-Nme \( U_{\text{total}} \) denotes the total potential energy of the system including the milieu of counter- and co-ions; \( \left\langle U_{X17} \right\rangle \) is the \( N \) independent ensemble-averaged potential energy for Ac-X17-Nme at temperature \( T \). We assessed the temperature dependence of energetic contributions to the volumetric intra-polyglutamine interactions and the effective surface tension per residue, in the presence and absence of the X17 segment where X17 = (htt, atxn-3, atxn-6). The two energetic contributions are measured in terms of \( C_1(T) \) and \( C_2(T) \), respectively. In the poor solvent regime (\( T < 360 \) K), the presence of the X17 segment causes a loss of favorable intra-polyglutamine domain self-interactions worth \( \sim 3 \) kcal/mol with respect to the homopolymeric constructs, see results for \( C_1(T) \) for \( Q_N \) in Figure 5.8 panel A. This is because the globular polyglutamine domains in Ac-X17-Q_N-Nme peptides have reduced self-interactions compared to homopolymeric Ac-Q_N-Nme constructs. Panel B of Figure 5.8, which plots the
temperature dependence of $C_2(T)$ shows a decrease in effective surface tension for the globular polyglutamine domain in Ac-X17-Q$_N$-Nme peptides for $T < 360$ K. This decrease arises from the sequestration of glutamine residues in intramolecular inter-domain interfaces. As $T$ increases, the difference between the $C_2(T)$ term for polyglutamine domains in the two constructs decreases because the inter-domain interface loosens with increasing $T$. The analysis in Figure 5.8 suggests that all X17 segments are gatekeeper domains because they reduce the energy penalty associated with exposing the polyglutamine domain to water by sequestering aggregation-prone polyglutamine in an inter-domain interface. Additionally, as $T$ decreases, $C_2(T)$ decreases continually, which implies that the penalties for conformational fluctuations of the polyglutamine domain decrease substantially because of the coupling between X17 and polyglutamine. These increased conformational fluctuations are evident in Figure 5.7 by an increase in magnitude of asphericity.

The gatekeeping mechanism for these flanking sequences involves the combination of reduction in favorable intermolecular associations through sequestration of polyglutamine and electrostatic repulsions between surface-exposed charges from the X17 segment. Sequestration involves the lowering of $C_1$ via the introduction of new interactions that compete with polyglutamine self-interactions and a reduction in $C_2$ that lessens the driving force for aggregation. Atxn-3 is the most effective at disrupting polyglutamine self-interactions and reducing the surface tension over the polyglutamine segment when taken over all temperatures. This shows this N-terminal element is tightly coupled to the polyglutamine surface and when considering this segment has the highest charge density it follows that atxn-3 should be a highly effective gatekeeper. However, the energetics of atxn-6 gives us pause. Atxn-3 and atxn-6 have similar $C_1$ and $C_2$ profiles and yet atxn-3 has a significantly higher gatekeeping potential
showing that burial of polyglutamine residues alone is not a sufficient condition to inhibit intermolecular interactions. Table 5.2 provides the reason for this: polar residues dominate the sequence of atxn-6 and there is a lack of charged residues. Addition of chemically similar residues to the polyglutamine segment is equivalent to increasing the effective polyglutamine length, which in turn increases the driving force for aggregation. This has the net effect of reducing the gatekeeping potential of atxn-6.

Figure 5.8: Energetics of polyglutamine self-interactions ($C_1$) and surface tension ($C_2$).
The average internal energy of the polyglutamine segment was decomposed into a volumetric intra-polyglutamine interaction term ($C_1$) and surface tension term ($C_2$). All N-terminal flanking sequences interact with the polyglutamine segment and diminish favorable polyglutamine self-interactions. They also lower the effective surface tension by sequestering exposed polyglutamine which lessens the driving force for aggregation. Panels A and B show the variation of $C_1(T)$ and $C_2(T)$, for polyglutamine domains in monomers of Ac-htt-$Q_N$-Nme (red), Ac-axtn-3-$Q_N$-Nme (cyan), Ac-axtn-6-$Q_N$-Nme (purple) and homopolymeric (red) constructs, respectively. The energetic terms were obtained from fits to the linear regression equation shown in the text. Fits were obtained using results for chain lengths $N=(15, 20, 25, 30, 35, 45)$.

5.8 Intermolecular associations between polyglutamine molecules are stabilized by conformational fluctuations and molecular entanglement

Previous work (55) by Pappu lab members Andreas Vitalis and Xioling Wang quantified the thermodynamics of intermolecular associations for different temperatures and polyglutamine lengths by studying monomer-dimer equilibria. The effective peptide concentrations in these simulations match in vitro experiments. In the poor solvent regime the probability of forming homodimers is higher for longer chains. Chapter 3 expands upon this work and shows $\beta$-sheet formation is not a pre-requisite for stable intermolecular associations. Instead, generic parameters such as chain length and the poorness of solvent are sufficient for describing the thermodynamics of intermolecular associations. Previous work (55) also analyzed the role of spontaneous conformational fluctuations in promoting intermolecular associations. Random globular conformations were chosen from the conformational ensemble of monomeric Ac-$Q_{30}$-
Nme. The internal coordinates were frozen and only rigid body Monte Carlo moves were allowed for subsequent sampling. Statistics were recorded to construct the requisite histograms for intermolecular separations, $R$, sampled in simulations with rigid globules. The resultant average cumulative distribution was compared to that obtained for the association of fully flexible chains. These comparisons show that suppression of fluctuations causes significant diminution of intermolecular associations for $Q_{30}$ (Figure 5.9) and this result holds for other chain lengths as well. Thus, the degree of poorness of the solvent and spontaneous fluctuations of globules make up the thermodynamic driving forces for polyglutamine aggregation.

![Cumulative distribution functions F(R) quantifying the probability of realizing intermolecular separation R for pairs of Q30 molecules. Results are shown for globules that are either fully flexible (solid curves) or rigid (dashed curves). This figure is reproduced from Vitalis, Wang, J. Mol. Biol (2008).](image)

**Figure 5.9:** Cumulative distribution functions $F(R)$ quantifying the probability of realizing intermolecular separation $R$ for pairs of Q30 molecules. Results are shown for globules that are either fully flexible (solid curves) or rigid (dashed curves). This figure is reproduced from Vitalis, Wang, J. Mol. Biol (2008).

Figures 4 and 7 show evidence for significant conformational fluctuations via the departure from spherical molecular symmetry in the presence of intermolecular interactions. The magnitude of these fluctuations is dependent on flanking sequence, which implies the stability of multimolecular assemblies is flanking sequence dependent. So far, we have shown gatekeepers
inhibit aggregation via long-range electrostatic repulsions and sequestration of polyglutamine interfaces. Thus, modulation of conformational fluctuations necessary for homotypic interactions is another mechanism by which gatekeepers can elicit an effect. Figure 5.10 shows the nature of these conformational fluctuations and Figure 5.11 shows their sequence context dependence.

**Figure 5.10: Simulation snapshot of two aggregated Ac-Q_{35}-Nme molecules with significant entanglement.** The two polyglutamine chains are denoted by shades of blue and red. An opaque sphere of radius $<R_g>_m$ is placed at the center of mass of each molecule and denotes the average radius of gyration of the monomer in isolation. The polypeptide backbone is shown as a tube and only those sidechains that participate in intermolecular contacts are shown. There is significant interpenetration of the spheres of radius $<R_g>_m$ and sidechains from one molecule into the other. These features are present for all molecules with intermolecular interactions but the degree of interpenetration or “entanglement” varies.

Collapsed globules formed by polymers that are sufficiently long ($N \geq 15$) have solid-like cores and liquid-like surfaces $^{(26)}$. As a result of this bipartite character, globules aggregate through contacts between their liquid-like surfaces. Radial density profiles (RDPs) are used in Lifshitz-like theories as order parameters for describing coil-to-globule transitions. These RDPs
show that the boundary between solid-like core and liquid-like surface is situated at a distance of $<R_g>$ from the average center-of-mass of the globule \(^{(56)}\). As shown by Figure 5.9, reduction in the mixing between liquid-like surfaces via elimination of those degrees of freedom leads to the diminution in intermolecular interactions. This surface mixing means sidechains are entangled between molecules and this entanglement is shown in Figure 5.10. Analysis of pair correlation functions in Chapter 3 shows that entanglement involves favorable sidechain-sidechain, sidechain-backbone, and backbone-backbone contacts. The high heterogeneity of these contacts is a result of the homopolymeric nature of these molecules. Deformations of the solid-like core occur as well and are shown by the departure of each molecule from spherical symmetry and the distance between the molecular centers of mass (R) adopting values less than $2<R_g>_m$. We define the degree of entanglement for dimers based on how far, on average, R is less than $2<R_g>_m$. This analysis is shown in Figure 5.11 for dimers of polyglutamine with $N=35$ with and without flanking sequences.
Figure 5.11: Quantification of the degree of entanglement between pairs of molecules with and without flanking sequences. Simulation results of dimers provide the normalized cumulative distributions (CDFs) of distances between centers-of-mass (R). $F_T$ denotes the CDF collected at temperature $T$ and $\langle R_g \rangle_m$ is the average radius of gyration of the monomer for each construct. The abscissa corresponds to R normalized by the average radii of gyration of the monomers and the ordinate plots the logarithm of the CDF at temperature $T$ divided by this function for $T=T_0$. In this case, $T=315$K. In the absence of entanglement, these CDFs should be zero for $R \leq 2\langle R_g \rangle_m$ or there should be no density $\leq 1$ for the normalized version of R denoted by the vertical dashed line. Otherwise, conformations of individual chains in aggregates (dimers) are deformed when compared to conformations of isolated globules. Clearly, the normalized CDFs have non-zero values for distances of separation that are less than 1 in terms of the normalized R, which implies significant inter-chain entanglement.
Figure 5.11 shows flanking sequences modulate two distinct length and energy scales. The first we refer to as the docking regime where \( \frac{R}{(2\langle R_g \rangle_m)} \geq 1 \). Here, interactions are surface mediated and rigid-body in nature. Flanking sequences that increase net charge density per monomer or increase the total number of charged residues inhibit the stability of the docking regime. The net charge per monomer / total number of charged residues for Ac-K_2-Q_35-K_2-Nme, Ac-atxn-3-Q_35-Nme, Ac-htt-Q_35-Nme, Ac-atxn-6-Q_35-Nme, Ac-Q_35-Nme are as follows: +4/4, +4/8, +1/5, 0/2, and 0/0 respectively. The quadruply lysinated construct is most effective at destabilizing the docking regime because long-range repulsions are found on both ends of the molecule, thus it is more difficult to find a docking orientation that is stable and does not bury charged residues. All other flanking sequences contain both positive and negative charges that can screen each other, hence long-range repulsions at length scales of \( \frac{R}{(2\langle R_g \rangle_m)} \gg 1 \) are of similar magnitudes. For smaller scales relevant to the docking regime, \( \frac{R}{(2\langle R_g \rangle_m)} \approx 1 \), the flanking sequence identity and patterning of charged residues becomes important. Atxn-6 has the highest docking stability because most residues are chemically similar to glutamine. The charged termini of atxn-3 largely undocks from the polyglutamine surface. This is evident in Figure 5.8 by increased values of \( C_2 \). This allows a significant portion of the polyglutamine surface to be exposed so the docking stability is on par with that of homopolymeric polyglutamine. The htt flanking sequence remains tightly coupled to the polyglutamine surface. The presence of this charged surface coating the polyglutamine significantly decreases docking stability.

The entangled regime corresponds to \( \frac{R}{(2\langle R_g \rangle_m)} < 1 \). Ac-K_2-Q_35-K_2-Nme is nearly devoid of entanglement because of high and uniform charge repulsions. With the exception of htt, the stability of the entangled state is equivalent across constructs because entanglements are driven by associations between polar tracts which are present in all cases. Entanglement stability
is lower for htt because the sequestration of polyglutamine residues by htt prevents them from participating in entanglements.

5.9 Discussion and conclusions

The purpose of this chapter is to develop a quantitative understanding of how flanking sequences from disease-related proteins modulate the intrinsic, length-dependent conformational preferences and aggregation mechanisms of polyglutamine. Chapter 3 shows aggregation of homopolymeric polyglutamine is a downhill, barrier less process that does not require nucleating conformational transitions. However, this conclusion need not hold upon the introduction of flanking sequences. The results from this chapter allow us to develop a complete mechanistic framework for describing polyglutamine aggregation taking into account N-terminal flanking sequences. This framework, detailed below, is of sufficient generality that other flanking termini should be describable as well. Kiersten Ruff is currently testing this assertion and Siddique Khan, a postdoc in the Pappu lab, is testing this framework and its consequences using a coarse-grain computational model.

A generic phase diagram for a polymer solution with an upper critical solution temperature (UCST) is shown in Figure 5.12 where \( \phi \) denotes the volume fraction of polymer. The binodal and spinodal refer to two distinct envelopes of points for which \( (\partial \Delta G_{\text{mix}} / \partial \phi) = 0 \) and \( (\partial^2 \Delta G_{\text{mix}} / \partial \phi^2) = 0 \), respectively. Here, \( \Delta G_{\text{mix}}(\phi, T) \) is the free energy of mixing. The two-phase regime where the phase separated state is thermodynamically favored lies below the binodal. The location of the binodal is defined by the saturation concentration i.e., the concentration of soluble polymer at temperature \( T \) that is at equilibrium with insoluble aggregates. The location of any point below the binodal is also a measure of its quench depth into the two-phase regime.
Nucleation: For points between the binodal and spinodal, \( \left( \frac{\partial^2 \Delta G_{\text{mix}}}{\partial \phi^2} \right) > 0 \), the soluble phase is metastable and energy barriers must be overcome to nucleate thermodynamically favored aggregates from the homogenously mixed phase. For a fixed temperature, nucleation requires the creation of a droplet with an internal concentration larger than \(|\Delta \phi|\), which is the magnitude of the gap between the binodal and spinodal. For systems with a UCST this gap increases with decreasing temperature (Figure 5.12). Bona fide nuclei should have the same composition and concentration as the phase separated state. In homogeneous nucleation, the rate of nucleation is determined by \( G_D \), which is the barrier to diffusion of molecules between old and new phases. \( G_S \) the free energy penalty associated with forming an interface between the two phases leading to lag times for nucleation. For systems with a UCST both \( G_D \) and \( G_S \) will increase with decreasing \( T \).

Spinodal decomposition: Below the spinodal, \( \left( \frac{\partial^2 \Delta G_{\text{mix}}}{\partial \phi^2} \right) < 0 \), the homogeneously mixed state is unstable and there are no energy barriers for creating interfaces between phases i.e., aggregation is thermodynamically downhill. In this region, local concentration gradients engendered by conformational fluctuations provide part of the driving force for phase separation. Theory \((57-59)\) and experiment \((60, 61)\) have shown that the binodal and spinodal are essentially coincident in dilute solutions of generic, synthetic homopolymers.
Figure 5.12: Schematic phase diagram for polymer solutions with a UCST. The point $(\phi_c, T_c)$, where the binodal and spinodal coincide, is the critical point.

For spinodal decomposition, only diffusion of individual chains or clusters of chains should limit the rate of growth of aggregates. The existence of lag times would seem to rule out spinodal decomposition as a plausible mechanism for polyglutamine aggregation. However, well-reasoned analysis shows that lag times are also consistent with a variant of spinodal decomposition. In dilute solutions of properly disaggregated material, aggregation and phase separation should begin from a solution of well-dispersed globules. The time scale for collisions between globules will be $\tau_c \approx L^2/D$ where $L$ denotes the range of interactions between globules and $D$ is the diffusion coefficient of a globule. Aggregation requires entanglement between chains (Figure 5.9) and this degree of entanglement can be modified by flanking sequences (Figure 5.11). The time required to achieve a requisite degree of entanglement is denoted as $\tau_e$. For $\tau_e > \tau_c$, many of the intermolecular collisions will be ineffective and the larger the gap between $\tau_c$ and $\tau_e$ the longer it takes for the necessary entanglement to be achieved. This apparent lag time has nothing to do with the presence of specific energy barriers as in classical nucleation. Instead, the mechanism of aggregation is classified as viscoelastic spinodal decomposition.
In spinodal decomposition (unlike nucleation) the rate of growth of aggregates will increase and lag times will decrease with increased quench depths \(^{(61)}\). For a given concentration, longer chains will correspond to deeper quenches into the two-phase regime and published data \(^{(16, 47, 49)}\) clearly show decreased lag times with increasing chain length. Additionally, conformational fluctuations provide the main driving force for spinodal decomposition because they create local concentration gradients. The results shown in Figures 4, 7, and 9 provide direct evidence for conformational fluctuations and poorness of solvent as combined driving forces for aggregation. Finally, indirect evidence for the separation between \(\tau_c\) and \(\tau_e\) comes from extrapolations of results from molecular dynamics simulations with explicit representations of water molecules \(^{(62)}\). Collapse is rapid and happens on the nanosecond timescale whereas conformational relaxation is considerably slower and is described by a stretched exponential of the form \(\exp[-(t/\tau)^{0.15}]\), where \(\tau\) is the time scale for collapse. Surface rearrangements and conversions between distinct globule conformations require timescales that are orders of magnitude longer than collapse or diffusion times of globules.

These two timescales \(\tau_c\) and \(\tau_e\) are modulated based on the stabilities of the docking and entangled states, respectively. The range of interactions between globules directly controls \(\tau_c\) and is altered by the charge content of flanking sequences. Flanking sequences also sequester polyglutamine surfaces and this destabilizes the docking state. This means many collisions between molecules occurring on the timescale \(\tau_c\) are unproductive and this widens the gap between \(\tau_c\) and \(\tau_e\) resulting in increased lag times. The magnitude of conformational fluctuations sets \(\tau_e\), increased fluctuations allow for faster conformational rearrangements and this decreases \(\tau_e\). As seen above, these fluctuations are tunable by flanking sequences.
We claim aggregation of polyglutamine-rich molecules follow viscoelastic spinodal
decomposition, which is a family of related aggregation mechanisms. The precise details
regarding the stabilities and types of intermediates as well as the kinetics of interconversion
between them will be set by $\tau_c$ and $\tau_e$. Figure 5.5 provides direct evidence for this: the rates of
cluster formation and the preferred cluster sizes for synthetic polyglutamine constructs are
changed by the presence of flanking charged residues and magnitude of total charge. We claim
that gatekeepers are flanking sequences prevent intermolecular associations. The mechanisms of
gatekeeping are: 1) long-range repulsions that minimize the overall frequencies of intermolecular
encounters and confer orientational specificity to these encounters which in turn modify $\tau_c$ 2) sequestration of polyglutamine at the monomer level that in turn minimizes entanglements in
favor of discretized inter-monomer interactions primarily through surface docking that alter $\tau_e$ 3) the presence of a flanking sequence that proscribe several modes of association due to large
excluded volume effects. The net gatekeeping efficiency depends on a complex balance between
these mechanisms and timescales $\tau_c$ and $\tau_e$. The balance is dependent on the sequence properties
of the flanking sequence. For example, both htt and atxn-6 sequester polyglutamine surfaces and
yet atxn-6 has almost no gatekeeping ability. This observation follows because htt coats the
surface of polyglutamine with charged residues, while atxn-6 replaces polyglutamine with other
similar polar residues. This changes the stability of the docked and entangled states resulting in
the difference in gatekeeping ability.

We must be clear regarding the scope of these simulation results. Monomer-dimer
equilibrium is modeled by quenching the possibility of forming higher order species and this
provides information regarding the implications of monomer conformations for incipient
intermolecular interactions. In detail, it provides information regarding a) the conformational
changes that are needed for associations or are induced by associations b) the effects of specific flanking sequences in modulating intermolecular associations and 3) the balance between contribution of polyglutamine domains vs. flanking sequences on intermolecular association, their type, range, and strengths. However, information from such simulations does not by itself provide insights regarding the overall thermodynamic phase diagram or interpretations from kinetics experiments that quantify the formation of species that are higher order than dimer. This requires the use of either multiple molecules and/or coarse graining that builds inter-particle pair potentials using information gleaned from monomer-dimer simulations as input – as has been done by Siddique Khan, a postdoc in the Pappu lab.

The observed gatekeeping efficiencies for the flanking sequence constructs correlate with the ages of onset for their respective polyglutamine expansion diseases shown in Figure 5.1. This work is by no means exhaustive; however, continued work in the Pappu lab is underway to elucidate the effects of C-terminal sequences, the coupling between N- and C-terminal sequences, examine additional flanking sequences, and to focus on multi-molecular assemblies. The primary upshot of this work is we can use sequence properties of natural flanking sequences involved in expansion diseases to predict the effect they have on the aggregation mechanism. This insight that there are two primary energy scales, docking and entanglement, allows the mapping of flanking sequence properties to the stability of these energy scales.

5.10 Materials and methods

5.10.1 Anisotropy experiments

We used the following constructs for these measurements: K₂-Q₄₀-K₂, C*-K₂-Q₄₀-K₂, Q₄₀-K₂ and C*-Q₄₀-K₂. Here, C* denotes a cysteine residue modified with a covalently attached tetramethyl rhodamine (TMR). All peptides were disaggregated using established protocols. (16)
Peptide concentrations were determined using a micro-BCA assay (Pierce, Rockford, IL) using WQ_{40}K_{2} as the concentration standard where the concentration was determined by absorbance at 280 nm. For experiments in PBS, the unlabeled peptides were diluted into PBS buffer to a concentration of 50 µM and disaggregated TMR-labeled peptides were added to a concentration of 200 nM at a total volume of 200 µL in single wells of a Corning 96-well plate. Anisotropy was recorded in 5-minute intervals on a Tecan M100 multi-plate reader. The excitation wavelength was 533 nm with a 5 nm bandwidth and emission was monitored at 590 nm with a 10 nm bandwidth. Temperature was controlled at 25° C.

5.10.2 System setup and conformational sampling details for simulations

For monomer simulations, the following peptide constructs were used: Ac-Q_{N}-Nme, Ac-C-Q_{N}-W-Nme, Ac-K_{2}-C-Q_{N}-W-K_{2}-Nme, Ac-G-Q_{N}-C-K_{2}-Nme, Ac-D_{2}-Q_{N}-K_{2}-Nme, where Ac denotes the acetyl capping group and Nme is the N-methylamide capping group. To maintain consistency with published experimental results and assess polyglutamine length dependent properties, the following lengths of polyglutamine were used: \( N = (4, 7, 10, 13, 16, 24) \). For dimer simulations, we limited our focus to \( N=35 \) with flanking lysines.

The simulation results were generated using the ABSINTH implicit solvation model and molecular mechanics potential functions. For each peptide investigated, Table 5.3 lists the sampling methodology and number of independent sets of replicates that were used to obtain the data presented in this chapter. For monomers, a single replicate is defined as an independent simulation at a single temperature. In the case of dimers, each replicate is a single thermal replica exchange run encompassing ten different temperatures. For each monomer replica we carried out \( 2 \times 10^{7} \) production steps after \( 1 \times 10^{6} \) steps of equilibration while \( 5.15 \times 10^{7} \) production and \( 1 \times 10^{7} \) steps of equilibration were used for dimers. These settings were needed to obtain quantitatively
reliable results for the longest peptides studied. Partial charges and parameters for torsions that maintain planarity of peptide units were taken from the OPLS-AA/L forcefield. The quality of monomeric sampling was enhanced using a high number of theta state aided quenches. This involves initializing each simulation trajectory at T=298K with a random conformation drawn from another simulation performed at the theta temperature for polyglutamine T_θ=390K. Sampling of dimers was enhanced with thermal replica exchange using the following temperature schedule: T = 298K, 305K, 315K, 325K, 335K, 345K, 355K, 365K, 375K, 385K. Markov chain Metropolis Monte Carlo (MC) simulations were performed in the canonical ensemble using the CAMPARI software package (http://sourceforge.net/projects/campari).

Details of the MC move sets are provided in Table 5.4. The peptides were enclosed in a spherical droplet whose boundary was modeled as a stiff, one-sided harmonic potential. Note that there were a small number of moves for each dimer simulation that were used as swap attempts for replica exchange, i.e. exchange attempts were made every 50,000 MC moves. Details regarding the implementation of the individual moves along with the definitions of each column of Table 5.4 are described in Chapter 3.

For simulations of dimerization, two peptides were enclosed in a droplet of radius 200 Å to mimic an effective concentration of 100 µM. A radius of 100 Å was used for all monomer simulations. In all simulations, polymer analyses and snapshots were recorded every 5000 steps. The use of a large multiple replicates allowed us to quantify the degree of fluctuations present in the monomeric constructs.
Constructs | Sampling methodology | Quantity of MC sampling
--- | --- | ---
Ac-Q₅₋Nme | T=298K | 1x10⁷ equilibration
Ac-C-Q₅₋W-Nme | 120 independent replicates | 2x10⁷ production
Ac-K₂₋C-Q₅₋W-K₂₋Nme | | |
Ac-G-Q₅₋C-K₂₋Nme | | |
Ac-D₂₋Q₅₋K₂₋Nme | | |
with N=(4, 7, 10, 13, 16, 24) | | |
Ac-Q₅₋Nme | Thermal replica exchange at T=(298, 305, 315, 325, 335, 345, 355, 365, 375, 385) K | 1x10⁷ equilibration
Ac-Q₅₋K₂₋Nme | 5 independent replicates | 5.15x10⁷ production
Ac-Q₅₋Nme | | |
Ac-htt-Q₅₋Nme | | |
Ac-atxn-3-Q₁₅₋Nme | | |
Ac-atxn-6-Q₁₅₋Nme | | |

Table 5.3: Sampling methodology and quantity applied to each peptide system

<table>
<thead>
<tr>
<th>Move type</th>
<th>Parameters for monomers</th>
<th>Parameters for dimers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid-body</td>
<td>9% (50%, 10A, 20 deg)</td>
<td>27% (50%, 10A, 20 deg)</td>
</tr>
<tr>
<td>Random cluster</td>
<td>1% (50%, 10A, 20 deg)</td>
<td>3% (50%, 10A, 20 deg)</td>
</tr>
<tr>
<td>Concerted rotation</td>
<td>6.3%</td>
<td>5.6%</td>
</tr>
<tr>
<td>Omega (w)</td>
<td>5.67% (90%, 5 deg)</td>
<td>5.04% (90%, 5 deg)</td>
</tr>
<tr>
<td>Sidechain (x₁, x₂, x₃)</td>
<td>27% (4x, 60%, 30 deg)</td>
<td>14% (4x, 60%, 30 deg)</td>
</tr>
<tr>
<td>Backbone (phi, psi)</td>
<td>51.03% (70%, 10 deg)</td>
<td>45.36% (70%, 10 deg)</td>
</tr>
</tbody>
</table>

Table 5.4: Overview of the frequency of the different Monte Carlo move sets used in all simulations
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Chapter 6

A quantitative measure for protein conformational heterogeneity

6.1 Introduction

Proteins undergo disorder-to-order transitions either as units that fold autonomously\(^{(1)}\) or as intrinsically disordered proteins (IDPs)\(^{(2)}\) that couple their folding to binding\(^{(3)}\) or self-assembly\(^{(4)}\). The driving forces for and mechanisms of disorder-to-order transitions are governed by the degree of conformational heterogeneity within disordered states and the extent of overlap between conformational ensembles of disordered and ordered states. Therefore, there is growing interest in quantitative studies of disordered states of proteins\(^{(5-8)}\).

Studies of disorder in protein folding are focused on characterizing the ensemble of non-native conformations under denaturing as well as native conditions\(^{(9-11)}\). Of interest are questions pertaining to the degree of conformational heterogeneity\(^{(12,13)}\), the balance between intrachain and chain-solvent interactions that define polymeric properties\(^{(14-16)}\), effects of macromolecular crowding\(^{(17,18)}\), intermolecular interactions that lead to protein aggregation\(^{(19-21)}\), and the timescales for conversion between distinct conformations that contribute to internal friction\(^{(22)}\). Recent interest has also focused on the topic of IDPs. Their sequences encode preferences for heterogeneous ensembles of conformations as the thermodynamic ground state under standard physiological conditions (aqueous solutions, 150 mM monovalent salt, low concentrations of divalent ions, pH 7.0, and temperature in the 25ºC – 37ºC range)\(^{(23,24)}\). Conformational heterogeneity of IDPs in their unbound forms influences their ability to adopt different folds in the context of binary and multimolecular complexes\(^{(25,26)}\). In IDPs, disorder-to-order transitions
are realized by coupling the folding process to either binding or self-assembly providing the heterotypic or homotypic interactions in *trans* can stabilize the IDP in a specific fold. The stabilities of complexes are thermodynamically linked to the ensemble of conformations that IDPs sample as autonomous units.

Thermodynamic descriptions of disorder to order transitions require the use of a suitable order parameter. A *bona fide* order parameter has to quantify the symmetry that is broken as a result of the disorder-to-order transition. Proteins are polymers and can expand to form expanded, low-density conformations that have large interfaces with the surrounding solvent or collapsed high-density conformations that minimize the chain-solvent interface. It is well established that $s^2 = \frac{\langle R_g^2 \rangle}{N}$ is a *bona fide* order parameter for quantifying density changes that accompany coil-to-globule transitions\(^{(27, 28)}\). Here, $R_g$ denotes the radius of gyration and $N$ is the chain length. In protein folding, changes in density are also associated with the acquisition of an ensemble of self-similar conformations and therefore $s^2$ can be used as the sole parameter to monitor folding if and only if proteins follow two-state behavior\(^{(29)}\). Theories, simulations, and experiments have established that while $s^2$ is extremely important for understanding the convolution of coil-to-globule transitions with protein folding, it is inadequate for providing a complete description of transitions between unfolded and folded states\(^{(30-37)}\). Recent simulations and experiments have also shown that several IDPs undergo collapse to form globules under standard physiological conditions\(^{(38-44)}\). This preference for globules can be reversed through increases in temperature\(^{(45)}\), net charge per residue\(^{(46, 47)}\), or concentrations of chemical denaturants\(^{(39)}\). Collapse in globule forming IDPs does not have to imply the acquisition of an ensemble of self-similar
conformations. These results highlight the need for additional parameters that report on overall conformational heterogeneity.

Figure 6.1 summarizes the temperature dependence of densities and density fluctuations that are obtained from atomistic simulation results for five archetypal systems. Details of the simulations that were used to generate the temperature dependent profiles are discussed in the methods section. The N-terminal domain of the ribosomal L9 protein (NTL9) and the B1 domain of protein G (GB1) undergo unfolding transitions as temperature increases. This unfolding is also associated with chain expansion as shown in panels (A) and (B) of Figure 6.1. We compare these profiles to the temperature dependence of $s^2$ and density ($\rho$) for three homopolymeric systems. These are polyproline ($P_{56}$), which is intrinsically stiff, polyarginine ($R_{56}$), which is a highly charged polyelectrolyte, and polyglutamine ($Q_{56}$), which is an intrinsically disordered polar tract. $P_{56}$ shows weak chain contraction as temperature increases. This feature is consistent with the so-called inverse transition temperature\textsuperscript{(48)} that has been observed for poly-L-proline polymers and derives, partially, from the increased fraction of cis peptide bonds at higher temperatures\textsuperscript{(49)}. $R_{56}$ and $Q_{56}$ show distinct limiting behaviors; the former maintains its swollen random coil behavior across all temperatures whereas the latter undergoes a globule-to-coil transition as temperature increases. Despite undergoing reversible coil-to-globule transitions, previous simulations and experimental studies demonstrate that collapse does not imply the acquisition of an ensemble of self-similar conformations \textit{i.e.}, collapse does not imply folding\textsuperscript{(50, 51)}. This in turn implies that while the temperature dependence of $s^2$ provides information regarding coil-to-globule transitions, it fails to distinguish between systems such as NTL9 and GB1 on the one hand and $Q_{56}$ on the other. Analysis of the temperature dependence of the specific heat capacities (panel D in Figure 6.1), which reports on the temperature dependence of the energy variance, does not
provide any additional information that cannot be obtained by analyzing the temperature
dependence of density fluctuations.

Figure 6.1: Temperature dependence of $R_g$, density, as well as fluctuations in density and
energy for archetypes of intrinsically disordered systems and folded proteins. Each panel
shows results for five different systems. Panel B quantifies the temperature dependence of chain
density (in units of gm/cm$^3$), which is calculated as $\langle \rho \rangle = \frac{MW}{\langle R_g^2 \rangle}$, where MW denotes the
molecular weight in gm·mol$^{-1}$. Systems undergoing a globule-to-coil transition as a function of increased temperature show a decrease in density as they transition from the high-density globule to the low-density coil. The small decrease in $R_g$ as a function of increased temperature for $P_{56}$ translates into negligible change in density. Panel C shows the temperature dependence of the density fluctuations for each system. This is quantified as the variance of the density distribution for a given temperature \( \sigma^2_\rho = \langle \rho^2 \rangle - \langle \rho \rangle^2 \). Finally, panel D quantifies the temperature dependence of the specific heat capacity. Typically, one expects sharp transitions for well-defined order-to-disorder transitions and yet, interestingly, the $Q_{56}$ system shows the sharpest transition. The relatively broad transitions for $NTL9$ and $GB1$ highlight the joint contributions of gradual melting and different degrees of residual local structure in their unfolded states. The specific, constant volume heat capacities were calculated as \( C_V = \frac{1}{\text{MW}} \left( \frac{\partial \langle E \rangle}{\partial T} \right)_V \) where MW is the molecular weight and $\langle E \rangle$ is the ensemble-averaged potential energy for simulated ensembles at a given temperature.

In the parlance of energy landscape theory\(^{(52-54)}\), a system such as polyglutamine has a rugged landscape below its collapse transition temperature\(^{(55)}\). Indeed, such a scenario has been predicted for IDPs\(^{(56, 57)}\) and random polypeptide sequences\(^{(58, 59)}\) (see Figure 6.2). This ruggedness is not registered in measures such as estimates of density or energy fluctuations because distinct conformations of equivalent compactness have negligible energy differences and hence equivalent likelihoods of being accessed. In this scenario, both the energy and density fluctuations will be small and the sharpness of the change in energy and density fluctuations masks the fact that the globule-to-coil transition in a system like polyglutamine might actually be
a disorder-to-disorder transition where the transition is between distinct classes of heterogeneous conformational ensembles.

![Figure 6.2: Schematic depicting different categories of free energy landscapes for different sequence-encoded degrees of conformational heterogeneity.](image)

The landscapes are shown as one-dimensional projections along a collective conformational coordinate labeled $C$ and we stipulate that the temperatures are equivalent for all four cases. Schematic 1 depicts a rugged “egg-carton” landscape. This situation corresponds to globule-forming sequences that cannot distinguish between large numbers of energetically equivalent, albeit distinct conformations that all have equivalent compactness. Free energy minima are depicted as traps separated by barriers. The energy scales are such that $\Delta F_M$, the average free energy difference between minima $\sim kT$, whereas the $\Delta F_B$, the average free energy difference between a barrier and adjacent local minimum is considerably larger than $kT$. Here, $k$ denotes Boltzmann’s constant and $T$ is the temperature. Schematic 2 depicts discrete disorder where the system has access to a small number of distinct free energy minima that are separated by large barriers. In this case, $\Delta F_M \approx$
$\Delta F_B$ and both energy scales are considerably larger than $kT$. Schematic 3 depicts the free energy landscape for proteins that are akin to generic random-coils. Here, $\Delta F_M \approx \Delta F_B$, although unlike panel A, both energy scales are of order $kT$ or smaller. Finally, schematic 4 depicts the strongly funneled landscape, which is expected for proteins that fold into well-defined three-dimensional structures.

In order to detect putative disorder-to-disorder transitions that are masked when analyzing $s^2$ or densities, we need a measure of heterogeneity within a conformational ensemble. For this we introduce a parameter $\Phi$ whose design is guided by the need to distinguish between systems that strongly couple their unfolding-folding transitions with coil-to-globule transitions and those systems that undergo coil-to-globule transitions with no evidence of acquiring an ensemble of self-similar conformations upon collapse. The design of $\Phi$ is also intended to accomplish two additional goals for the analysis of results from molecular simulations: (i) To compare the degree of conformational heterogeneity of ensembles obtained for a specific system at different simulation temperatures; and (ii) To compare the degree of conformational heterogeneity of ensembles for different polypeptide sequences at equivalent simulation temperatures.

The remainder of the narrative is organized as follows: In the methods section we summarize the simulation approach used to generate the conformational ensembles that were used to prototype $\Phi$. The results section is split into two parts. In part 1, we describe the methodological framework for calculating $\Phi$. In doing so, we discuss the choices made in converging upon the overall approach. In part 2, we use $\Phi$ to assess recent simulation results that were reported for the basic regions (bRs) of bZIP transcription factors\textsuperscript{(60)}. These published results demonstrated the role of sequence contexts in modulating the intrinsic helicities of bZIP-bRs.
We show that Φ unmasks the weaknesses inherent to measures of average secondary structure contents as probes for structure. We highlight how conformational heterogeneity can prevail in ensembles with high average helicities. We conclude with a discussion section that summarizes the uses for Φ in analyzing protein disorder and in de novo sequence design. The discussion also provides a comparison between Φ and other approaches for quantifying conformational heterogeneity.

6.2 Methods

6.2.1 Polypeptide systems included in this work

We simulated homopolymers of glutamine (Q_{56}), proline (P_{56}), and arginine (R_{56}) each 56-residues long. In addition, we included two 56-residue polypeptides, NTL9 and GB1 that adopt well-defined folds at low temperatures. Homopolymers were N-terminally acetylated and C-terminally N’-methylamidated. Atomistic Markov Chain Metropolis Monte Carlo (MC) simulations\(^{(61)}\) were performed in the canonical ensemble using one polypeptide for each construct. Mobile sodium and chloride ions were included for peptides containing charged residues and the ions were represented explicitly. The salt concentration of ion-containing systems was set to 25 mM. The peptides and ions were enclosed in a spherical droplet of radius 200 Å and the droplet boundary was enforced using a stiff harmonic boundary potential. For the basic region leucine zipper transcription factor (bZIP-bR) peptides we analyzed simulation results from the work of Das et al.
6.2.2 Details of the Metropolis Monte Carlo (MC) simulations

The CAMPARI molecular simulation package (http://campari.sourceforge.net/) in conjunction with the ABSINTH implicit solvation model(62) and OPLS-AA/L(63) molecular mechanics force field parameters (abs3.2_opls.prm) were used for all simulations. The spatial cutoffs for Lennard–Jones and electrostatic interactions between net-neutral charge groups were set to 10 Å and 14 Å, respectively. No cutoffs were employed for computing the electrostatic interactions for ions and sidechain moieties with a net charge. Sodium and chloride ions were modeled explicitly and polypeptides were modeled in atomic detail. The internal degrees of freedom included the backbone $\phi$, $\psi$, $\omega$ and sidechain $\chi$ dihedral angles. Rigid-body moves simultaneously change rotational and translational degrees of freedom of the protein whereas translational moves were applied to alter the positions of mobile ions. Random cluster moves alter the rigid body coordinates of multiple molecules at once. Pucker moves perturb the ring geometry of proline residues(49). The frequencies with which different moves were chosen along with parameters specific to each move type are summarized in the decision tree shown in Figure 6.3. The starting conformation for homopolymers $Q_{56}$, $P_{56}$, and $R_{56}$ was generated at random from a pre-equilibrated distribution of atomistic self-avoiding random walks. Starting conformations for NTL9 and GB1 for all simulation temperatures were derived from Protein Data Bank (http://www.rcsb.org) IDs 2HBB and 1GB1, respectively. Additional details regarding the setup of the initial folded conformations are as described in Meng et al.(14) The bond lengths and bond angles were fixed at values prescribed by Engh and Huber(64).
Figure 6.3: The decision tree used to select an MC move at each step. Each non-leaf node corresponds to a class of moves; each node is annotated with the overall probability of that move or class of moves being selected. Each edge is annotated with the probability of the decision process branching towards the child once the parent has been reached. The decision is complete once a leaf node is reached. Here we show the decision tree used for designing move sets in simulations of the R$_{56}$, NTL9, and GB1 systems.

6.2.3 The MC sampling protocol

Simulation results for NTL9, GB1, Q$_{56}$, P$_{56}$, and R$_{56}$ were generated using the following protocol: For each system we performed ten independent MC simulations at each of the
following temperatures: $T = 240, 260, 280, 290, 300, 310, 320, 330, 340, 345, 350, 355, 360, 365, 370, 375, 380, 390, 400, 430, 450, 500$ K. Each independent simulation used a different random seed to initialize the MC run. A total of $8 \times 10^7$ MC steps were used in each independent simulation and of these, the results from the first $2 \times 10^7$ steps were discarded as equilibration. Observables were accumulated every $10^4$ MC steps and conformational vectors for the heterogeneity calculation were collected every $10^5$ steps. Thus, an ensemble from a single run that was used to calculate $\Phi$ contained 6000 members for each temperature. Reproducibility of the simulation results across multiple independent runs negated the need for using enhanced sampling methods.

### 6.2.4 The Flory Random Coil (FRC) model

The FRC reference state was constructed for each polypeptide. FRC peptides were represented in all atom detail with the same degrees of freedom as used in the MC simulations described above. FRC conformations were generated by random assignment of sterically allowed combinations of backbone $\phi, \psi, \omega$ and sidechain $\chi$ dihedral angles while ignoring all inter-residue interactions. Each step of FRC sampling consisted of picking a residue at random then assigning all of the torsional degrees of freedom of the residue to a vector of $\phi, \psi, \omega$ and $\chi$ selected at random from a library of size $10^4$. These libraries were generated for each residue by MC simulations of the corresponding dipeptides in the excluded volume (EV) limit. EV ensembles were generated using atomistic descriptions of the dipeptide while ignoring all non-bonded interactions excepting steric repulsions. A total of $4 \times 10^7$ steps were applied in each FRC simulation and resulting polypeptide conformations were accumulated every $10^5$ steps. Ten independent FRC simulations were performed resulting in a total of 4000 reference conformations for each peptide. This pool of conformations is referred to as the FRC ensemble.
and all members were used in calculating $\Phi$.

### 6.3 Results

#### 6.3.1 Estimating $\Phi$

Our goal is to quantify the degree of conformational heterogeneity given an ensemble of conformations. This requires a method to quantify the degree of similarity between all distinct pairs of conformations within the ensemble. The resultant distribution of pairwise similarity measures is then used to obtain a value for $\Phi$ that reports on the degree of conformational heterogeneity within the ensemble. For a chain of $N$ residues, each conformation $c$ is represented as an $n_d \times 1$ conformational vector $V_c$ where $n_d = \frac{N(N-1)}{2}$, $V_c = \{d_{12}, d_{13}, \ldots, d_{N-1,N}\}$, and each element $d_{ij}$ in $V_c$ represents the spatial distance between a unique pair of residues, $i$ and $j$. For each pair of residues $i$ and $j$, we calculate $d_{ij} = \frac{1}{Z_{ij}} \sum \sum |r^i_m - r^j_n|$. Here, $r^i_m$ and $r^j_n$ denote the position vectors of atoms $m$ and $n$ within residues $i$ and $j$, respectively, and $Z_{ij}$ is the number of unique pairwise inter-atomic distances between the two residues.

To compare a pair of conformations $k$ and $l$, we calculate a pairwise dissimilarity measure $D_{kl} = 1 - \cos(\Omega_{kl})$ where $\cos(\Omega_{kl}) = \frac{V_k \cdot V_l}{|V_k||V_l|}$. An ensemble of conformations produces an ensemble of conformational vectors, $V_1, V_2, \ldots$ etc. These vectors are used to calculate a distribution of conformational dissimilarity values $P(D)$. Examples of these distributions are shown in Figure 6.4. For a given simulation temperature $T$, the first moment of the distribution of dissimilarity values denoted as $\langle D \rangle_T$ provides a suitable measure of the degree of heterogeneity.
within the ensemble. This measure, however, needs calibration in order for it to be used for comparing ensembles across different simulation temperatures or ensembles for different systems. For a given system, the intrinsic conformational properties of amino acids within the sequence place an upper bound on the degree of dissimilarity that is realizable\(^{(65)}\). For example, the intrinsic flexibility of a proline-rich sequence is inherently different from the intrinsic flexibility of a glycine-rich sequence. These differences need to be accounted for and normalized against if we are to compare the degree of conformational heterogeneity between systems.

Furthermore, considerations of chain connectivity might render many of the values for inter-residue distances \(d_{ij}\) to either be invariant or slowly varying as temperature changes. These minor changes to \(d_{ij}\) can mask the true dissimilarity between pairs of conformations. Accordingly, we use a simulation approximation of the Flory random coil (FRC) that is based on the rotational isomeric approximation to calibrate the distribution of dissimilarity values obtained for ensembles of a given system. This is accomplished by calculating the pairwise conformational dissimilarity \(D_{kl}\) between each conformation \(k\) from the ensemble of interest and conformation \(l\) drawn from the ensemble of FRC conformations. The latter ensemble varies depending on the amino acid sequence and remains invariant with temperature. Consequently, for each ensemble corresponding to a given simulation temperature \(T\), we obtain two distributions of dissimilarities \(\text{viz.},\) the distribution of \(D\)-values for pairs of conformations within an ensemble and a distribution of \(D\)-values comparing each conformation to an ensemble of FRC conformations (see Figure 6.4). Averaging over the former yields \(\langle D \rangle_T\) and averaging over the latter, which is an ensemble of ensembles yields \(\langle \langle D \rangle \rangle_{\text{FRC}}\). The values of \(\langle D \rangle_T\) and \(\langle \langle D \rangle \rangle_{\text{FRC}}\) lead to an estimate of the degree of heterogeneity \(\Phi_T\) within the ensemble at temperature \(T\). We first compute the ratio \(\mathcal{H}_T = \langle D \rangle_T / \langle \langle D \rangle \rangle_{\text{FRC}}\) and use it to calculate \(\Phi_T\) using \(\Phi_T = 1 - \mathcal{H}_T\).
Figure 6.4: Sample distributions $P(D)$ for two systems at different temperatures. The panel on the left shows $P(D)$ distributions for NTL9 at three different temperatures. The solid curves represent intra-ensemble $P(D)$ distributions whereas the dashed curves are for comparisons between conformations within an ensemble at temperature $T$ and conformations drawn from the FRC ensemble. The panel on the right shows two sets of similar distributions for the Q$_{56}$ system at three different simulation temperatures.

### 6.3.2 Properties of $\Phi_T$

The parameter $\Phi_T$ is bounded \textit{i.e.}, $0 \leq \Phi_T \leq 1$. This property obtains because $\mathcal{H}_T \leq 1$ and results from the construction of the reference FRC ensemble, which ensures that $\langle D \rangle_T \leq \langle \langle D \rangle \rangle_{\text{FRC}}$. In the FRC model, the conformational partition function for the polypeptide is written as a product of partition functions of independent interaction units. All interactions between non-nearest neighbor residues are ignored while the intrinsic conformational preferences of individual residues are captured in terms of weights for each of the possible rotational isomers. The FRC ensemble therefore represents an intuitive upper bound on conformational
heterogeneity. If the degree of intra-ensemble conformational heterogeneity is akin to the upper bound on heterogeneity expected for an FRC ensemble, then the ratio $H_T \rightarrow 1$ and $\Phi_T \rightarrow 0$, indicating a maximally heterogeneous ensemble. Conversely, for an ensemble of self-similar conformations it follows that, $D_T \rightarrow 0$, $H_T \rightarrow 0$, and $\Phi_T \rightarrow 1$.

### 6.3.3 Assessment of conformational ensembles using $\Phi_T$

Figure 6.5 shows the variation of $\Phi_T$ with temperature for each of the five systems that were introduced in Figure 6.1. For NTL9 and GB1 the unfolding transition is manifest as a transition between a high value for $\Phi_T$ at low temperatures and a low value for $\Phi_T$ at high temperatures and the transition between these two limits is sharp. The slope of transition region quantifies the “rate” of change in the degree of conformational heterogeneity with temperature. In contrast to NTL9 and GB1, the temperature dependence of $\Phi_T$ for $Q_{56}$ is consistent with equivalent degrees of heterogeneity in the high and low temperature regimes. Previous work on polyglutamine led to an estimate of $T_\theta \approx 390$ K for the theta temperature. At $T \approx T_\theta$, chain-chain and chain-solvent interactions are counterbalanced and conformational properties at the theta temperature resemble that of the FRC model. Accordingly, the temperature dependence of $\Phi_T$ for $Q_{56}$ shows a dip and approaches zero near $T_\theta$. Apart from this deviation, the profile of $\Phi_T$ for $Q_{56}$ is consistent with the hypothesis of a disorder-to-disorder transition. When combined with the analysis of $s^2$ or $\rho$, it becomes clear that the polyglutamine system transitions between two classes of disorder viz., a heterogeneous ensemble of compact conformations that maximize the density at low temperatures and a heterogeneous ensemble of expanded conformations that minimize the density at high temperatures.
Figure 6.5: Temperature dependence of $\Phi$ for the five archetypal systems. For systems that undergo globule-to-coil transitions, the values of $\Phi$ are lowest in the vicinity of the theta temperature. This temperature varies based on sequence composition. The fractal nature remains invariant for the polyelectrolyte $R_{56}$, and consequently $\Phi$ remains uniformly high for this system. While $Q_{56}$ goes through a globule-to-coil transition the degree of conformational heterogeneity, as measured by $\Phi$, does not change with temperature, which suggests that this globule-to-coil transition is an example of a disorder-to-disorder transition. NTL9 and GB1 undergo globule-to-coil transitions and these are accompanied by order-to-disorder transitions as shown by the respective profiles for $\Phi$.

The $\Phi_T$ profiles for NTL9 and GB1 also show dips at intermediate temperatures, and again these temperatures can formally be shown to correspond to the theta temperatures for these systems. This identification is useful in light of the recent results of Hofmann et al.$^{(15)}$ They propose that unfolded ensembles under native conditions are equivalent to those accessed by
proteins at theta temperatures. If this proposed equivalence holds up to scrutiny, then the analysis of ensembles generated for temperatures where $\Phi_T \to 0$ should lead to insights regarding unfolded states sampled under folding conditions.

The intrinsically stiff $P_{56}$ system shows a gradual transition of $\Phi_T$ from a high value to a smaller value. As shown previously\(^{(49, 66)}\), the increase in conformational heterogeneity arises mainly due to the increased frequency of generating bends and kinks within polyproline and this is partly due to the increased frequency of sampling cis peptide bonds at higher temperatures. Overall, however, the energy scales that encode chain stiffness in polyproline cannot be overcome by increasing temperature, and the transitions of both $s^2$ and $\Phi_T$ reflect this feature.

The lack of change in $\Phi_T$ with temperature for $R_{56}$ is consistent with the maintenance of chain expansion over the entire temperature range as shown in Figure 6.1. Previous studies have shown that this system adopts expanded conformations whereby the degree of chain expansion exceeds that of self-avoiding random walks\(^{(47)}\). This expansion results from a combination of long-range electrostatic repulsions and favorable solvation of charged sidechains that together give rise to correlated fluctuations and the presence of multiple rod-like segments (stretches of polyproline II helices) within the chain\(^{(67)}\). In this scenario, chain compaction and increased conformational heterogeneity can be realized by screening the electrostatic repulsions in the presence of high concentrations of salt as was shown previously\(^{(47)}\).

The preceding analysis clearly shows that it is insufficient to use $\Phi_T$ or $s^2$ alone to characterize the degree and nature of conformational heterogeneity. In systems such as NTL9 and GB1 the joint use of $s^2$ and $\Phi_T$ highlights the positive coupling between increased conformational heterogeneity and chain expansion. This is consistent with energy landscape
theories that predict strongly funneled landscapes for sequences that fold into well-defined ensembles of self-similar conformations\(^{54}\). Conversely, polyglutamine and polyarginine show limiting behaviors. For polyglutamine, joint use of \(s^2\) and \(\Phi_T\) shows that the globule-to-coil transition observed as temperature increases is consistent with ensembles switching from one class of heterogeneity to another. In the parlance of energy landscape theory, temperature modulates the ruggedness and free energy landscapes. For polyarginine, analysis of the temperature dependence of \(\Phi_T\) alone seems confounding because it suggests a highly ordered system. However, when combined with the temperature dependence of \(s^2\), we obtain a clearer inference regarding the ensembles, which highlights the contributions from electrostatic repulsions and the favorable solvation of charges sidechains that give rise to correlated fluctuations in highly charged systems.

6.3.4 Application of \(\Phi_T\) to assess conformational heterogeneity in IDPs with different secondary structure propensities

Basic region leucine zippers (bZIPS) are modular transcription factors that play key roles in eukaryotic gene regulation\(^{68}\). The basic regions of bZIPS (bZIP-bRs) adopt regular \(\alpha\)-helical conformations when bound to DNA\(^{69}\). Bioinformatics predictions and spectroscopic studies suggest that unbound, monomeric bZIP-bRs are uniformly disordered as autonomous units\(^{70,71}\). This assumption was recently tested through quantitative characterization of the conformational preferences of fifteen different bZIP-bRs\(^{60}\). These were found to have quantifiable preferences for \(\alpha\)-helical conformations in their unbound, monomeric forms. This helicity varies from one bZIP-bR to another despite significant sequence similarity of the DNA binding motifs (DBMs). Analysis of the determinants of helicity revealed that intramolecular interactions between DBMs
and 8-residue segments directly N-terminal to DBMs are the primary modulators of bZIP-bR helicities. The accuracy of this inference was tested in designed chimeras of bZIP-bRs that have either increased or decreased overall helicities. For a given sequence, the helical propensity \( f^{(T)}_{\alpha} \) at temperature \( T \) was calculated using the formula in Equation (1):

\[
f^{(T)}_{\alpha} = \frac{\sum_{i=1}^{N} \left\langle p^{(\alpha)}_i \right\rangle_T}{N}
\]

where \( \left\langle p^{(\alpha)}_i \right\rangle_T = \left( \frac{\sum_{k=1}^{n^{(T)}_{\text{conf.}}} \Theta^i_k}{n^{(T)}_{\text{conf.}}} \right) \)

and \( \Theta^i_k = \begin{cases} 1, & \text{if residue } i \text{ is part of a helical segment in conformation } k \\ 0, & \text{otherwise} \end{cases} \)

In Equation (1), \( N \) denotes the number of residues in a bZIP-bR sequence, \( \left\langle p^{(\alpha)}_i \right\rangle_T \) is the ensemble-averaged percent probability of finding residue \( i \) as part of a helical segment, \( n^{(T)}_{\text{conf.}} \) denotes the number of conformations used for calculating ensemble averages at temperature \( T \), and \( \Theta^i_k \) is a discrete Heaviside function that determines if residue \( i \) is part of an \( \alpha \)-helical segment in conformation \( k \). A \( \alpha \)-helical segment was identified as a stretch that has \textit{at least} seven consecutive residues that carry a DSSP (Define Secondary Structure of Proteins)\(^{72} \) designation of “H”, which implies that these residues are part of a regular, hydrogen-bonded \( \alpha \)-helix. Panel A in Figure 6.6 shows a plot of \( \Phi_T \) against the calculated helicity for seventeen bZIP-bRs that includes thirteen naturally occurring bZIP-bRs and four designed chimeric sequences. The results are shown for \( T=298 \) K.
It is intuitive to expect a strong positive correlation between an increase in $\Phi_T$ and an increase in helical propensity, although it is not clear that there should be a linear dependence of $\Phi_T$ on helical propensity or vice versa. In the interest of simplicity, we quantified the linear correlation between $\Phi_T$ and helical propensity using the Pearson product moment correlation coefficient. We find a value of $r = 5 \times 10^{-4}$ when we use the $\Phi_T$ and $f^{[^{(7)}]}_\alpha$ values for all of the sequences listed in panel (A) of Figure 6.6. However, the situation improves to $r = 0.71$ when we restrict the correlation analysis to eleven out of the seventeen sequences. The outliers are as follows: The bZIP-bR of gcn4 shows high helicity ($\approx 0.6$) and low $\Phi_T$ ($< 0.3$). Conversely, the bZIP-bRs of fra1, fos, and opaque2 as well as the two chimeric bR sequences fos-gcn4, and fos-cys3 have low helicities ($< 0.25$) and higher values of $\Phi_T$ ($> 0.4$). We reasoned that the presence of significant outliers in the correlation analysis comes about because helicity is a probe of local structural propensities. Accordingly, it should follow that the quality of the correlation analysis improves, without discarding outliers, when one considers measures of overall conformational fluctuations. We therefore analyzed the correlation between $\Phi_T$ and the variance of the $R_g$ distributions i.e., $\sigma^2(R_g)$ for each of the seventeen sequences. Here, we expect a negative correlation between $\Phi_T$ and $\sigma^2(R_g)$ because increased conformational heterogeneity should lead to larger fluctuations in chain size and densities. Panel (B) in Figure 6.6 quantifies this negative correlation, which has a Pearson correlation coefficient of $r = -0.63$. This analysis clearly demonstrates the weaknesses inherent to using locally averaged measures of structure because it masks the degree of conformational heterogeneity that can be accommodated within an ensemble despite quantifiable secondary structure contents. In previous work Das et al.\(^{(60)}\) used de novo sequence design to modulate intrinsic helicities of bZIP-bRs. Inasmuch as this effort was geared toward modulating the bias toward or away from $\alpha$-helical conformations adopted by bZIP-bRs.
in their bound states, the current analysis highlights the need to assess the degree of order /
disorder in the ensemble by combining the calculation of helical propensities with an assessment
of $\Phi_T$. This in turn provides information about contributions to heterogeneity without focusing
on a specific conformational preference.
Figure 6.6: Correlations between $\Phi_T$ and measures of local structure versus measures of density fluctuations. Panel (A) plots $\Phi_T$ against $f_{\alpha}^{(r)}$ for $T = 298$ K. The latter is calculated using the DSSP algorithm as described in the main text. The results are shown for seventeen naturally occurring and designed sequences. Results for sequences shown in red cause significant
deviation from linear correlation between $\Phi_T$ and $f_a^{(T)}$. The sequence identities for the bZIP-bRs and chimeras are shown adjacent to each of the symbols. Panel (B) plots $\Phi_T$ against $\sigma^2(R_g)$ for each of the seventeen bZIP-bRs. The color-coding of symbols is identical that of panel (A).

6.4 Discussion

We have introduced a parameter $\Phi_T$ that when combined with measures such as $s^2$ and quantification of local secondary structure preferences helps provide a clearer quantitative assessment of the degree of conformational heterogeneity in ensembles of proteins. We propose that this parameter will prove useful in comparative assessments of conformational heterogeneity of conformational ensembles generated for a single system at different temperatures and solution conditions as well as for different systems under similar conditions. To calculate $\Phi_T$, we relied on three distinct choices namely, (i) the use of conformational vectors where the elements are inter-residue distances extracted from a specific conformation; (ii) the use of the distribution of pairwise projections of these vectors to calculate the degree of intra-ensemble dissimilarity; and (iii) the use of the FRC model to calibrate the degree of heterogeneity. We discussed the advantages of choice (iii) in the main text. Choices (i) and (ii) lead to an assessment of intra-ensemble conformational dissimilarity. Although these choices are distinct, they are not inherently superior to other methods proposed in the literature. For example, we could have calculated all unique pairwise superpositions of conformations based on least squares optimization and used the resultant distribution of root mean squared deviations (RMSDs) as measures of dissimilarities. The computational expense of these calculations increases substantially with increased number of conformations in an ensemble. One could also use the method of projections to compare conformational vectors comprised of backbone dihedral angles.
as elements\(^{(74)}\). We do not find any intrinsic advantages with using dihedral angle based conformational vectors and this could be used interchangeably with inter-residue distance based conformational vectors. Recent efforts have focused on the use of the number of inter-residue contacts \(q\).\(^{(75)}\) Each conformation within the ensemble is annotated by its \(q\)-number and the distributions of \(q\)-numbers \(P(q)\) are analyzed to compare different ensembles to each other. This method, which is analogous to methods used in spin glass theories\(^{(76)}\), can be used in conjunction with \(\Phi_T\). It should be noted that the annotation of conformations by \(q\)-numbers requires the imposition of an \textit{ad hoc} criterion for defining contacts, which causes an inherent loss of information. This is in contrast to the conformational vectors \(V_c\) used in this work.

### 6.4.1 Practical uses for \(\Phi_T\)

The calculation of \(\Phi_T\) is designed with two practical purposes in mind. As noted in the introduction, it is important to have measures of conformational heterogeneity that complement the assessments of ensembles that are obtained by quantification of densities, their fluctuations, and variances in energies. As useful as these parameters are, they can be incomplete as was demonstrated for systems that undergo coil-to-globule transitions without necessarily acquiring an ensemble of self-similar compact structures. In order to understand the mechanisms of coupled folding and binding of IDPs it would be useful to be able to modulate the degree of disorder in the unbound ensemble using \textit{de novo} sequence design. The parameter \(\Phi_T\) helps in this regard because it provides a direct measure of conformational heterogeneity and can be used to guide sequence design in a way that heterogeneity is either decreased (increased \(\Phi_T\)) or increased (decreased \(\Phi_T\)).
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6.6 Conclusions

Conformational heterogeneity is a defining characteristic of intrinsically disordered proteins (IDPs) and denatured states of proteins. Inferences regarding globule versus coil formation can be drawn from analysis of polymeric properties such as average size, shape, and density fluctuations. Here we introduce a new parameter to quantify the degree of conformational heterogeneity within an ensemble and complement polymeric descriptors of densities and density fluctuations. Each conformation in an ensemble is converted into an N-dimensional conformational vector where the elements are inter-residue distances and N is the number of unique distances. Similarity between pairs of conformations is quantified using the projection between the corresponding conformational vectors. An ensemble of conformations yields a distribution of pairwise projections, which are converted into a distribution of pairwise conformational dissimilarities. The first moment of this dissimilarity distribution is normalized against the first moment of the distribution obtained by comparing conformations from the ensemble of interest to conformations drawn from a Flory random coil model. The latter sets an upper bound on conformational heterogeneity thus ensuring that the proposed measure for intra-ensemble heterogeneity is properly calibrated and can be used to compare ensembles for different sequences and across different temperatures. Application of the new parameter to ensembles obtained as a function of temperature for different archetypal systems reveals a spectrum of transitions including order-to-disorder transitions and disorder-to-disorder
transitions. The latter occurs despite clear evidence for reversible coil-to-globule transitions and is realized for specific archetypal IDPs including sequences such as polar tracts. The new measure of conformational heterogeneity will be useful in quantitative studies of coupled folding and binding of IDPs and in de novo sequence design efforts that are geared toward controlling the degree of heterogeneity in unbound forms of IDPs.
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Chapter 7

Summary of contributions and future directions

This dissertation contributes to our understanding of the nature and role of conformational heterogeneity in proteins. Such insights are relevant to understanding protein folding, self-assembly, in addition to regulatory and disease processes. The main contributions can be grouped into three categories. This first affords a complete characterization of the denatured and non-native states of folded or intrinsically disordered proteins. The second describes how conformational heterogeneity facilitates protein aggregation and self-assembly. Lastly, we provide methods to quantify the degree and nature of conformational heterogeneity for protein ensembles and describe novel analysis techniques that bridge simulation results to biophysical measurements. Together, these improvements provide design handles on conformational heterogeneity. Going forward, this allows new areas of investigation focused on the modulation of heterogeneity.

The salient findings described in this work have broad applicability to different areas of biophysics. Chapter 2 describes the computational generation of all-atom resolution denatured state ensembles that provide detailed information and testable hypotheses regarding denatured state interactions. The uniqueness of our approach is that our simulation model does not depend on input from experimental measurements to guide the calculations. These ensembles are not post processed according to ad-hoc filtering criteria and they are generated with no biases other than the underlying ABSINTH Hamiltonian. This has previously proven robust in generating protein ensembles consistent with measured experimental quantities. In our analysis of the NTL9 denatured
state, we find that clusters of hydrophobic residues are responsible for long-range interactions in the denatured state and we posit these interactions prevent deleterious interactions that may result in misfolding or aggregation. It is likely these interactions are present in the denatured state ensembles of other folded proteins as well, which suggests they play a role in modulating the barriers, rates, and pathways involved in protein folding. Another interesting and hopefully not overlooked point is that satisfaction of good solvent chain scaling behavior is compatible with long-range attractive interactions and this explains observed deviations from predictions made by excluded volume or worm like chain models of denatured states. Identification of the nature of these interactions allows one to propose sequence mutants that alter the stability of the denatured state. Since this is thermodynamically linked to the stability of the folded state, we have a new tool that allows tuning of the stability of folded proteins. This circumvents analysis of native state interactions alone, which could be a limiting prospect in the absence of structural data. Chapter 3 shows that intramolecular disorder-to-order transitions are not required to for intermolecular associations and aggregation of polyglutamine and polyglutamine-rich proteins. The lag-times associated with nucleated conformational conversions to β-sheet rich fibrils are due to the slow dynamics of reptating chains in the middle of large clusters of molecules. Chapter 4 titrates the role of sequence context in modulating conformational heterogeneity and how this directs the self-assembly of glutamine and asparagine rich protein aggregates. Molecules with an increased fraction of glutamine residues are enriched in heterogeneity. Such results are consistent with the destabilizing effect imparted by polyglutamine expansions on their host proteins as they have a locally denaturing effect. This increased heterogeneity for
glutamine-rich constructs drives the formation of smaller oligomers that are coincident with an increase in toxicity to yeast cultures. The shorter asparagine sidechain reduces conformational heterogeneity and promotes β-hairpin turn formation. This results in ordered self-templating amyloid aggregates that were benign. This provides further support for the toxic oligomer hypothesis, whereby the promiscuity of interactions seen with polyglutamine-rich soluble oligomers allows for deleterious interactions with unintended partners. Polyglutamine stretches play a role in several transcriptional regulatory pathways and their disruption is an obvious route to toxicity. Chapter 5 shows that conformational heterogeneity and therefore intermolecular associations can be modified by naturally occurring flanking sequences that flank polyglutamine expansions associated with several neurodegenerative disorders. This provides a therapeutic route to prevent intermolecular associations that could be repurposed to slow the onset of neuronal damage. Another prospect from this chapter is that it provides a framework that makes use of all atom simulation data from of monomers, dimers, and (at a later date) trimers, to develop coarse-grained pair potentials for aggregating molecules. This allows one to account for flanking-sequence effects and molecular deformations that determine the size and shape preferences of aggregation intermediates and their role in shaping the aggregation mechanism. Chapter 6 provides a numerical measure for conformational heterogeneity in a protein conformational ensemble that we refer to as Φ. This measure is able to distinguish between systems that strongly couple their unfolding-folding transitions with coil-to-globule transitions and those systems that undergo coil-to-globule transitions with no evidence of acquiring an ensemble of self-similar conformations upon collapse.