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1. Introduction. The Cholesky downdating problem considered in this note is: given an upper triangular matrix $R \in \mathbb{R}^{n \times n}$ and a vector $x \in \mathbb{R}^n$ such that $R^T R - xx^T$ is positive definite, find an upper triangular matrix $U$ such that

$$U^T U = R^T R - xx^T.$$ 

By our assumption of positive definiteness, $U$ exists and is unique up to the signs of its diagonal elements (Golub and van Loan [7]).

The Cholesky downdating problem is closely related to that of downdating a QR factorization. To show this, let

$$A = \begin{bmatrix} x^T \\ \tilde{A} \end{bmatrix} = Q \begin{bmatrix} R \\ O \end{bmatrix},$$

where $A \in \mathbb{R}^{m \times n}$, $m > n$ and $Q \in \mathbb{R}^{m \times m}$ is an orthogonal matrix. The problem is to find an orthogonal matrix $\tilde{Q} \in \mathbb{R}^{(m-1) \times (m-1)}$ such that

$$\tilde{A} = \tilde{Q} \begin{bmatrix} U^T \\ O \end{bmatrix}.$$

Thus we have

$$R^T R = A^T A = xx^T + \tilde{A}^T \tilde{A} = xx^T + U^T U$$

which is precisely the Cholesky downdating problem described previously.

The problem of downdating a QR factorization occurs for example when an observation (such as an outlier) is deleted from a regression. An algorithm for computing $\tilde{Q}$ and $U$ has been described by Gill, Golub, Murray and Saunders [5] and it is not difficult to show that the algorithm is backward stable in the classical sense (Wilkinson [10]). This rather satisfactory state of affairs is due to the fact that we know precisely
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which row (in our case, the first row $x^T$) of $A$ is to be deleted. However, this is not
the case when downdating the Cholesky factorization. Here $x^T$ may bear no relation
to rows of $R$ and the only requirement is that the matrix $R^T R - xx^T$ is positive definite.
Thus, the best we can expect when computations are performed with finite precision
is that the computed $U$ is the exact Cholesky factor of $\tilde{R}^T \tilde{R} - \tilde{x} \tilde{x}^T$ where $\tilde{R}$ and $\tilde{x}$ are
close to $R$ and $x$, respectively. However, Stewart [9] has shown that under certain
circumstances, small perturbations in $R$ and $x$ may lead to large perturbations in $U$.
Thus, we do not recommend that algorithms based on downdating Cholesky factors
(as described in the present note) be used to downdate the triangular factor in the $QR$
decomposition.

Nevertheless, the Cholesky downdating problem is important in its own right. Let $B$
be a positive definite matrix for which a Cholesky factorization has been obtained,
that is

$$B = R^T R.$$  

Now suppose we wish to compute the Cholesky factors of the positive definite matrix

$$\tilde{B} = B - xx^T = U^T U.$$ 

Then,

$$U^T U = R^T R - xx^T.$$ 

This occurs quite often as a subproblem when a positive definite matrix is perturbed
by a matrix of low rank. Often the problem can be solved by a sequence of rank-1
updates followed by a sequence of rank-1 downdates. Such a situation occurs, for
example, in structural problems when elements are added and deleted from a design
(see for example, Argyris and Roy [1]). For another application of Cholesky downdating,
see Bojanczyk, Brent and de Hoog [3].

In § 2a, we describe a method implemented in the LINPACK package, “Algorithm
A,” as analyzed by Stewart [9]. In § 2b we describe a recursive method, “Algorithm B,”
which has some computational advantages over Algorithm A but does not have
comparable stability properties. The recursive algorithm is then modified in § 2c so
that its stability properties are improved. The resulting algorithm will be called
“Algorithm C.”

The main results of this note are given in § 3, where we present an error analysis
of Algorithms B and C. In particular, we show that Algorithm C is not stable in the
classical sense but does satisfy a “mixed” error bound which shows that it gives forward
errors of the same order as an algorithm which is backward stable in the classical
sense. A similar result was obtained by Stewart [9] for Algorithm A. The best error
bounds which could be obtained for Algorithm B depend on the data and can be arbitrarily
large, from which we conclude that it is probably numerically unstable.

In § 4 we show that Algorithms B and C are preferable to Algorithm A from the
point of view of computational complexity, as they require about 20 percent fewer
floating point multiplications ($2n^2 + O(n)$ versus $5n^2/2 + O(n)$). We also show that
Algorithms B and C are more readily implemented on parallel or vector computers
than is Algorithm A. Finally, in § 5 some numerical results verifying our stability
analysis are presented.

To summarize, Algorithm C appears the best overall, since it is faster than
Algorithm A and more stable than Algorithm B.
2. Three different approaches. In this section we compare and relate three different approaches that can be used for solving the downdating problem.

2a. The LINPACK method (Algorithm A). This method is the one implemented in the LINPACK package and is described by Stewart in [9]. A sequence of \((n+1)\times (n+1)\) Givens rotations of the form

\[
J_k = \begin{bmatrix}
\cos \Theta_k & 0 & \cdots & 0 & \sin \Theta_k & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-sin \Theta_k & 0 & \cdots & 0 & \cos \Theta_k & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & 1 \\
\end{bmatrix} \leftarrow \text{\(k+1\)st row}
\]

with \(k = 1, \cdots, n\) are used to compute \(U\) via the relationship

\[
J_1 \cdots J_n \begin{bmatrix}
O^T \\
R
\end{bmatrix} = \begin{bmatrix}
x^T \\
U
\end{bmatrix},
\]

and since \(J_1, \cdots, J_n\) are orthogonal matrices, it is easy to verify that

\[
R^TR = xx^T + U^TU.
\]

Although the right-hand side of (2.1) will always be an upper Hessenberg matrix, we clearly require some restrictions on \(J_1, \cdots, J_n\) to ensure that the first row is indeed the required \(x^T\). Let

\[
J_n^T \cdots J_1^T e_1 = q = \begin{bmatrix}
\alpha \\
a
\end{bmatrix},
\]

where \(e_1 = (1, 0, \cdots, 0)^T\). Then, from (2.1),

\[
a^T R = e_1^T J_1 \cdots J_n \begin{bmatrix}
O^T \\
R
\end{bmatrix} = x^T.
\]

Thus we must have

\[
R^T a = x
\]

and

\[
\alpha^2 = 1 - a^T a.
\]

We note that a necessary and sufficient condition for \(R^T R - xx^T\) to be positive definite is \(\alpha^2 > 0\).

The basic steps in the algorithm are therefore as follows. First the \(n\)-vector \(a\) is obtained by forward substitution from (2.3) and \(\alpha\) is calculated from (2.4) (the sign of \(\alpha\) is immaterial and the positive root of (2.4) is usually taken). Givens rotations \(J_1, \cdots, J_n\) satisfying

\[
J_1 \cdots J_n q = e_1
\]
are constructed and \( U \) is then calculated from (2.1). Note that Algorithm A modifies the rows of \( R \) from bottom to top, whereas Algorithms B and C (described below) process them from top to bottom.

The algorithm has been analysed by Stewart [9] and his error analysis is summarised in § 3. Roughly speaking, the algorithm performs as well as can be expected given the potentially ill-conditioned nature of the downdating problem. However, as discussed in § 4, the algorithm is not particularly well suited to parallel implementation, with the main problem being that the forward substitution (2.3) needs to be completed before the calculation of (2.1) can commence.

2b. A recursive method (Algorithm B). We now describe another standard algorithm for downdating which may be found for example in Lawson and Hanson [8]. Although we derive the method from the previous algorithm to show the close connection between them, the usual derivation is based on completely different ideas.

We begin by rewriting (2.1) as

\[
\begin{bmatrix}
O^T \\
R^T
\end{bmatrix} = J^T_x \cdots J^T_{x_j} \begin{bmatrix}
x^T \\
U
\end{bmatrix}
\]

and define

\[
\begin{bmatrix}
(x^{(k)})^T \\
R^{(k)}
\end{bmatrix} := J^T_x \cdots J^T_{x_j} \begin{bmatrix}
x^T \\
U
\end{bmatrix}, \quad k = 0, 1, \ldots, n,
\]

where we have used the convention that \( J^T_x \cdots J^T_{x_j} \) is the identity when \( k = 0 \). It is easy to verify that \( x^{(0)} = x \), \( R^{(0)} = U \), \( x^{(n)} = 0 \) and \( R^{(n)} = R \). Furthermore, the first \( k \) components of \( x^{(k)} \) are zeros and the first \( k \) rows of \( R^{(k)} \) and \( R \) are the same as are the last \( n - k \) rows of \( R^{(k)} \) and \( U \). From (2.5) and (2.6),

\[
\begin{bmatrix}
(x^{(k)})^T \\
R^{(k-1)}
\end{bmatrix} = J^T_x \begin{bmatrix}
(x^{(k-1)})^T \\
R^{(k-1)}
\end{bmatrix}, \quad k = 1, \ldots, n,
\]

which can be shown to be equivalent to

\[
\begin{bmatrix}
(x^{(k)})^T \\
R^{(k-1)}
\end{bmatrix} = S_k \begin{bmatrix}
(x^{(k-1)})^T \\
R^{(k)}
\end{bmatrix}, \quad k = 1, \ldots, n,
\]

where

\[
S_k = \begin{bmatrix}
\sec \Theta_k & 0 & \cdots & 0 & -\tan \Theta_k & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
-\tan \Theta_k & 0 & \cdots & 0 & \sec \Theta_k & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & 1
\end{bmatrix}
\]

\((k+1)^{st} \text{ row})

\((k+1)^{st} \text{ col})

From (2.2), \( \cos^2 \Theta_k \geq \alpha^2 \), \( k = 1, \ldots, n \) and hence \( S_k, k = 1, \ldots, n \) are well defined.

To see that (2.8) forms the basis of a recursive algorithm to compute \( U \), let us focus attention on the first and \((k+1)^{st}\) rows of (2.8). As noted previously, the \( k^{th} \)
row of $R^{(k)}$ is the same as the $k$th row of $R$ and is therefore known. Let us suppose that in the $k$th step we also know $x^{(k-1)}$. The role played by $\Theta_k$ in $S_k$ (or equivalently $J_k$) is to ensure that the $k$th component of $x^{(k)}$ is zero. This can be achieved by setting

\begin{equation}
\cos \Theta_k = \frac{r_{kk}^2 - (x^{(k-1)}_k)^2}{r_{kk}}^{1/2}
\end{equation}

and

\begin{equation}
\sin \Theta_k = \frac{x^{(k-1)}_k}{r_{kk}}
\end{equation}

We now calculate $x^{(k)}$ and the $k$th row of $U$ (or equivalently the $k$th row of $R^{(k-1)}$) from (2.8) as

\begin{equation}
x^{(k)}_j = \frac{(x^{(k-1)}_j - r_{kj} \sin \Theta_k)}{\cos \Theta_k}, \quad j = k + 1, \ldots, n
\end{equation}

and

\begin{equation}
u_{kk} = \left(\frac{r_{kk}^2 - (x^{(k-1)}_k)^2}{r_{kk}}\right)^{1/2}
\end{equation}

\begin{equation}
u_{kj} = \frac{(-x^{(k-1)}_j \sin \Theta_k + r_{kj})}{\cos \Theta_k}, \quad j = k + 1, \ldots, n.
\end{equation}

Since $x^{(0)} = x$ is known, the relations (2.9), (2.10) yield a recursive method for calculating $U$.

Using (2.8), it can be shown that

\[
\begin{bmatrix}
O^T \\
U
\end{bmatrix} = S_n \cdots S_1 \begin{bmatrix}
x^T \\
R
\end{bmatrix}
\]

and it is easy to verify that $S_k, \ k = 1, \ldots, n$ are $\Sigma$-unitary with

\[
\Sigma = \begin{bmatrix}
-1 & O^T \\
O & I
\end{bmatrix}
\]

where a matrix $A$ is $\Sigma$-unitary iff

\[A^T \Sigma A = \Sigma.
\]

The product

\[S := S_n \cdots S_1
\]

is also $\Sigma$-unitary and hence

\[U^T U = [O|U^T] \Sigma \begin{bmatrix}
O^T \\
U
\end{bmatrix} = [x|R^T] S^T \Sigma S \begin{bmatrix}
x^T \\
R
\end{bmatrix},
\]

which is an independent verification that $U$ is the required Cholesky factor. Thus, the method can be regarded as that of finding a product of planar $\Sigma$-unitary transformations to reduce $[x|R^T]^T$ to $[O|U^T]^T$ in the same way that Givens rotations are used to reduce the matrix in the updating problem (see for example Gill, Golub, Murray and Saunders [5]).

The recursive method has a number of advantages over Algorithm A. Since there is no forward substitution phase, the operation count is somewhat less. In addition the algorithm is quite well suited to parallel implementation. However, the error analysis in $\S$ 3 indicates that the stability properties of the method are substantially inferior to those of Algorithm A.

2c. A modified recursive algorithm (Algorithm C). It turns out that Algorithm B can be modified so that its stability properties are substantially improved.
At the \( k \)th step, consider the \((k+1)\)st row of (2.7). In component form, this can be rewritten as

\[(2.11a) \quad u_{kk} = (r_{kk}^2 - (x_k^{(k-1)})^2)^{1/2},\]
\[(2.11b) \quad u_{kj} = (-x_j^{(k-1)} \sin \theta_k + r_{kj}) / \cos \theta_k, \quad j = k+1, \cdots, n,\]

where \( \cos \theta_k \) and \( \sin \theta_k \) have been calculated using (2.9a) and (2.9b), respectively. Now, consider the first row of (2.7) and rewrite it as

\[(2.11c) \quad x_j^{(k)} = \cos \theta_k x_j^{(k-1)} - \sin \theta_k u_{kj}, \quad j = k+1, \cdots, n.\]

This is clearly a well defined calculation as \( u_{kj}, j = k+1, \cdots, n \) have already been calculated via (2.11b).

Thus, (2.9) and (2.11) form the basis of an algorithm for calculating \( U \) which differs only slightly from Algorithm B. However, as we shall see in §3, this small modification enables us to establish stability estimates that are comparable to those for Algorithm A. In addition, we still retain all of the desirable features of Algorithm B.

3. Error analysis. We denote quantities stored in the computer with a tilde. In addition, \( \varepsilon \) is the relative precision of the machine considered and terms of order \( \varepsilon^2 \) are neglected.

3a. Algorithm A. An error analysis of this method is to be found in [9]. It is shown there that there exists an exactly orthogonal matrix \( \tilde{Q} \) (which is not computed) such that

\[(3.1) \quad \tilde{Q} \begin{bmatrix} O^T \\ R \end{bmatrix} = \begin{bmatrix} x^T + \Delta x^T \\ \tilde{U} + \Delta \tilde{U} \end{bmatrix},\]

where

\[(3.2) \quad \| \Delta \tilde{U} \|_2 \leq 6 n \varepsilon \| [R]_2,\]
\[(3.3) \quad | \Delta x_i | \leq \left[ \frac{(13 n + 5)}{2} + (i + 2) \right] \varepsilon \| [R]_2.\]

Here we use \( [ ]_i \) to denote the \( i \)th column of a matrix. From this, one easily obtains a bound for the total error matrix,

\[(3.4) \quad \left\| \begin{bmatrix} \Delta x^T \\ \Delta \tilde{U} \end{bmatrix} \right\|_F \leq [n^2/2 + 9 n \sqrt{n} + O(n)] \varepsilon \| R \|_F.\]

Notice that errors are not only superimposed on the data—\( R \) and \( x \) in this case—but also on the result \( \tilde{U} \). Hence, the bound (3.4) does not guarantee forward or backward stability of the algorithm, but rather proves what could be called "mixed" stability. As argued in [9], the forward part of the error, \( \Delta \tilde{U} \), is in fact unimportant since the "true" forward error \( (\tilde{U} - U) \) is usually much larger and mainly depends on \( \Delta x \), the backward part of the error in (3.1). The result of mixed stability is thus as satisfactory in practice as backward stability since error bounds in both cases are comparable.

3b. Algorithm B. The error analysis of this method depends on how it is implemented. We therefore write the order of computations for one step, which, without loss of generality, can be the first step as given in (2.9), (2.10).

Let us denote the elements of the rows involved in this step as follows:

\[(3.5) \quad 1/(c_1) \begin{bmatrix} 1 & -s_1 & x_1^{(1)} & x_2^{(1)} & \cdots & x_n^{(1)} \\ s_1 & 1 & r_{11} & r_{12} & \cdots & r_{1n} \end{bmatrix} = \begin{bmatrix} 0 & x_2^{(1)} & \cdots & x_n^{(1)} \\ u_{11} & u_{12} & \cdots & u_{1n} \end{bmatrix}.\]
Now the operations are performed in the following order (where we use the \( \text{fl}(\cdot) \) notation of Wilkinson [10]):

\[
\begin{align*}
\tilde{u}_{i1} &= \text{fl}(\sqrt{(r_{i1} - x_i^{(0)})(r_{i1} + x_i^{(0)})}), \\
\tilde{c}_i &= \text{fl}(\tilde{u}_{i1}/r_{i1}), \\
\tilde{s}_i &= \text{fl}(x_i^{(0)}/r_{i1}), \\
\tilde{u}_{i1} &= \text{fl}((r_{i1} - \tilde{s}_i x_i^{(0)})/\tilde{c}_i), \\
\tilde{x}_i^{(1)} &= \text{fl}((x_i^{(0)} - \tilde{s}_i r_{i1})/\tilde{c}_i) \quad \text{for } i = 2, \ldots, n.
\end{align*}
\]

In the Appendix we show that for this implementation of (3.5), the following equality holds,

\[
1/\epsilon_1 \begin{bmatrix} 1 & -s_i \\ -s_i & 1 \end{bmatrix} \begin{bmatrix} x_i^{(0)} + \Delta x_i^{(0)} \\ r_{i1} + \Delta r_{i1} \end{bmatrix} = \begin{bmatrix} \bar{x}_i^{(1)} \\ \bar{u}_{i1} \end{bmatrix},
\]

where

\[
\left\| \begin{bmatrix} \Delta x_i^{(0)} \\ \Delta r_{i1} \end{bmatrix} \right\|_2 \leq (8\epsilon/|c_i|) \left\| \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{i1} \end{bmatrix} \right\|_2.
\]

If we rewrite (3.7) as

\[
1/\epsilon_1 \begin{bmatrix} 1 & -s_i \\ -s_i & 1 \end{bmatrix} \begin{bmatrix} x_i^{(0)} + \Delta x_i^{(0)} \\ r_{i1} + \Delta r_{i1} \end{bmatrix} = \begin{bmatrix} \bar{x}_i^{(1)} \\ \bar{u}_{i1} + \Delta \tilde{u}_{i1} \end{bmatrix},
\]

then for the mixed error one obtains (see the Appendix),

\[
\left\| \begin{bmatrix} \Delta x_i^{(0)} \\ \Delta \tilde{u}_{i1} \end{bmatrix} \right\|_2 \leq (8(1 + |s_i|)\epsilon/|c_i|) \left\| \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{i1} \end{bmatrix} \right\|_2.
\]

Since this 2-vector is now a subcolumn of the \( i \)-th column of the matrix \( [x, \tilde{U}^T]^T \), we have

\[
J_i^T \begin{bmatrix} x^T + \Delta^{(1)}X^T \\ \tilde{U} + \Delta^{(1)}\tilde{U} \end{bmatrix} = \begin{bmatrix} (\tilde{x}^{(1)})^T \\ \tilde{R}^{(1)} \end{bmatrix}
\]

with \( J_i \) exactly orthogonal and

\[
\left\| \begin{bmatrix} \Delta^{(1)}X^T \\ \Delta^{(1)}\tilde{U} \end{bmatrix} \right\|_2 \leq (8(1 + |s_i|)\epsilon/|c_i|)\|R\|_2,
\]

since the \( i \)-th columns of \( R \) and \([x, \tilde{U}^T]^T \) have the same norms.

Errors in the subsequent step are similarly bounded in terms of the deflated problem \([\tilde{x}^{(1)}, (R^{(1)})^T]^T \). Because corresponding columns in (3.11) are related by an orthogonal transformation, the errors of step 2 can be mapped backwards onto \([x, \tilde{U}^T]^T \) without altering their norms. (This would not have been possible if we had used backward errors as in (3.7), (3.8)). This now gives

\[
J_i^T J_i^T \begin{bmatrix} x^T + \Delta^{(1)}X^T + \Delta^{(2)}X^T \\ \tilde{U} + \Delta^{(1)}\tilde{U} + \Delta^{(2)}\tilde{U} \end{bmatrix} = \begin{bmatrix} (\tilde{x}^{(2)})^T \\ \tilde{R}^{(2)} \end{bmatrix},
\]

where

\[
\left\| \begin{bmatrix} \Delta^{(1)}X^T + \Delta^{(2)}X^T \\ \Delta^{(1)}\tilde{U} + \Delta^{(2)}\tilde{U} \end{bmatrix} \right\|_2 \leq 8[(1 + |s_i|)/|c_i| + (1 + |s_2|)/|c_2|] \epsilon \|R\|_2
\]
for all columns $i$ except the first one (since that one is not affected anymore). By induction we finally have

$$J_n^T \cdots J_1^T \left[ x^T + \Delta x^T \right] \tilde{U} + \Delta \tilde{U} \right] = \begin{bmatrix} O^T \\ R \end{bmatrix},$$

where $\Delta \tilde{U} = \sum_{i=1}^{n} \Delta^{(i)} \tilde{U}$ and $\Delta x = \sum_{i=1}^{n} \Delta^{(i)} x$ are bounded columnwise by

$$\left\| \begin{bmatrix} \Delta x^T \\ \Delta \tilde{U} \end{bmatrix} \right\|_2 \leq 8 i \max_{i \leq j \leq i} \left\{ \left( 1 + |s_i| / |c_j| \right) \delta \left\| [R]_i \right\|_2 \right\},$$

which is significantly worse than (3.3) and problem dependent. For the total error we obtain

$$\left\| \begin{bmatrix} \Delta x^T \\ \Delta \tilde{U} \end{bmatrix} \right\|_F \leq 5 n \sqrt{n} \max_{i \leq j \leq n} \left\{ \left( 1 + |s_i| / |c_j| \right) \delta \left\| [R]_i \right\|_F \right\}.$$  

3c. Algorithm C. Since this method is essentially a rearrangement of the previous method, one might expect similar bounds for the numerical errors, but this is not the case because operations are performed in a different order.

Let us again denote the elements of the rows involved in step 1 as

$$\begin{bmatrix} c_1 & -s_1 \\ s_1 & c_1 \end{bmatrix} \begin{bmatrix} x_1^{(0)} \\ x_2^{(0)} \\ \vdots \\ x_n^{(0)} \end{bmatrix} = \begin{bmatrix} 0 \\ x_2^{(1)} \\ \vdots \\ x_n^{(1)} \end{bmatrix},$$

then $c_i, s_i$ and $u_{ij}, x_j^{(i)}$ are constructed as follows:

$$\tilde{u}_{11} = \text{fl}(\sqrt{(r_{11} - x_1^{(0)})(r_{11} + x_1^{(0)})}),$$
$$\tilde{c}_1 = \text{fl}(\tilde{u}_{11}/r_{11}),$$
$$\tilde{s}_1 = \text{fl}(x_1^{(0)}/r_{11}),$$
$$\tilde{u}_{1i} = \text{fl}((r_{1i} - \tilde{s}_1 x_1^{(0)})/\tilde{c}_1),$$
$$\tilde{x}_i^{(1)} = \text{fl}(\tilde{c}_1 x_1^{(0)} - \tilde{s}_1 \tilde{u}_{1i}) \quad \text{for } i = 2, \ldots, n.$$

The only difference between this algorithm and the previous one is in the computation of $\tilde{x}_i^{(1)}$. This single difference allows us to obtain the following bound for the mixed error vector (see the Appendix):

$$\left\| \begin{bmatrix} \Delta x_i^{(0)} \\ \Delta \tilde{u}_{1i} \end{bmatrix} \right\|_2 \leq 6.25 \varepsilon \left\| \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{1i} \end{bmatrix} \right\|_2.$$  

Using this, we find by induction that

$$\left\| \begin{bmatrix} \Delta x^T \\ \Delta \tilde{U} \end{bmatrix} \right\|_2 \leq 6.25 \varepsilon \left\| [R]_i \right\|_2$$

and for the total error matrix

$$\left\| \begin{bmatrix} \Delta x^T \\ \Delta \tilde{U} \end{bmatrix} \right\|_F \leq 4 n \sqrt{n} \varepsilon \left\| [R]_i \right\|_F$$

which compares favourably with the two previous methods (see (3.4) and (3.16)).

4. Complexity. Here we compare the computational efficiency of the different methods and comment on the possibility of implementing them in parallel.

4a. The LINPACK method. The method first constructs the vector $q$ which has length $n + 1$ and is given by (2.2) and (2.3). This construction is a forward substitution
process for the triangular system (2.2) and requires \( n^2/2 + O(n) \) multiplications. Next
the elementary rotations \( J_i, i = n, n - 1, \ldots, 1 \), are applied to \( q \) and the matrix \( [O, R^T]^T \).
Because of the triangular shape of \( R \), this requires \( 2n^3 + O(n) \) multiplications giving
a total operation count of

\[
2.5n^2 + O(n)
\]

multiplications. This operation count can be reduced by using modified Givens rotations
instead of plane rotations (see [4]), or by using an LDL\( ^T \) version of the method (see
[6]).

Both stages of the algorithm can be parallelized; the first stage, the back substitu-
tion, in \( 2n \) parallel steps using \( n \) processors and the second stage in \( 2(n + 1) \) parallel
steps using \( n + 1 \) processors. The computation of \( \alpha \) is performed while \( \mathbf{a} \) is being
constructed and thus requires only one additional step for the square root. It is this
computation of \( \alpha \) that separates both stages in the method and prevents any concurrency
between both stages. In total \( (n + 1) \) processors and \( 4(n + 1) \) parallel steps are required.

4b. The recursive Algorithms B and C. Here in each step one essentially constructs
an elementary rotation \( J_k \) (or equivalently \( S_k \)) and applies it to determine \( x^{(k)} \)
and the \( k \)th row of \( U \) from \( x^{(k-1)} \) and the \( k \)th row of \( R \). This is easily seen to require \( 4(n - i + 1) \)
multiplications for each transformation \( J_k \) or \( S_k \), resulting in an operation count of

\[
2n^2 + O(n)
\]
multiplications for the whole process.
Parallel implementation of these methods would require \( n \) processors and \( 2n \) steps
which compares favourably with the LINPACK method. Notice also that by using
modified elementary rotations [4] or modified \( \Sigma \)-orthogonal transformations, the work
could be reduced and square roots could be avoided.

5. Numerical results. The results of Stewart [9] on the conditioning of the down-
dating problem show that we cannot expect that \( \tilde{U} \), the calculated factor, will be close
to \( U \). However a mixed stability result of the form

\[
R^T R - (x + \Delta x)(x + \Delta x)^T = (\tilde{U} + \Delta \tilde{U})(\tilde{U} + \Delta \tilde{U})^T
\]

where \( \Delta x \) and \( \Delta \tilde{U} \) are small does ensure that

\[
R^T R - xx^T = \tilde{U} \tilde{U}^T + E
\]

where \( E \) is small. To demonstrate the superior stability properties of Algorithms A and
C over Algorithm B, we have computed the quantity

\[
\frac{\|R^T R - xx^T - \tilde{U} \tilde{U}^T\|_F}{\|U^T U\|_F}
\]

for the problem

\[
R = \begin{bmatrix}
1 & \sin(\theta/2) \\
0 & \sqrt{2} \cos(\theta/2)
\end{bmatrix}, \quad x = \begin{bmatrix}
\sin \theta \\
\cos(\theta/2)
\end{bmatrix},
\]

which has the solution

\[
U = \begin{bmatrix}
\cos \theta & -\sin(\theta/2) \\
0 & \cos(\theta/2)
\end{bmatrix}.
\]

Results obtained on a Macintosh which has working accuracy of between 7 and 8
significant digits are tabulated in Table 1 for \( \cos \theta = 2^{-k}, k = 3, 6, 9, 12. \)
The numerical results are consistent with the stability analysis of §3 and clearly demonstrate the superior stability properties of Algorithms A and C.

Appendix. Here we derive the bounds (3.8), (3.10) and (3.20) for the numerical errors incurred in (3.6) and (3.19).

Let us denote by δₖ and εₖ quantities that are smaller in absolute value than ε, the relative precision of the machine used. Then we have, according to Wilkinson [10]:

(A.1) \[ \check{u}_{11} = \sqrt{[(r_{11} - x_i^{(0)})/(1 + \delta_{11})](1 + \delta_{11})/(1 + \delta_{11})}(1 + \delta_{11}) = u_{11}(1 + 2.5\varepsilon_1), \]

(A.2) \[ \check{c}_i = (\check{u}_{11}/r_{11})(1 + \delta_{11}) = (u_{11}/r_{11})(1 + 3.5\varepsilon_2) = c_i(1 + 3.5\varepsilon_2), \]

(A.3) \[ \check{s}_i = (x_i^{(0)}/r_{11})(1 + \delta_{11}) = (x_i^{(0)}/r_{11})(1 + \varepsilon_3) = s_i(1 + \varepsilon_3), \]

and for each i,

(A.4) \[ \check{x}_i^{(1)} = [x_i^{(0)} - \check{s}_i r_{11}(1 + \delta_{11})] / [\check{c}_i(1 + \delta_{12})] = [x_i^{(0)} - \check{s}_i r_{11}(1 + \varepsilon_4)] / [\check{c}_i(1 + 2\varepsilon_5)], \]

(A.5) \[ \check{u}_{11} = [r_{11} - \check{s}_i x_i^{(0)}(1 + \delta_{11})] / [\check{c}_i(1 + \delta_{12})] = [r_{11} - \check{s}_i x_i^{(0)}(1 + \varepsilon_4)] / [\check{c}_i(1 + 2\varepsilon_5)]. \]

Multiplying these with their respective denominators yields

(A.6) \[ x_i^{(0)} = \check{s}_i r_{11}(1 + \varepsilon_4) + \check{x}_i^{(1)} \check{c}_i(1 + 2\varepsilon_5), \]

\[ r_{11} = \check{s}_i x_i^{(0)}(1 + \varepsilon_4) + \check{u}_{11} \check{c}_i(1 + 2\varepsilon_5). \]

Using (A.2) and (A.3), we finally obtain

(A.7) \[ x_i^{(0)} - s_i r_{11} = c_i \check{x}_i^{(1)} + 2\varepsilon_8 s_i r_{11} + 5.5\varepsilon_9 \check{x}_i^{(1)} c_i, \]

\[ r_{11} - s_i x_i^{(0)} = c_i \check{u}_{11} + 2\varepsilon_10 s_i x_i^{(0)} + 5.5\varepsilon_11 c_i \check{u}_{11}. \]

or

(A.8) \[ 1/c_i \begin{bmatrix} 1 & -s_i \\ -s_i & 1 \end{bmatrix} \begin{bmatrix} x_i^{(0)} \\ r_{11} \end{bmatrix} = \begin{bmatrix} \check{x}_i^{(1)} + \Delta \check{x}_i^{(1)} \\ \check{u}_{11} + \Delta \check{u}_{11} \end{bmatrix} = \begin{bmatrix} \check{x}_i^{(1)} + 2\varepsilon_8 s_i r_{11} + 5.5\varepsilon_9 \check{x}_i^{(1)} \\ \check{u}_{11} + 2\varepsilon_10 s_i x_i^{(0)} + 5.5\varepsilon_11 \check{u}_{11} \end{bmatrix}. \]

Identifying the error terms in the right-hand side with the vector \([\Delta \check{x}_i^{(1)}, \Delta \check{u}_{11}]^T\) we then obtain from the Cauchy–Schwarz inequality the bounds

(A.9) \[ |\Delta \check{x}_i^{(1)}| \leq (1/c_i) \left\| \begin{bmatrix} 5.5\varepsilon_9 \check{x}_i^{(1)} \\ 2\varepsilon_8 r_{11} \end{bmatrix} \right\|_2 \leq (5.5\varepsilon_9/c_i) \left\| \begin{bmatrix} \check{x}_i^{(1)} \\ r_{11} \end{bmatrix} \right\|_2, \]

\[ = (5.5\varepsilon_9/c_i) \left\| \begin{bmatrix} \varepsilon_8 \check{x}_i^{(0)} \\ \check{u}_{11} \end{bmatrix} \right\|_2 + O(\varepsilon^2), \]

\[ |\Delta \check{u}_{11}| \leq (1/c_i) \left\| \begin{bmatrix} 2\varepsilon_10 x_i^{(0)} \\ 5.5\varepsilon_11 \check{u}_{11} \end{bmatrix} \right\|_2 \leq (5.5\varepsilon_11/c_i) \left\| \begin{bmatrix} \check{x}_i^{(0)} \\ \check{u}_{11} \end{bmatrix} \right\|_2. \]
and subsequently,

\[ \begin{bmatrix} \Delta x_i^{(1)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} \leq \begin{bmatrix} \Delta x_i^{(0)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} \leq \begin{bmatrix} 5.5 \sqrt{2} \varepsilon / |c_i| \end{bmatrix} \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{ii} \end{bmatrix} \leq \begin{bmatrix} (8 \varepsilon / |c_i|) \end{bmatrix} \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{ii} \end{bmatrix}. \]

For the backward and mixed errors one obtains via similar techniques the following bounds:

\[ \begin{bmatrix} \Delta x_i^{(0)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} \leq \begin{bmatrix} 8 \varepsilon / |c_i| \end{bmatrix} \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{ii} \end{bmatrix} \]

\[ \begin{bmatrix} \Delta x_i^{(0)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} \leq \begin{bmatrix} 8 \varepsilon (1 + |s_i|) / |c_i| \end{bmatrix} \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{ii} \end{bmatrix}. \]

Notice that all three bounds depend on \(1 / |c_i|\) which is large when the condition number of \(S_i\),

\[ \kappa(S_i) = (1 + |s_i|)/(1 - |s_i|) = (1 + |s_i|)^2 / |c_i|^2, \]

is large.

Now we consider Algorithm C. A similar analysis to that used for Algorithm B now yields

\[ \begin{bmatrix} \Delta x_i^{(1)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} = \begin{bmatrix} c_i x_i^{(0)} (1 + \delta_{10}) - \tilde{s}_i \tilde{u}_{ii} (1 + \delta_{11}) \end{bmatrix} (1 + \delta_{12}) \]

\[ \begin{bmatrix} \Delta x_i^{(1)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} = \begin{bmatrix} c_i x_i^{(0)} (1 + 2 \varepsilon_{12}) - \tilde{s}_i \tilde{u}_{ii} (1 + 2 \varepsilon_{13}) \end{bmatrix}. \]

Together with the second equation of (A.6) and using (A.2), (A.3), this now leads to

\[ \begin{bmatrix} \Delta x_i^{(1)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} = \begin{bmatrix} c_i & -s_i \\ s_i & c_i \end{bmatrix} \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{ii} \end{bmatrix} + \begin{bmatrix} -3 \varepsilon_{14} s_i \tilde{u}_{ii} + 5.5 \varepsilon_{15} c_i x_i^{(0)} \\ 5.5 \varepsilon_{11} c_i \tilde{u}_{ii} + 2 \varepsilon_{10} \delta_{11} x_i^{(0)} \end{bmatrix}. \]

Identifying the errors terms on the right-hand side with the vector \([-\Delta x_i^{(1)}, -\Delta \tilde{u}_{ii}]^T\) and using a similar argument as in the proof of (A.9) and (A.10), one now finds

\[ \begin{bmatrix} \Delta x_i^{(1)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} \leq 6.25 \varepsilon \begin{bmatrix} x_i^{(0)} \\ \tilde{u}_{ii} \end{bmatrix}. \]

From the relation

\[ \begin{bmatrix} \Delta x_i^{(0)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} = \begin{bmatrix} c_i & s_i \\ -s_i & c_i \end{bmatrix} \begin{bmatrix} \Delta x_i^{(1)} \\ \Delta \tilde{u}_{ii} \end{bmatrix} \]

one then obtains a similar bound for the vector \([\Delta x_i^{(0)}, \Delta \tilde{u}_{ii}]^T\), which completes the proof.
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