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1. Introduction

ATM networks carry many different types of traffic with diverse bandwidth requirements. At one extreme, there are continuous applications which transmit continuously at fixed rates. At the other extreme, there are highly bursty applications that transmit large blocks of information at high peak rates but whose long-term average rates are relatively low. The existence of bursty traffic means that one must either accept low network utilization or the possibility of overload periods during which the traffic sent to some network links exceeds their capacity. In addition, the fact that end-to-end transport protocols send information in packets containing many ATM cells makes the impact of overload periods worse because the loss of a single cell can lead to the loss and retransmission of the entire transport-level packet. This means that during overload periods, ATM networks can experience congestion collapse with the throughput dropping to zero as the load increases.

It is clear that overload periods will occur in ATM network from time-to-time and so it is important to improve their performance during these overload periods. In this paper we focus on a mechanism that accepts that cell loss will occur, but attempts to ensure that the available network capacity is effectively utilized by preserving the integrity of transport level packets during overload periods.

Early packet discard (EPD) [1] is an ATM buffer management technique designed ensure high end-to-end throughputs for bursty data applications during overload periods. EPD achieves this by observing the packet-level structure of each cell stream and discarding entire packets, when overload makes it necessary to do so. EPD is only one of several mechanisms that have been proposed for handling congestion in ATM networks. In particular, rate-based flow control has now been standardized by the ATM Forum to manage congestion for Available Bit Rate (ABR) traffic streams [2]. While the use of ABR flow control will reduce the need for techniques like EPD, it will not eliminate them, since buffers using ABR flow control can still experience overloads during transient periods, before rate adjustment
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mechanisms can react to traffic changes, and since these mechanisms will not be applied to Unspecified Bit Rate (UBR) streams.

A previous paper [3] analyzes several packet level discard mechanisms including EPD. That analysis is based on worst-case assumptions that over-state the amount of buffering required for high effective throughputs. In this paper, we refine that analysis, using more realistic assumptions and use this to determine the amount of buffering required to achieve 100% goodput (here, we define goodput to be the fraction of the link’s capacity that is used to carry complete transport level packets). The analysis naturally divides into two distinct cases. The first applies when the offered load is less than twice the link rate, and the second when the offered load is more than twice the link rate. Section 2 gives the necessary definitions and modeling assumptions. The analyses for the two cases are given in sections 3 and 4, respectively. In section 5, we give numerical results.

2. Definitions and Assumptions

In EPD, whenever a virtual circuit begins the transmission of a new packet, a decision is made to attempt to propagate the packet or not. In particular, if the number of cells in the queue exceeds some specified threshold, then the packet is not propagated into the queue. If the number of cells is below the threshold, the packet is propagated. In addition, if any cell of the packet must be discarded due to queue overflow, the remainder of that packet is discarded.

We consider a homogeneous situation in which \( r \) virtual circuits transmit data continually at a normalized rate of \( \lambda \) (that is, \( \lambda \) is the fraction of the link bandwidth required by a single virtual circuit), and define the overbooking ratio as \( r \lambda \). For an overloaded link \( r \lambda > 1 \). We also assume that all packets contain \( \ell \) cells and let \( k = \lceil 1/\lambda \rceil \) be the maximum number of virtual circuits that the link can handle without loss. For simplicity, we will also assume that \( 1/\lambda \) is an integer; although extension to non-integer values is straightforward, it adds little new information and obscures the key issues. We let \( B \) denote the number of cells the buffer can contain, and let \( b \) denote the threshold level. The values of \( b \) and \( B - b \) largely determine the goodput that it is possible to achieve on a link that has a buffer managed by EPD. If both values are large enough, we have 100% goodput. If one or both is too small, we may have buffer overflow (that is, the buffer becomes full, causing a cell to be discarded), and/or buffer underflow (the buffer becomes empty leaving some of the link bandwidth unused).

We define a given virtual circuit to be active if cells from that virtual circuit are being placed in the queue on arrival. Similarly, we define a virtual circuit to be inactive if its cells are being discarded. We assume that the flow of cells on a given virtual circuit is smooth, ignoring the effects of jitter caused by variable delays upstream of the buffer under consideration. Under this assumption, the buffer level rises or falls in a predictable way, depending only on the number of active virtual circuits.

If we observe the number of cells in a queue managed using EPD as a function of time, we will observe a cyclic behavior in which the number of cells in the queue rises above the
threshold, then as various virtual circuits become inactive (either because they’ve completed their packets or had cells discarded), the number of cells stops increasing and drops back down. When it falls below threshold, and new packets start arriving at the queue, the buffer level stops falling and begins to rise again.

Our prior analysis of early packet discard was based on the worst-case assumption that just before every threshold crossing, the first cell of a packet arrived on every virtual circuit, meaning that the next packet boundary was delayed as long as possible after the threshold crossing, leading to wide excursions around the threshold level. While such worst-case synchronization of packet boundaries is possible, it is hardly likely, and would certainly not be expected to persist over an extended period of time. Hence, in this paper we analyze the queue behavior under another simple assumption that more closely reflects what might be expected to happen in practice. Our new modeling assumption is that packet boundaries on different virtual circuits are offset from one another by an equal amount, leading to the occurrence of a packet boundary every \( \ell / r \lambda \) cell times.

3. Performance With Small Overbooking Ratios

In this section we analyze the performance of EPD when \( r \lambda \leq 2 \). There are various different behaviors that we can observe based on the values of \( b \) and \( B - b \). Figure 1 provides a map of the different regions of operation. In this section we will explore these regions and determine where the boundaries are. For now, simply notice that when \( b \) (on the horizontal axis) and \( B - b \) (on the vertical axis) are large enough, a goodput of 1 (100%) is achieved. If we reduce \( B - b \) sufficiently, the buffer will overflow. Alternatively, if we leave \( B - b \) large but reduce
$b$, the buffer will underflow. If we reduce both sufficiently, we can experience both overflow and underflow. The numbers within various regions of the map are section numbers where that portion of the map is analyzed.
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**Figure 2: Buffer Range In Absence of Overflow and Underflow**

### 3.1. Buffering Needed for 100% Goodput

We start by exploring the upper right region of the goodput map. In particular, we want to determine for what values of $b$ and $B - b$ the buffer will never overflow or underflow. To do this, we simply assume that $b$ and $B - b$ are both very large and determine the maximum excursion above and below the threshold. When $r\lambda \leq 2$, the maximum excursion around the threshold occurs when, at each upward threshold crossing, all $r$ virtual circuits are active. Packet boundaries occur at regular intervals following the threshold crossing. For simplicity, we assume that threshold crossings fall half-way between successive packet boundaries, meaning that packet boundaries will follow threshold crossings by $\ell/2r\lambda$, $3\ell/2r\lambda$, $5\ell/2r\lambda$ and so forth. Figure 2 illustrates how the buffer oscillates around the threshold when $k = 4$ and $r = 6$. The lines at the top indicate the packets flowing on the six virtual circuits. Heavy lines indicate packets that are accepted for transmission, while blank spaces indicate packets discarded by the buffer controller.

At each packet boundary following an upward threshold crossing, the rate at which the buffer level rises gets smaller. As shown in Figure 2, the slope of the curve is $r\lambda - 1$ at the time the threshold is crossed, and each successive packet boundary decreases the slope by $\lambda$. When there are exactly $k$ active virtual circuits, the slope is zero and there is no further rise in the buffer level. From this discussion, we can see that the maximum excursion above the threshold is

$$
\Delta U = \frac{1}{2r\lambda}(r\lambda - 1) + \frac{\ell}{r\lambda} \sum_{i=1}^{r-k-1} (r - k - i)\lambda = (1/2)(r - k)^2(\ell/r)
$$
Note that this implies $\Delta U \leq (k/4)\ell$. By the worst-case analysis given in [3], the maximum excursion above the threshold can be $(r - k)\ell$, which is always at least four times larger than the “even offset” analysis predicts.

To determine the excursion below the threshold, we need to know the number of active virtual circuits at the downward threshold crossing. This can be determined by inspection from Figure 2 and noting that the even offset assumption on the packet boundaries implies that at the downward threshold crossing, the slope of the buffer occupancy curve has the same absolute magnitude as at the upward threshold crossing. That is, the slope is $1 - r\lambda$ and the number of active virtual circuits is $2k - r$. After crossing the threshold, the buffer level continues to drop until all $2k - r$ active virtual circuits complete their packets and new packets start on the inactive virtual circuits. At this point, packet boundaries occur on the inactive virtual circuits at intervals of $\ell/r\lambda$, causing the slope of the buffer occupancy curve to increase, reaching zero when exactly $k$ virtual circuits are active. From the threshold crossing to the first packet boundary at which the slope changes, the buffer level drops by

$$(2k - r + 1/2)(r\lambda - 1)(\ell/r\lambda) = (2k - r + 1/2)(r - k)(\ell/r)$$

From the point where the slope first changes until the buffer reaches its lowest point, the drop in the buffer level is

$$\frac{\ell}{r\lambda} \sum_{i=1}^{r-k-1} i\lambda = (1/2)(r - k - 1)(r - k)(\ell/r)$$

So,

$$\Delta u = (1/2)(3k - r)(r - k)(\ell/r)$$

Note that as $r$ increases, $\Delta u$ rises initially and then falls, reaching a maximum when $r = \sqrt{3}k$. The maximum value of $\Delta u$ is thus $(2 - \sqrt{3})k\ell \approx .27k\ell$. The worst-case analysis in [3] gives a maximum excursion below threshold of $k\ell$. The total buffer range is thus,

$$\Delta U + \Delta u = k(r - k)(\ell/r)$$

and since $k < r < 2k$, the buffer range is $\leq \frac{k\ell}{2}$. It's interesting to note that the time duration of a cycle is exactly $2\ell/\lambda$ which is the time it takes for exactly two packets to arrive. This means that under our assumptions, the same virtual circuits have packets discarded on every cycle. So the lucky virtual circuits (the top and bottom ones in Figure 2) are able to send every packet, while the unlucky ones are able to transmit only half their packets. While in practice, we would expect differences in packet lengths and virtual circuit rates to prevent this pattern from persisting over long periods of time, it can be an issue in at least some situations.

3.2. Buffer Overflow Without Underflow

If we reduce $B - b$ sufficiently (specifically, if we let $B - b < (1/2)(r - k)^2(\ell/r)$), the buffer can overflow, causing cells to be discarded from some active virtual circuits and causing the goodput to drop below 100%. The buffer occupancy still oscillates around the
threshold level, but now the top end is constrained by the limited buffer size. The goodput is determined by two things; the number of packets that are able to complete during a cycle and the time duration of the cycle. Referring to Figure 3, let $p$ be the number of active virtual circuits at the time of an upward threshold crossing. To obtain the most conservative estimate for the goodput, we assume that the first $r - p$ packet boundaries following the threshold crossing belong to inactive virtual circuits, meaning that the buffer occupancy curve maintains a constant slope initially. After $r - p$ packet boundaries have occurred, the next packet boundaries belong to the $p$ virtual circuits that were active at the threshold crossing. Under our modeling assumptions, exactly $k$ of the virtual circuits that are still active when the buffer overflows, will remain active and complete their packets. The goodput is affected by which virtual circuits are selected for discarding. Again, to obtain the most conservative estimate of the goodput, we assume that the virtual circuits selected for discarding are those whose packet boundaries come first after the buffer fills. This delays the falling of the buffer level as long as possible, maximizing the period.

Note that the buffer may overflow while some of the $r - p$ initially inactive virtual circuits are still completing their packets. If $r - p > 0$, then in this case, exactly $k$ packets are completed in each cycle. If the buffer overflow occurs only after the $r - p$ initially inactive virtual circuits complete their packets, then we obtain one additional packet per cycle for each initially active virtual circuit that is able to complete its packet before the buffer fills.

As the $k$ virtual circuits that remain active after the buffer fills, come to the ends of their packets, the buffer level starts to drop with an initial slope of $-\lambda$, then $-2\lambda$ and so forth. During the time period between the first two packet boundaries belonging to these $k$ virtual circuits, the buffer drops by $\ell/\tau$. During the time period between the next two packet boundaries, it drops $2\ell/\tau$, and so forth. If we let $q$ be the number of active virtual circuits at the time of the next downward threshold crossing, we find

$$(1 + 2 + \cdots + (k - q - 1))\frac{\ell}{\tau} \leq B - b < (1 + 2 + \cdots + (k - q))\frac{\ell}{\tau}$$
(The validity of this observation depends on the fact that because the buffer does overflow, $B - b$ can be no larger than $(1 + 2 + \cdots + k)(\ell/r)$.) If we define $n(z)$ to be the integer $i$ that satisfies

$$1 + 2 + \cdots + (i - 1) \leq z < 1 + 2 + \cdots + i$$

we can write

$$q = k - n\left(\frac{\Delta U}{\ell/r}\right)$$

where $\Delta U$ is the maximum excursion above threshold and is equal to $B - b$ in this case. If we define $\Delta y^-$ to be the amount that the buffer level drops between the downward threshold crossing and the first packet boundary following the downward threshold crossing, then

$$\Delta y^- = (1/2)(k - q)(k - q + 1)(\ell/r) - \Delta U$$

Following the threshold crossing, the first $q$ packet boundaries belong to virtual circuits that were active at the threshold crossing, meaning that the slope stays constant initially, until the packets belonging to the active virtual circuits start ending. The buffer level reaches its lowest point when exactly $k$ virtual circuits remain active. Thus, the maximum excursion below threshold is given by the following equation.

$$\Delta u = \Delta y^- + (k - q)q(\ell/r) + (1/2)(k - q - 1)(k - q)(\ell/r) = \Delta y^- + (1/2)(k - q)(k + q - 1)(\ell/r)$$

This expression for $\Delta u$ defines the "left" boundary of the overflow only region in the goodput map of Figure 1. We now want to determine the shape of the buffer occupancy curve during the period in which it rises from its lowest point until the next threshold crossing. There are two different cases that can occur, depending on the magnitude of $\Delta u$. If $\Delta u \leq (1/2)(r - k)(r - k - 1)(\ell/r)$ then

$$p = k + n\left(\frac{\Delta u}{\ell/r}\right)$$

(Note that the value of $p$ in each cycle does not depend on its value in previous cycles, hence there is no ambiguity here.) In addition, if we define $\Delta y^+$ to be the amount that the buffer rises between the upward threshold crossing and the next packet boundary following the upward threshold crossing, we find

$$\Delta y^+ = (1/2)(p - k)(p - k + 1)(\ell/r) - \Delta u$$

We next want to determine the time duration of the cycle in the case when $\Delta u \leq (1/2)(r - k)(r - k - 1)(\ell/r)$. First, note that under our assumptions, the virtual circuit whose packet starts immediately after an upward threshold crossing is also the virtual circuit whose next packet start causes the first increase in slope following the subsequent downward threshold crossing. Thus, the time between these two packet boundaries is $\ell/\lambda$ (see Figure 3). Thus, the time duration of a cycle is given by

$$T = \frac{\ell}{\lambda} + (k - q)\frac{\ell}{r\lambda} + n\left(\frac{\Delta u}{\ell/r}\right) - \frac{\ell}{\lambda} = (\ell/\lambda)(1 + (p - q)/r)$$

Now, let $p_{ok}$ denote the number of packets that are able to complete during a cycle. As mentioned earlier, if the buffer overflows before any of the virtual circuits which are active
at the upward threshold crossing are able to complete their packets, exactly \( k \) packets are completed per cycle. That is, if \( \Delta U < \Delta y^+ + (r - p)(p - k)(\ell/\tau) \), then \( p_{ok} = k \). If \( \Delta U \geq \Delta y^+ + (r - p)(p - k)(\ell/\tau) \) let \( w \) denote the number of packets belonging to active virtual circuits that complete before the buffer overflows and note that

\[
[((p - k) - 1) + \cdots + ((p - k) - (w - 1))] (\ell/\tau) \leq \Delta U - (\Delta y^+ + (r - p)(p - k)(\ell/\tau)) < \left(\frac{((p - k) - 1) + \cdots + ((p - k) - w)}{\ell/\tau}\right)
\]

Also, note that \( p_{ok} = k + w \). Define \( \overline{n}_x(z) \) to be the integer \( i \) that satisfies

\[
(x - 1) + \cdots + (x - (i - 1)) \leq z < (x - 1) + \cdots + (x - i)
\]

for all \( x \) and \( z \) that satisfy \( 1 \leq x - 1 \leq z < 1 + \cdots + (x - 1) \). For \( z \leq 0 \), let \( \overline{n}_x(z) = 0 \) and for \( 0 \leq z < x - 1 \), let \( \overline{n}_x(z) = 1 \). With this definition, we can write

\[
p_{ok} = k + \overline{n}_{p-k} \left( \frac{\Delta U - (\Delta y^+ + (r - p)(p - k)(\ell/\tau))}{\ell/\tau} \right)
\]

Note that the definition of \( \overline{n}_x(z) \) allows us to use this expression for \( p_{ok} \) even when \( \Delta U < \Delta y^+ + (r - p)(p - k)(\ell/\tau) \).

We now turn to the case where \( \Delta u > (1/2)(r - k)(r - k - 1)(\ell/\tau) \). In this case, when the buffer reaches its lowest point, there are \( r - k \) virtual circuits that remain inactive, and all \( r - k \) become active before the buffer rises above threshold. Thus, \( p = r \) in this case. To determine \( \Delta y^+ \), note that after all virtual circuits become active, the buffer level rises in a straight line, increasing by \( (r - k)(\ell/\tau) \) between each successive pair of packet boundaries. So \( \Delta y^+ \) is between 0 and \( (r - k)(\ell/\tau) \), and is given by

\[
\Delta y^+ = \left(\frac{\ell}{\lambda} + \frac{\ell}{\tau} + \frac{(r - k)(\ell/\tau)}{\lambda}\right) - \left(\frac{\ell}{\lambda} + \frac{1}{2}(r - k)(r - k - 1)(\ell/\tau)\right) \mod (r - k)(\ell/\tau)
\]

where \( x \mod y \) is the remainder when \( x \) is divided by \( y \). The duration of the cycle in this case is given by

\[
T = \frac{\ell}{\lambda} + \frac{\ell}{\tau} + \left(\frac{\Delta u - (1/2)(r - k - 1)(r - k)(\ell/\tau)}{\lambda}\right) \mod (r - k)(\ell/\tau)
\]

The last term is the length of the time period from when the last virtual circuit becomes active until the first packet boundary following the upward threshold crossing. When \( \Delta u > (1/2)(r - k)(r - k - 1)(\ell/\tau) \), some packets are able to complete during the period when the buffer is below threshold. In particular, during the period when all virtual circuits are active, and the buffer level is rising but below threshold, each packet boundary corresponds marks the end of a packet belonging to an active virtual circuit. Thus,

\[
p_{ok} = k + \overline{n}_{p-k} \left( \frac{\Delta U - (\Delta y^+ + (r - p)(p - k)(\ell/\tau))}{\ell/\tau} \right) + \left[\frac{\Delta u - (1/2)(r - k - 1)(r - k)(\ell/\tau)}{\lambda}\right]
\]
Now, the goodput is the ratio of the number of packets that completes in a cycle, to the maximum number of packets that could complete in a cycle if no packets were discarded. Since, in a time period of length $T$ (where the time unit is the time to send a single cell), we can send $T/\ell$ packets on the link, the goodput is given by

$$\text{goodput} = \frac{p_{ok}}{T/\ell}$$

Notice that as $B - b$ is decreased, $q$ increases, causing $\Delta u$ to decrease. That is, the excursion below threshold decreases as the amount of buffering above the threshold decreases. Later in the paper we will plot the results of the analysis and we will note that the goodput exhibits anomalous behavior with respect to the amount of buffering and we'll observe that while decreasing $B - b$ from the point at which no loss occurs, initially leads to lower goodput, as we continue to decrease it, we reach a minimum goodput after which further decreases in $B - b$ lead to increasing goodput. The explanation for this behavior is that once $B - b$ becomes small enough so that $p_{ok} = k$, further decreases in $B - b$ do not cause any further reduction in $p_{ok}$ but do reduce $T$, causing the goodput to rise. We shall observe this anomaly in other cases as well.

Let’s consider an example to illustrate the use of the equations. Suppose $k = 4$, $r = 8$ and $B - b = 3.5(\ell/r)$. Applying the various equations, we find $q = 1$, $\Delta y^- = 2.5(\ell/r)$, and $\Delta u = 8.5(\ell/r)$. Since $\Delta u \leq (1/2)(4)(5)(\ell/r)$, we apply the equations for the “small” $\Delta u$ case, giving $p = 8$, $\Delta y^+ = 1.5(\ell/r)$, $T = 4(15/8)\ell$ and $p_{ok} = 5$. This yields a goodput of $2/3$, as illustrated in Figure 3.

### 3.3. Buffer Underflow without Overflow

We now consider what happens when the threshold level is small enough to cause the buffer to underflow, but the buffer is large enough so that overflow does not occur. Note that the maximum excursion below the threshold $\Delta u = b$. To obtain the most conservative goodput assumption, we assume that the first $r - p$ packet boundaries immediately following an upward threshold crossing belong to inactive virtual circuits. This yields

$$\Delta U = \Delta y^+ + (r - p)(p - k)(\ell/r) + (1/2)(p - k - 1)(p - k)(\ell/r)$$

$$= \Delta y^+ + (1/2)(2r - p - k - 1)(p - k)(\ell/r)$$

(This expression for $\Delta U$, together with the equations for $p$ and $\Delta y^+$ below, define the “bottom” boundary of the overflow only region of the goodput map in Figure 1.) Using this and the fact that $r \leq 2k$, it’s easy to show that $\Delta U < (1/2)k(k + 1)(\ell/r)$. Consequently, as the buffer level falls from it’s maximum value down to the threshold, every packet boundary belongs to an active virtual circuit, meaning that the slope changes at each packet boundary. Consequently,

$$q = k - n \left( \frac{\Delta U}{\ell/r} \right)$$

$$\Delta y^- = (1/2)(k - q)(k - q + 1)(\ell/r) - \Delta U$$
Now, consider the situation following the downward threshold crossing. To obtain the most conservative estimate of the goodput, we assume that the first \( q \) packet boundaries following the threshold crossing belong to the initially active virtual circuits, meaning that the buffer level will start to rise only after \( k + 1 \) packet boundaries have occurred during the below threshold interval.

If \( \Delta u < (1/2)(r - k - 1)(r - k)(\ell/r) \) not all the virtual circuits become active before the upward threshold crossing and we find that

\[
\begin{align*}
p &= k + n \left( \frac{\Delta u}{\ell/r} \right) \\
\Delta y^+ &= \frac{1}{2}(p - k)(p - k + 1)(\ell/r) - \Delta u \\
T &= \frac{\ell}{\lambda} + (p - k) \frac{\ell}{r \lambda} + n \left( \frac{\Delta u}{\ell/r} \right) \frac{\ell}{r \lambda} = (\ell/\lambda)(1 + (p - q)/r) \\
p_{ok} &= k + n \left( \frac{\Delta u}{\ell/r} \right) = p
\end{align*}
\]

The equation for \( p_{ok} \) is based on the observation that since there is no overflow, every packet boundary during the below threshold period corresponds to a packet that is successfully sent on the link.

If \( \Delta u \geq (1/2)(r - k - 1)(r - k)(\ell/r) \), all the virtual circuits become active before the upward threshold crossing and consequently

\[
\begin{align*}
p &= r \\
\Delta y^+ &= (r - k)(\ell/r) - \left[ (\Delta u - (1/2)(r - k - 1)(r - k)(\ell/r)) \mod (r - k)(\ell/r) \right] \\
T &= (\ell/\lambda)(1 + (p - q)/r) + \left[ \frac{\Delta u - (1/2)(r - k - 1)(r - k)(\ell/r)}{(r - k)(\ell/r)} \right] (\ell/r \lambda) \\
p_{ok} &= p + \left[ \frac{\Delta u - (1/2)(r - k - 1)(r - k)(\ell/r)}{(r - k)(\ell/r)} \right]
\end{align*}
\]

Finally, the goodput is again given by \( p_{ok}/(T/\ell) \).

### 3.4. Buffer Underflow and Overflow

We now consider the case where both \( b \) and \( B - b \) are both small enough that overflow and underflow occur together. We first note that \( \Delta u = b \) and \( \Delta U = B - b \) and that \( \Delta U \leq (1/2)k(k + 1)(\ell/r) \) since otherwise we could not have overflow. Consequently, as the buffer level drops down to the threshold, each packet boundary belongs to an active virtual circuit, giving

\[
\begin{align*}
q &= k - n \left( \frac{\Delta U}{\ell/r} \right) \\
\Delta y^- &= (1/2)(k - q)(k - q + 1)(\ell/r) - \Delta U
\end{align*}
\]
If $\Delta u < (1/2)(r - k - 1)(r - k)$ not all the virtual circuits become active before the upward threshold crossing and we find that

$$p = k + n \left( \frac{\Delta u}{\ell/r} \right)$$

$$\Delta y^+ = \frac{1}{2}(p - k)(p - k + 1)(\ell/r) - \Delta u$$

$$T = \frac{\ell}{\lambda}(1 + (p - q)/r)$$

$$p_{ok} = k + \bar{n}_{p-k} \left( \frac{\Delta U - (\Delta y^+ + (r - p)(p - k)(\ell/r))}{\ell/r} \right)$$

If $\Delta u \geq (1/2)(r - k - 1)(r - k)(\ell/r)$ all the virtual circuits become active before the upward threshold crossing, giving

$$p = r$$

$$\Delta y^+ = (r - k)(\ell/r) - \left[ \left( \frac{\Delta u - 1}{2}(r - k)(r - k + 1)(\ell/r) \right) \text{ mod } (r - k)(\ell/r) \right]$$

$$T = \frac{\ell}{\lambda}(1 + (p - q)/r) + \left[ \frac{\Delta u - (1/2)(r - k - 1)(r - k)(\ell/r)}{(r - k)(\ell/r)} \right] \frac{\ell}{r\lambda}$$

$$p_{ok} = k + \bar{n}_{p-k} \left( \frac{\Delta U - (\Delta y^+ + (r - p)(p - k)(\ell/r))}{\ell/r} \right) + \left[ \frac{\Delta u - (1/2)(r - k - 1)(r - k)(\ell/r)}{(r - k)(\ell/r)} \right]$$

4. Performance With Large Overbooking Ratios

We now consider the case of overbooking ratios greater than two. As in the last section, we will first determine the maximum excursion around the threshold when buffers are large enough to avoid overflow and underflow and then consider what happens when we decrease the amount of buffering above and below the threshold. Figure 4 is a map of the various performance regions.

4.1. Buffering Needed for 100% Goodput

When the overbooking ratio is larger than two, the queue behavior changes qualitatively. In particular, the largest buffer excursion occurs in this case when no virtual circuits remain active at a downward threshold crossing. Thus, following such a threshold crossing, the slope of the buffer occupancy curve is initially $-1$, and at successive packet boundaries, the slope increases until, when $k$ virtual circuits have become active, the slope is zero and the buffer level drops no further. We can determine the excursion below the threshold using an analysis much like that in the last section. We find

$$\Delta u = \frac{1}{2} \frac{\ell}{r\lambda} + \frac{\ell}{r\lambda} \sum_{i=1}^{k-1} (1 - i\lambda) = (1/2)k^2(\ell/r)$$

Note that when $r \to \infty$, $\Delta u \to 0$ so that $\Delta u$ is in the range $[0, k^2/4]$. 
After the buffer level reaches its lowest level, it starts to rise as packet boundaries occur on additional virtual circuits. The time interval during which the buffer occupancy is below the threshold is $2k(\ell/r\lambda)$. Packet boundaries occurring after the buffer rises above the threshold do not immediately cause new virtual circuits to become active, so the slope of the buffer occupancy curve remains constant until the first virtual circuit that became active following the previous downward threshold crossing comes to an end of its packet. This occurs $\ell/\lambda$ cell times after it began. At this point the slope changes to $(2k - 1)\lambda - 1$ and as additional packet boundaries occur it drops to zero. Thus, the total excursion above the threshold is:

$$\Delta U = \frac{\ell}{\lambda} - (2k - 1/2)\frac{\ell}{r\lambda} + \frac{\ell}{r\lambda} \sum_{i=1}^{k-1}[(2k - i)\lambda - 1] = (1/2)(2r - 3k)k(\ell/r)$$

When $r \to \infty$, $\Delta U \to kl$ so $\Delta U$ lies within the range $\left[kL_{f}, kL\right]$. Adding $\Delta u$ and $\Delta U$ gives a total buffer range of $(r - k)k(\ell/r)$. The worst-case analysis of [3] gives a maximum buffer range of $rl$.

### 4.2. Buffer Overflow Without Underflow

When we have large overbooking ratios, we observe somewhat different behavior than with small overbooking ratios. In particular, we find that with large overbooking ratios, the
portion of the cycle during which the buffer is rising from its low point to the threshold contains packet boundaries only for inactive virtual circuits, meaning that each packet boundary during this part of the cycle is accompanied by an increase in the slope. On the other hand, during the part of the cycle in which the buffer level is dropping from its maximum to the threshold, we can have all active virtual circuits turn off and subsequent packet boundaries then belong to virtual circuits that are already inactive, meaning that the buffer level drops with constant slope during this period.

In the case of overload only, we have \( \Delta U = B - b \). If \( \Delta U < (1/2)(k-1)k(\ell/r) \) then each packet boundary during the part of the cycle where the buffer level is dropping to the threshold belongs to an active virtual circuit. Consequently

\[
\Delta y^- = (1/2)(k-q)(k-q+1)(\ell/r) - \Delta U \\
T = \left(\frac{\Delta u}{\ell/r}\right) + \left(1 + (p-q)/r\right)(\ell/r) \\
\Delta y^+ = \left(1/2\right)(p-k)(p-k+1)(\ell/r) - \Delta u \\
p_{ok} = k + n\left(\Delta u\right)\left(1 + (r-p)(p-k)/\ell/r\right)
\]

If, on the other hand \( \Delta U > (1/2)(k-1)k(\ell/r) \) then we can have packet boundaries belonging to inactive virtual circuits during the period when the buffer level is dropping toward the threshold, giving

\[
\Delta y^- = k(\ell/r) - [(\Delta U - (1/2)(k-1)k(\ell/r)) \mod k(\ell/r)] \\
T = (1 + (p-q)/r)(\ell/r) + \left\lceil \frac{\Delta U - (1/2)(k-1)k(\ell/r)}{k(\ell/r)} \right\rceil (\ell/r)
\]

In either case, we have

\[
\Delta u = \Delta y^- + (k-q)q(\ell/r) + (1/2)(k-q-1)(k-q)(\ell/r) \\
p = k + n\left(\frac{\Delta u}{\ell/r}\right) \\
\Delta y^+ = \left(1/2\right)(p-k)(p-k+1)(\ell/r) - \Delta u \\
p_{ok} = k + n(\ell/r)
\]

Finally, of course the goodput is \( p_{ok}/(T/\ell) \).

### 4.3. Buffer Underflow Without Overflow

In this case

\[
\Delta u = b \\
p = k + n\left(\frac{\Delta u}{\ell/r}\right)
\]
\[
\begin{align*}
\Delta y^+ & = (1/2)(p-k)(p-k+1)(\ell/r) - \Delta u \\
\Delta U & = \Delta y^+ + (r-p)(p-k)(\ell/r) + (1/2)(p-k-1)(p-k)(\ell/r) \\
& = \Delta y^+ + (1/2)(2r-p-k-1)(p-k)(\ell/r) \\
p_{ok} & = k + n\left(\frac{\Delta u}{\ell/r}\right)
\end{align*}
\]

If \( \Delta U < (1/2)(k-1)k(\ell/r) \)

\[
q = k - n\left(\frac{\Delta U}{\ell/r}\right)
\]

\[
\Delta y^- = (1/2)(k-q)(k-q+1)(\ell/r) - \Delta U
\]

\[
T = (\ell/\lambda) + (p-k)(\ell/r\lambda) + n\left(\frac{\Delta U}{\ell/r}\right)(\ell/r\lambda) = (1 + (p-q)/r)(\ell/r)
\]

If, on the other hand \( \Delta U > (1/2)(k-1)k(\ell/r) \),

\[
q = 0
\]

\[
\Delta y^- = k(\ell/r) - [(\Delta U - (1/2)(k-1)k(\ell/r)) \mod k(\ell/r)]
\]

\[
T = (1 + (p-q)/r)(\ell/\lambda) + \frac{\Delta U - (1/2)(k-1)k(\ell/r)}{k(\ell/r)}(\ell/r\lambda)
\]

As usual, the goodput is \( p_{ok}/(T/\ell) \).

### 4.4. Buffer Underflow and Overflow

In this case

\[
\Delta u = b \quad \Delta U = B - b
\]
\[ p = k + n \left( \frac{\Delta u}{\ell/r} \right) \]
\[ \Delta y^+ = \frac{1}{2}(p - k)(p - k + 1)(\ell/r) - \Delta u \]
\[ p_{ok} = k + n_{p-k} \left( \frac{\Delta U - (\Delta y^+ + (r-p)(p-k)(\ell/r))}{\ell/r} \right) \]

If \( \Delta U < (1/2)(k-1)k(\ell/r) \)
\[ q = k - n \left( \frac{\Delta U}{\ell/r} \right) \]
\[ \Delta y^- = \frac{1}{2}(k-q)(k-q+1)(\ell/r) - \Delta U \]
\[ T = (1 + (p-q)/r)(\ell/r) \]

If, on the other hand \( \Delta U > (1/2)(k-1)k(\ell/r) \),
\[ q = 0 \]
\[ \Delta y^- = k(\ell/r) - [(\Delta U - (1/2)(k-1)k(\ell/r)) \text{ mod } k(\ell/r)] \]
\[ T = (1 + (p-q)/r)(\ell/\lambda) + \left[ \frac{\Delta U - (1/2)(k-1)k(\ell/r)}{k(\ell/r)} \right] (\ell/\lambda) \]

Finally, the goodput is \( p_{ok}/(T/\ell) \).

5. Numerical Results

Figure 5 shows the results from the analysis from sections 3.1 and 4.1. Two cases are shown, one with \( k = 4 \) and one with \( k = 16 \). In the simulations, packet lengths are fixed, as in the analysis, but the relative phases of the packets in different virtual circuits were randomized at the start of each simulation run and the maximum excursion above and below threshold over the entire run was recorded. The values plotted are the average values from multiple simulation runs (more than 100 runs per data point).

Notice that when the overbooking ratio is \( \leq 2 \), the maximum excursion above the threshold is always smaller than the excursion above the threshold and that when \( r\lambda \geq 2 \) this is reversed. Also notice that the analysis tracks the simulation results most closely when \( k \) is large. This is to be expected, since for small \( k \), there is a greater likelihood that randomly selected phase offsets will differ from the ideal uniform offset assumption of the analysis.

The analysis reported here gives much better estimates of the required buffer size than the worst-case analysis, allowing the buffers and the required threshold to be more closely tailored to the real needs. Notice however that when \( k \) is large (meaning that the peak virtual circuit rate is much smaller than the link rate), the amount of buffering required can still be substantial. This can be problematical for high speed links, for which cell buffers can be an expensive resource.
Figure 6: Goodput as a function of $b$ and $(B - b)$ (analysis on left, simulation on right)

Figure 7: Goodput as a function of $b$ and $(B - b)$ (analysis on left, simulation on right)

We now consider the goodput that results when the buffer is too small to ensure no overflow or underflow. Figures 6 and 7 are three-dimensional plots showing how the goodput varies with $b$ and $B - b$ (the two different figures show the same data but at different scales). These plots were produced with $k = 5$ and $r = 20$. By comparing these to the goodput map in Figure 4, one can identify the various regions in the map. Note that if $B - b$ is not large enough to prevent overflow, then increasing $b$ can actually cause goodput to drop, since it increases the length of a cycle without increasing the number of packets that are successfully transmitted during a cycle. Also note that as $B - b$ is decreased, the goodput reaches a minimum after which further reductions in $B - b$ cause the goodput to rise. This worst-case occurs when $B - b$ has the largest value for which $p_{ok} = k$; that is, when the buffer overflows just before the first packet boundary belonging to an active virtual circuit after an upward threshold crossing. Further reductions in $B - b$ from this value, reduce the cycle length but do not further reduce the number of packets transmitted per cycle.
Figure 8: Goodput as a function of overbooking ratio \((k = 12, \ell = 171)\)

Figure 8 shows how the goodput varies as a function of the overbooking ratio, \(r \lambda\). Two sets of analytical results are given. The one labeled worst-case corresponds to the analysis developed earlier. The one labeled best-case is a variation in which when the buffer overflows, we assume that the \(k\) virtual circuits that remain active are those that have the earliest upcoming packet boundaries, rather than the latest, as assumed in sections 3 and 4. For these results, the packet was taken to be 8 Kbytes long or 171 cells, while \(b\) and \(B - b\) were fixed at 128 and 64 bytes in the left and right-hand plots. Note that as the overbooking ratio is increased from 1, the goodput first decreases due to underflow, reaching a minimum when the overbooking ratio is between 1.5 and 2. As the overbooking ratio increases further, the buffer swings above threshold become larger, and the swings below threshold shrink leading to buffer overflow. Once the overbooking ratio has increased to the point where \(k\) packets are propagated each cycle, further increases simply affect the duration of the cyclic variation in the buffer occupancy.

If we fix \(b\) and \(B\) with \(B - b \leq k\ell\), the asymptotic goodput is simply \(1/(1 + (B - b)/k\ell)\). This is based on the observation that if \(r \to \infty\) while \(b\) and \(B - b\) are held fixed, then the excursion below threshold approaches zero and so the overflow-only analysis of Section 4.2 is applicable. Notice that the asymptotic goodput can’t drop below 1/2 since \(B - b \leq k\ell\) (with a larger buffer, there would be no overflow). Also note that the largest asymptotic goodput is obtained when \(B - b\) is small. However, this “advantage” of small buffers is offset by the fact that larger buffers can achieve 100% goodput for larger overbooking ratios than can small buffers. Using the analysis of Section 3.1 one can show that if \(b = B - b\) and \(b \leq (2 - \sqrt{3})k\ell \approx .27k\ell\), then 100% goodput is achieved when

\[r \lambda \leq 2 - \frac{b}{k\ell} - \sqrt{1 + \frac{b}{k\ell}^2 - 4\frac{b}{k\ell}}\]

Similarly, using the analysis of Section 4.1, one can show that if \((2 - \sqrt{3})k\ell < b < k\ell\), then 100% goodput occurs so long as

\[r \lambda \leq \frac{3}{2(1 - b/k\ell)}\]
<table>
<thead>
<tr>
<th>k</th>
<th>.5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>.5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>.67</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>3</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>.80</td>
<td>.67</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1.23</td>
<td>2.25</td>
<td>4.5</td>
<td>∞</td>
<td>∞</td>
<td>∞</td>
<td>.86</td>
<td>.75</td>
<td>.60</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1.16</td>
<td>1.5</td>
<td>3</td>
<td>6</td>
<td>∞</td>
<td>∞</td>
<td>.89</td>
<td>.80</td>
<td>.67</td>
<td>.57</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1.12</td>
<td>1.3</td>
<td>2.5</td>
<td>3.75</td>
<td>7.5</td>
<td>∞</td>
<td>.91</td>
<td>.83</td>
<td>.71</td>
<td>.63</td>
<td>.56</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>1.1</td>
<td>1.23</td>
<td>2.25</td>
<td>3</td>
<td>4.5</td>
<td>9</td>
<td>.92</td>
<td>.86</td>
<td>.75</td>
<td>.67</td>
<td>.60</td>
<td>.55</td>
</tr>
<tr>
<td>8</td>
<td>1.07</td>
<td>1.16</td>
<td>1.5</td>
<td>2.4</td>
<td>3</td>
<td>4</td>
<td>.94</td>
<td>.89</td>
<td>.80</td>
<td>.73</td>
<td>.67</td>
<td>.62</td>
</tr>
<tr>
<td>10</td>
<td>1.05</td>
<td>1.12</td>
<td>1.3</td>
<td>2.14</td>
<td>2.5</td>
<td>3</td>
<td>.95</td>
<td>.91</td>
<td>.83</td>
<td>.78</td>
<td>.71</td>
<td>.67</td>
</tr>
</tbody>
</table>

Figure 9: Extent of Small Overload Region and Asymptotic Throughput

Thus, we can characterize the goodput as having three distinct regions, as a function of offered load. In the small overload region a goodput of 100% is achieved, in the large overload region the goodput approaches the asymptotic value and in the transition region it moves between these two levels. If the small overload region ends when the overbooking ratio is < 2, the transition region is characterized by a dip below the asymptotic goodput, while if the small overload region extends to overbooking ratios > 2, the goodput simply decays to its asymptotic value in the transition region. Figure 9 tabulates the extent of the small overload region and the asymptotic goodput using the equations above. Notice that decreasing k, like increasing the buffer size, increases the extent of the small overload region while reducing the asymptotic goodput.

6. Closing Remarks

In this paper we have refined the analysis of the well-known Early Packet Discard technique for maintaining high throughput in overloaded ATM switches. The analysis is easy to apply, provides insight into the performance of Early Packet Discard in a wide variety of situations and agrees well with simulation results, especially when k and r are large. The results show that EPD requires large buffers for 100% goodput when the ratio of the line rate to the virtual circuit rate is large, but can achieve acceptable goodputs even for small buffers. With smaller buffers, it is subject to degraded goodput at small to medium overloads, but for heavy overloads, the goodput rises to an asymptotic value ensuring that congestion collapse is avoided. Reference [3] describes variants of EPD that provide both better performance and provide more nearly fair treatment of different virtual circuits.
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