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I. INTRODUCTION

The Internet has transformed our everyday life. Already in the United States, more than 100 million people use the Internet for communication with
friends and family, as an information source, and for electronic commerce. The Internet has also become a tremendous economic force, as illustrated by the $919 billion in electronic commerce transactions this year and the $6 trillion expected by 2004.

The Internet’s origins date back to the 1960s with government-funded research into computer networks. Over the last ten years, the U.S. government has begun to shift control of the Internet to the private sector, a process called “privatization.” The first major privatization occurred in the early 1990s when the government shifted from the practice of contracting out a government-subsidized backbone to that of allowing the market to provide backbone services. Recently, the government has begun to privatize another portion of the Internet, the Domain Name System (DNS).

Histories of the Internet abound, yet a comprehensive account of the privatization of the Internet’s backbone network does not exist. When it comes to describing the transition of control of the Internet from the government to the private sector, the descriptions suddenly shift to the passive tense. It becomes unclear who the actors were and what actions they took to


3. For a background on the privatization process generally, see infra Part IV.A.

4. This process of privatization is known as “load shedding.” See infra Part IV.A. A backbone consists of the main high-speed telecommunications networks that make up the Internet. Backbone services have historically been contracted out by the government. See DONALD F. KETTL, SHARING POWER: PUBLIC GOVERNANCE AND PRIVATE MARKETS 68-69 (1993); Brian Kahin & Bruce McConnell, Towards a Public Metanetwork: Interconnection, Leveraging, and Privatization of Government-Funded Networks in the United States, in PRIVATE NETWORKS PUBLIC OBJECTIVES 307 (Eli Noam and Aine Níshúilleabháin eds., 1996).

5. In the privatization of the DNS, the government went from contracting out the DNS to granting the incumbent contractor a franchise. A franchise is when a private firm provides a service with price regulation by the government. See infra notes 539-40 and accompanying text.


7. It was this observation by Robert McChesney that inspired this Article. He documented how the commercial basis for U.S. broadcasting was met with serious public opposition. See ROBERT W. MCCchesney, TELECOMMUNICATIONS, MASS MEDIA, AND DEMOCRACY: THE BATTLE FOR THE CONTROL OF U.S. BROADCASTING (1993).
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privatize the backbone network. One goal of this study is to describe and document the privatization processes for the backbone network and the DNS.

We initially assumed the privatization of the Internet consisted of a simple shift from a subsidized network to a competitive market for backbone services. However, we found the privatization process to be quite complex and problematic. Unfortunately, many of these same problems are reoccurring in the current privatization of the DNS. Our study found three categories of problems that occurred during the privatizations of the Internet’s backbone network and the DNS: procedural problems, problems with the management of competition, and problems with the management of the technological infrastructure of the Internet.

As a direct result of these problems, there is a lack of competition in the backbone and DNS industries. In the backbone industry, a few large backbone providers have been able to limit the entry of potential new competitors. The lack of competition in the DNS has resulted in consumers paying higher prices for domain name registrations. Furthermore, lack of competition has also constrained consumers’ choice of domain names and led to overcrowding in the popular dot com (“.com”) domain.

Thus, a second goal of this study is normative. We propose specific measures to prevent these problems from reoccurring in future privatizations. In addition, we present proposals to promote competition for backbone services and the DNS. These proposals address the proper role of government in future privatizations. We also address the government’s role in ensuring that new technologies are not employed in a manner contrary to our existing social values.

A. The Importance of the Internet's Privatizations

The privatization of the backbone network is not merely an historical anecdote. The Internet community, the government, and the private sector currently confront the consequences of the privatization of the backbone network. Moreover, this is not the only occurrence of a privatization involving the Internet. The government is now transitioning the DNS, a key component of the Internet, to the private sector. Not surprisingly, the government faces the same sorts of issues in the privatization of the DNS as it did in the privatization of the backbone network. Perhaps most importantly, these issues will continue to be significant for future privatizations involving the Internet.

The following three reasons illustrate the importance of the study of both

8. See infra Part V.
9. See infra Part VI.
privatization processes. First, the study shows how the government’s lack of transparency in its privatization decisions has adversely affected the process as a whole. No matter what the outcome of the privatization, the government is expected to act evenhandedly, in a procedurally fair manner. In order to accomplish this goal in the context of privatizations, the government must make its decisions transparently, receive public input, and act fairly towards all firms in the marketplace. Transparency in decision making allows the public to understand the reasoning behind governmental decisions and requires the government to announce publicly its important decisions. Public input allows the government to hear the concerns of the public before making important decisions. Finally, the government should act without favoritism towards any firm during a privatization.

Second, the consequences of the Internet’s privatizations have proved disappointing and, at times, alarming. A handful of large backbone providers have continually controlled the market for backbone services since the privatization. They have successfully limited competition despite the increase in potential competitors who have contributed to the steadily increasing telecommunications bandwidth over the last decade.\textsuperscript{10} As a result, a few large backbone providers can charge considerably more than their competitors for backbone services. Similarly, the government contractor for the DNS grew to a market capitalization of $21 billion by charging excessive fees after being purchased for $3.9 million in 1995. It could charge these fees because the government granted it a monopoly over the DNS. Without an analysis of the problems that occurred during the initial privatization, there is little hope that future privatization efforts will not repeat these types of mistakes.

Third, the study of the initial privatization provides insights about influential theories concerning how the Internet regulates behavior and how to regulate the Internet. One theory examines how “Code” regulates behavior on the Internet. The term “Code” refers collectively to the hardware and software of information technologies. Commentators such as Lawrence Lessig, Joel Reidenberg, and Ethan Katsh have recently recognized that Code in the form of the Internet’s technological infrastructure is a force analogous to law.\textsuperscript{11} The concept of Code helps explain how the Internet regulates itself. For example, the government redesigned the Internet’s backbone network—Code—to

\begin{thebibliography}{99}
\end{thebibliography}
support multiple, competing backbone networks. The government intended this redesign as a method to support competition. This attempt to introduce competition through Code is analogous to regulation promoting competition.

A second theory concerns the proper role of government in regulating the Internet. Johnson and Post have argued that the government should generally refrain from regulating the Internet and instead allow for a decentralized rulemaking approach.12 By analyzing how the Internet developed from both the government regulating the Internet and from decentralized rulemaking this study explicates the limitations of both approaches.

Finally, this is not the last privatization. As long as the government funds and controls research that may be of commercial use, the issues of privatizations carry lasting importance. For example, the U.S. government is currently spending hundreds of millions of dollars on the Next Generation Internet (NGI) initiative.13 NGI will connect universities and national laboratories with high-speed networks that are 100 to 1000 times faster than today’s Internet. The NGI also serves as a testbed for experimentation with new technologies. In time, the U.S. government will need to decide who will finally control the NGI.

B. Summary of Our Thesis

This Article analyzes the privatization processes for the Internet’s backbone network and the DNS.14 The analysis includes a discussion of the problems encountered in the privatizations, consequences of these problems, and remedial efforts that may be undertaken to rectify these consequences. This Article does not attempt to provide a comprehensive account of the facts and the policy rationales surrounding Internet privatizations. Instead, we focus on the facts and policy rationales germane to the privatization process. Furthermore, we assume that privatization was the correct course for the government to follow and that a privatization with meaningful competition is

13. See infra note 223 and accompanying text.
beneficial to society.  

Our analysis of the problems that occurred during the privatizations found three root causes that have hindered competition. Discovery of these root causes leads us to conclude that the problems occurring in the DNS are general problems that will continue to reoccur in future privatizations. Our approach differs from previous studies of the DNS, which have analyzed the DNS’s problems as sui generis. This Article develops a number of proposals based upon these three root causes in order to prevent these problems from reoccurring in future privatizations as well as to remedy the current lack of competition in the Internet’s backbone industry and the DNS.

The lack of procedural fairness in the processes employed by the government caused the first category of problems in the initial privatizations. Government decision making repeatedly lacked transparency and public participation in several important decisions. In the privatization of the backbone, the government favored incumbent contractors, did not publicly announce important decisions, and simply acted without public input. Consequently, the public’s confidence in the privatization methodologies employed by the government diminished significantly.

The government’s management of competition during the privatizations caused the second set of problems. First, instead of introducing competition for government services, the government repeatedly granted its incumbent contractors, such as Advanced Network Services (ANS) and Network Solutions, Inc. (NSI), control of lucrative services. For example, NSI grew into a $21 billion company as a result of its monopoly control of the DNS.

Second, the government ignored the fundamental goal of privatization—the creation and maintenance of competition. Rather, the government treated

15. For a good evaluation of the privatization of the Internet, see Brett M. Frischmann, Privatization and Commercialization of the Internet: Rethinking Market Intervention into Government and Government Intervention into the Market, COLUM. SCI. & TECH. L. REV. (Forthcoming 2001).


17. See infra Part VII.A.1.

18. See infra Part VII.A.2.
privatization as an end in itself and not as a means to achieve the desirable public purpose of the facilitation of competition in the marketplace. As a result, consumers are forced to pay higher prices for services such as domain name registrations.  

The management of the “Code” or the technological infrastructure of the Internet caused the final set of problems discovered in the initial privatizations. First, as part of the privatization, the government redesigned the technological infrastructure of the Internet to create competition for backbone services. This technical redesign was subject to network effects and favored a few large backbone providers over smaller networks. The government’s failure to require an interconnection policy to offset this technical favoritism has significantly reduced the level of competition for backbone services. Second, as part of the privatization of the Internet, the government has transferred control of the Code to the private sector. Today, control of the Internet’s Code lies within the hands of a few large backbone providers who remain free from any regulation or oversight. Consequently, this small number of providers will significantly influence future technological development of the Internet. Third, the government failed to consider societal concerns, such as security and privacy, while redesigning the Internet for privatization. The government could have ensured that the infrastructure of the Internet was designed for security conscious, electronic commerce applications. Thus, the problems with the government’s management of the Code can be stated as follows—what the government should have done, what it didn’t do, and what it can’t do today.

These problems have resulted in a lack of competition both in the backbone industry and the DNS. For example, the lack of a nondiscriminatory interconnection policy has allowed the established large backbone providers to thwart potential new competitors, such as Level 3 Communications, by merely refusing interconnection. There is still no competition for the DNS, although the privatization of the DNS was suggested in 1995, and by 1996 there were a number of operational alternative DNS models. The government and the private sector’s management of the DNS have allowed procedural problems and favoritism to the incumbent contractor to interfere with the introduction of competition. As a result, consumers have had to pay higher prices for

19. Id.
20. See infra Part VII.A.3.
22. Id.
23. See infra Part VII.B.1.
24. See infra Part VII.B.2.
25. See id.
backbone services and domain name registrations. In the case of domain names, the lack of competition has also limited consumers’ choice of domain names and led to overcrowding in the popular “.com” domain.

We have developed a number of proposals in three areas to address the lack of competition in the backbone and DNS industries, and to prevent these problems from reoccurring in future privatizations. First, we emphasize the need for the government to abide by fair and open procedures during privatizations. Therefore, to promote competition in the DNS, we highlight the need for ICANN to become accountable to the Internet community while conducting its affairs in an open and transparent manner. Second, the government must properly manage competition. This requires the government first to understand that a crucial objective for a privatization is competition, and second to ensure that its incumbent contractors do not impede competition. In the case of the backbone industry, the government should promote competition through a requirement of a nondiscriminatory interconnection policy. Finally, the government must understand the Code’s significant impact not only upon competition in the marketplace, but also upon our existing societal values. Therefore, we call for a technological interconnection policy that follows the guiding principle that new technologies should not amplify network effects and limit competition.

The Article is organized as follows. Part II provides the background of the privatization process. This Part includes a brief description of the early computer networks and documents how the National Science Foundation (NSF) Network (NSFNET) became the Internet. Part III describes the NSF’s problems with the contractor who managed the NSFNET. Part IV explains the NSFNET’s privatization process and includes a short primer on privatization processes. Part V discusses the consequences of the NSF’s redesign. This Part concludes with a discussion of what could have been done differently during the redesign process. Part VI describes how many of the same problems and issues from the privatization of the backbone are reoccurring in the privatization of the DNS, bringing to mind Yogi Berra’s famous line, “déjà vu all over again.” Part VII first highlights the commonality of the problems with both privatization processes and how these problems have led to a lack of competition for backbone services and the DNS. Next, we present our proposals to promote competition in both industries. Finally, we note the limitations of decentralized lawmaking based upon the history of these privatizations.

26. The Internet Corporation for Assigned Names and Numbers (ICANN) is a private sector organization that is assuming responsibility of the management of the DNS from the government.
II. THE HISTORY OF THE NATIONAL SCIENCE FOUNDATION NETWORK (NSFNET)

The government has historically played a crucial role in the development of computers and computer networks. The Department of Defense and federal agencies such as the National Science Foundation (NSF) funded early computer networking research. Their successes led the government to create the National Science Foundation Network (NSFNET), to serve as a national backbone network interconnecting with other networks. This “network of networks” is the Internet. It is important to distinguish the NSFNET from the Internet. The NSFNET was a government-sponsored backbone network, which interconnected hundreds of other networks. In 1995, the government allowed the private sector to replace the NSFNET with several commercially owned backbone networks. The Internet is now the sum of these networks.

This Part provides a background into the privatization process for the Internet’s backbone network. The first section contains a history of the early computer networks. The second section discusses the origins and the direction of the NSFNET as well as the commercial backbone providers who began to emerge as the NSFNET matured. The third section explains how the NSF privatized the NSFNET by replacing it with several commercially owned backbone networks. A timetable for the privatization of the Internet’s backbone is presented in Table 1. Finally, the last section shows how privatization was the dominant policy approach towards the Internet in both the government and the private sector.


28. The NSFNET program spent over $200 million. In addition, other public sources, such as state governments, state-supported universities, and the federal government, probably invested more than $2 billion on networking with the NSFNET. See David Lytel, Nonprofit Parents, Corporate Kids, UPSIDE TODAY, Feb. 2, 1998; Jeffrey K. MacKie-Mason & Hal Varian, The Economics of the Internet, DR. DOH’S J., Dec. 15, 1994, at 6. It is important to note that the government funding of the Internet not only connected many organizations, but also created much of the software and hardware to use the Internet. See BARRY M. LEINER ET AL., A BRIEF HISTORY OF THE INTERNET, at http://www.isoc.org/internet/history/brief.html (last modified Aug. 4, 2000). For example, government funding developed Gopher, Kermit, Archie, and Mosaic. See KATIE HAFNER & MATTHEW LYON, WHERE WIZARDS STAY UP LATE: THE ORIGINS OF THE INTERNET (1996); Regulating the Internet, THE CQ RESEARCHER, June 30, 1995, at 576.

29. Because the NSFNET no longer exists, definitions of the Internet are not based on the NSFNET. See Kahn & Cerf, supra note 6.
Table 1: Timetable for the Privatization of the Internet’s Backbone

<table>
<thead>
<tr>
<th>Year</th>
<th>NSFNET</th>
<th>ANS</th>
<th>Privatization Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>1985</td>
<td>Dennis Jennings hired to lead NSFNET project</td>
<td>11/1987 The NSF awarded the team of MERIT, IBM, and MCI management of the NSFNET.</td>
<td></td>
</tr>
<tr>
<td>1986</td>
<td>NSFNET online with 56 Kb/sec backbone</td>
<td>11/20/1987 1987 OSTP Strategic Plan</td>
<td></td>
</tr>
<tr>
<td>6/24/1986</td>
<td></td>
<td>6/15/1987 NSF Solicitation for management and operation of the backbone</td>
<td></td>
</tr>
<tr>
<td>11/1987</td>
<td>The NSF awarded the team of MERIT, IBM, and MCI management of the NSFNET.</td>
<td>11/20/1987 1987 OSTP Strategic Plan</td>
<td></td>
</tr>
<tr>
<td>1988</td>
<td>MCI Mail permitted experimental use of commercial email services</td>
<td>3/1990 First meeting at Harvard on privatizing the NSFNET</td>
<td></td>
</tr>
<tr>
<td>7/1988</td>
<td>NSFNET backbone upgraded to T-1</td>
<td>8/1989 PSI spun off NSYERNET</td>
<td></td>
</tr>
<tr>
<td>3/1990</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6/28/1990</td>
<td>NSF was notified of ANS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9/10/1990</td>
<td>NSF gave permission for ANS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9/17/1990</td>
<td>Creation of ANS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11/29/1990</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/14/1991</td>
<td>PSI, CERFnet, and UUNET agree to interconnect at CIX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5/1991</td>
<td>Creation of ANS CO+RE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8/1991</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Date</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>11/26/1991</td>
<td>NSF announces in the Project Develop Plan that it is rebidding the backbone</td>
</tr>
<tr>
<td>3/12/1992</td>
<td>Hearings on NSFNET Management</td>
</tr>
<tr>
<td>6/1992</td>
<td>ANS CO+RE connects to CIX</td>
</tr>
<tr>
<td>6/1992</td>
<td>NSF draft solicitation for the redesign</td>
</tr>
<tr>
<td>10/23/1992</td>
<td>Modification of AUP by adding a section of the NSF Act</td>
</tr>
<tr>
<td>12/2/1992</td>
<td>NSFNET upgraded to T-3</td>
</tr>
<tr>
<td>5/6/1993</td>
<td>Final solicitation of the redesigned network by the NSF</td>
</tr>
<tr>
<td>2/1994</td>
<td>NAPs are awarded</td>
</tr>
<tr>
<td>5/30/1995</td>
<td>NSFNET was retired</td>
</tr>
</tbody>
</table>

A. Early Computer Networks

The Advanced Research Projects Agency (ARPA) of the Department of Defense funded the Advanced Research Projects Agency Network (ARPANET) project in the late 1960s.30 ARPANET was the first network to connect heterogeneous computers together.31 The purpose of ARPANET was to facilitate communication between the various contractors of the ARPA, who often operated different types of computers.32 ARPANET also demonstrated the utility of networking heterogeneous computers.33 In 1990, however, the

31. ABBATE, supra note 14, at 64.
32. Id.
33. Id.
ARPANET was decommissioned, because it was obsolete compared to the NSFNET.\(^{34}\)

Access to the ARPANET was limited to universities and research laboratories of the government and private industry. The ARPANET was “to be used solely for the conduct of or in support of official U.S. Government business.”\(^{35}\) This restricted commercial use of the ARPANET and led to the creation of Telenet in 1975 as a network for commercial customers.\(^{36}\)

The NSF also has a long history of funding research in computer networking. Between 1968 and 1973, the NSF funded thirty regional computing centers to ensure widespread use of computing resources. With the NSF’s help, new entities such as the New England Regional Computing Program and the Michigan Education Research Information Triad (MERIT) emerged. These entities typically connected various institutions to share computing resources.\(^{37}\) For example, MERIT interconnected computers on the campuses of Michigan State University, Wayne State University, and the University of Michigan.\(^{38}\)

In the 1970s, the limited availability of ARPANET connections led the NSF to create the Computer Science Research Network (CSNET). In 1979, there were 120 university computer science departments, but only 15 of the 61 ARPANET sites were at these universities.\(^{39}\) CSNET remedied this imbalance by linking computer science researchers in academia, government, and industry. CSNET also connected to the ARPANET, thus allowing CSNET users access to resources on ARPANET.\(^{40}\) CSNET successfully connected universities together,\(^{41}\) and became the first government funded network to demonstrate financial self-sufficiency. This met one of the NSF’s grant conditions for CSNET.\(^{42}\) CSNET’s financial self-sufficiency depended upon

\(^{34}\) See Jeffrey A. Hart et al., *The Building of the Internet*, 16 TELECOMM. POL’Y 666, 673-75 (1992).

\(^{35}\) *U.S. Government Communications Network Activities*, COMPUTER COMM. REV., Oct. 1975, at 32-33. ARPANET was connected to ARPA contractors, some of which were commercial companies such as Xerox. It is unclear how they gained approval for ARPA connections or how the restrictive use policy was enforced. There is little written on the interaction of the private sector with the government sponsored ARPANET.

\(^{36}\) See HAFNER & LYON, supra note 28, at 232-33.

\(^{37}\) ABBATE, supra note 14, at 192.


\(^{39}\) HAFNER & LYON, supra note 28, at 241.

\(^{40}\) CSNET was able to interconnect with paying any fees. See LEINER ET AL., supra note 28.


\(^{42}\) Id.
charging industrial research laboratories significantly higher dues than universities.\footnote{43} CSNET was finally shut down in 1991, when the success of NSFNET made it obsolete.\footnote{44}

The government and the private sector constructed other networks in 1970s and 1980s. In the 1980s, the Because It’s Time Network (BITNET) was a cooperative network among IBM systems with no restrictions on membership.\footnote{45} Bell Labs built a network, UUCP, which carried the USENET.\footnote{46} Governmental agencies created their own computer networks. For example, the Department of Energy created the High Energy Physics Net and NASA created the Space Physics Analysis Net.\footnote{47} Many of these networks were specialized and built upon proprietary protocols, which often limited their ability to interconnect with other networks.\footnote{48} Consequently, it was not until the NSFNET and the NSF’s chosen network standards that these networks were interconnected.

\section*{B. Early History of the NSFNET}

Early computer networks proved the feasibility and the utility of networking computers together. Two other significant factors in the growth of computer networking consisted of the development of local area networks\footnote{49} and the Unix operating system.\footnote{50} The next major step towards the Internet began with the call for a national network to link federally funded supercomputing centers together. This network, NSFNET, was designed and managed by the NSF. Eventually, the NSFNET linked together thousands of

\begin{footnotesize}
\footnote{43. See Larry Press, Seeding Networks: The Federal Role, COMM. ACM, Oct. 1996, at 11-18. CSNET’s member institutions paid either $30,000 (industrial), $10,000 (government or nonprofit), $5,000 or less (university) per year.}
\footnote{44. See Larry H. Landweber, CSNET: A Brief History (Sept. 22, 1991), at http://www.mit.edu:8008/MENELAUS.MIT.EDU/com-priv/1395.}
\footnote{45. See HAFNER & LYON, supra note 28, at 243-44.}
\footnote{46. See id. See generally HAUBEN & HAUBEN, supra note 14, for a history of the Usenet.}
\footnote{48. Id.}
\footnote{49. Between 1981 to 1991, there was an explosion of local area networks. Local area networks connect computers together that are geographically located closely together, such as on a university campus. The predominant protocol for local area networks is Ethernet. COOK, NSFNET “PRIVATIZATION”, supra note 14. See also HAFNER & LYON, supra note 28, at 251.}
\footnote{50. UNIX was important for several reasons. The first was its low cost for universities. The second was AT&T’s liberal licensing policy for UNIX. This allowed new protocols such as the TCP/IP protocol to be built into the UNIX operating system. The accessibility of this protocol lead to its adoption in 1983 for ARPANET. The wide spread use of the TCP/IP protocol eventually forced manufacturers such as IBM and Digital Equipment Corporation to support the TCP/IP protocol. See HAFNER & LYON, supra note 28, at 250; Hart et al., supra note 34, at 671.}
\end{footnotesize}
computers spread across the world to create the Internet. This section provides
the history of the NSFNET, beginning with the idea of creating a national
network to link supercomputers. Over time, this network grew to connect not
only supercomputing centers, but also universities, federal agencies, and the
private sector.

1. The Vision and Origins of the NSFNET

The origins of the NSFNET began with an interest in supercomputing in
the 1980s.51 In 1982, the NSF brought together a panel on supercomputing.
Their report found that the U.S. research community was in need of access to
high-performance computing.52 The panel recommended the development of
the supercomputer program. The following year, another NSF sponsored
report recommended that the NSF support supercomputing by constructing a
network between universities, laboratories, and supercomputer centers.53 By
1984, the NSF was managing the construction and operation of the new
supercomputing centers.54 To ensure the research community access to the
supercomputing centers, the NSF planned to set up a national research
network.55 The proposed network had two stages. The first stage would
involve interconnecting the NSF funded supercomputer centers. The second
stage would involve constructing a high-speed backbone to link together
various regional and campus networks.56

In 1985, the NSF hired Dennis Jennings to lead the NSFNET program.57
He made three important design decisions for the architecture of the NSFNET.
First, he decided the NSFNET would serve as a general-purpose network, as
opposed to a specialized supercomputer network.58 Second, he decided the
architecture of the network would be a three level hierarchy as shown in Figure
1.59

51. For a history of the origins of the NSFNET and how the NSFNET was shaped by many such
forces within the government, academia, and commercial institutions, see Juan D. Rogers,
Internetworking and the Politics of Science: NSFNET in Internet History, 14 INFO. SOC’Y 213 (1998).
52. OFFICE OF TECHNOLOGY ASSESSMENT, supra note 41, at 6.
53. Id.
54. Id. at 11.
55. Id. at 13.
56. See Press, supra note 43.
57. See Rogers, supra note 51, at 219.
58. Id.
59. Id.
Figure 1: Architecture of the NSFNET
The first level would be a backbone entirely supported by the NSF. The backbone network, NSFNET, would be connected to regional networks, which in turn would connect to local networks, such as university campuses. Third, Jennings decided the NSFNET would use the TCP/IP protocol. Undoubtedly, if the NSF had made different design choices the NSFNET and the Internet would have developed in a dramatically different fashion.

The NSF envisioned the regional networks arising from established entities such as the regional computing centers. MERIT provides an example of such a regional entity, which, as mentioned above, linked together a number of universities in Michigan. To promote networking, the NSF created a policy of offering universities access to the NSFNET if the universities created a community network. This increased the research and educational communities’ access to the NSFNET.

2. Governmental Advocacy for the NSFNET

The NSF did not act alone in the creation of a national research network. The NSF had considerable support from Congress and the White House. The government provided much of the vision for the NSFNET.

Senator Al Gore introduced a bill in 1986, requiring the White House’s Office of Science and Technology Policy (OSTP) to produce a report for Congress on the role of the government in promoting supercomputing and high-speed networking. OSTP released the final report, *A Research and Development Strategy for High Performance Computing*, in 1987. Networking was one of four topics discussed in the OSTP report. The report found current network technology inadequate for scientific needs. Moreover,


61. For example, when Jennings chose TCP/IP as the protocol for the NSFNET, it was the only nonproprietary protocol available. The NSFNET would have been quite different if a proprietary protocol such as DECNET was chosen. See Richard Mandelbaum & Paulette A. Mandelbaum, *The Strategic Future of the Mid-Level Networks*, in *BUILDING INFORMATION INFRASTRUCTURE* 59, 62 n.6 (Brian Kahin ed., 1993).


64. See Hart et al., supra note 34, at 678. Al Gore was instrumental in federal support for the Internet despite political barbs to the contrary. See Richard Wiggins, *Al Gore and the Creation of the Internet*, 5 FIRST MONDAY, Oct. 1, 2000, at http://firstmonday.org/issues/issue5_10/wiggins/index.html.

Europe and Japan were moving ahead of the U.S. in networking because of a close collaboration between government and industry. The report recommended that “U.S. Government, industry, and universities . . . coordinate research and development for a research network to provide a distributed computing capability that links the government, industry, and higher education communities.”

The OSTP report also provided an outline of the implementation plan for the NSFNET. The first step involved upgrading the newly created NSFNET network to 1.5 Mb/sec. The next stage called for an upgrade of the main backbone to 45 Mb/sec over the next three to five years. The final step was the delivery of 1 to 3 Gbit/sec to selected sites and 45 Mb/sec to over 1000 research sites. This final step was not expected to occur for another ten years.

3. Construction of the NSFNET

Operational in 1986, the NSFNET had a 56 Kb/sec backbone connecting together the five supercomputing centers. The NSFNET, while operational, performed poorly because the 56 Kb/sec backbone was inadequate. To address this, the NSF issued a “Project Solicitation for Management and Operation of the NSFNET Backbone Network (NSF 87-37)” in 1987 to upgrade the NSFNET backbone.

In response, the NSF received six proposals for the management and operation of the NSFNET backbone. NSF found three of the proposals technically unresponsive and, therefore, did not consider them. The remaining three proposals offered bids of $40 million, $25 million, and $14 million. Naturally, the NSF chose the lowest bid, despite the fact that the proposal did not rate the highest on the technical criteria. The $14 million bid from MERIT, IBM, and MCI was justified by the NSF because of the cost sharing plan proposed. For example, MCI agreed to a lower than market rate for access to its lines, which would save $5 million. The State of Michigan offered to contribute $5 million for facilities and personnel, and IBM agreed to contribute

66. Id. at 2.
67. See id. at 27.
68. The supercomputer centers were located at the University of California at San Diego, Cornell University, University of Illinois at Urbana-Champaign, Carnegie Mellon University, and the National Center for Atmospheric Research. See Hart et al., supra note 34, at 672.
$10 million in equipment and services.\footnote{1}

In 1988, the NSF awarded a cooperative agreement to the team of MERIT, MCI, and IBM.\footnote{2} Each team member had a different responsibility. MERIT was responsible for the management and administration of the NSFNET. MCI was responsible for the telecommunications network for the NSFNET, while IBM provided the software and routers for the network.\footnote{3}

The team of MERIT, IBM, and MCI upgraded the NSFNET backbone in July 1988 and again in 1991. The first upgrade was to a T-1 (1.5 Mb/sec) backbone.\footnote{4} This new backbone, as shown in Figure 2,\footnote{5} linked thirteen sites including the supercomputer centers, National Center for Atmospheric Research, MERIT, and several mid-level networks.\footnote{6} The NSFNET backbone connected over 170 networks, including the regional networks.\footnote{7} After the second upgrade in 1991, the NSFNET became a T-3 backbone (45 Mb/sec). Three new backbone nodes were added during this second upgrade: NEARNET, Chicago’s Argonne National Laboratory, and another SURAnet node. This was the last major upgrade of the NSFNET backbone.\footnote{8}

\footnote{2} See id.
\footnote{3} See Hart et al., supra note 34, at 672-73.
\footnote{4} See id. at 673.
\footnote{6} The mid-level networks were BARRNet, MIDNET, Westnet, NorthWestNet, SESQUINet, and SURAnet. NYSERNet and JVNCnet were already connected because they were co-located at a supercomputer center. Frazer, supra note 70.
\footnote{7} See Susan R. Harris & Elise Gerich, Retiring the NSFNET Backbone Service: Chronicling the End of an Era, CONNEXIONS, April 1996, at 2.
Figure 2: NSFNET in 1989
By the late 1980s, the NSFNET backbone connected more than 200 colleges and universities together via the regional networks. Funds from the NSF, state, university, federal, and private sector supported this combination of networks.79 Besides offering grants to encourage academic institutions to connect to the NSFNET via the regional networks,80 the NSF also encouraged the regional networks to find commercial customers. The NSF reasoned that the revenue of new customers would allow regional networks to expand and use the economies of scale to lower costs for everyone.81

As regional networks sought new customers, their institutional forms transformed from nonprofits who provided connectivity to “for-profits” that sold networking services. This change depended on the relative stability of the technical side of the network, which would allow the regional networks to focus on business-related issues.82 For example, in late 1989, two of the founders of the nonprofit New York regional network, NYSERNet, established a for-profit company, Performance Systems International (PSI). The rationale for PSI was that NYSERNet, as a nonprofit corporation, was unable to raise the venture capital necessary to invest in new services. Furthermore, the for-profit PSI was not constrained by charter, tax, or unfair competition issues that may have affected NYSERNet.83 Similarly, virtually all of the later commercial backbone providers emerged from the nonprofit regional networks.84

The NSFNET backbone connected not only the regional networks,85 but also various federal networks.86 For example, the NSFNET interconnected with the Department of Energy’s Energy Sciences Network and NASA’s

---


80. The NSF spent a considerable amount of funds on grants to regional networks through its “connections program,” for example, over $7 million in fiscal year 1991. Cook, supra note 14. These grants would expire after two years; thereafter, the campus would have to pay between $20,000 to $50,000 for a high-speed connection. See HAFNER & LYON, supra note 28, at 245-46.

81. LEINER ET AL., supra note 28.

82. See id. at 73-74. The unfair competition issues are because of the competition by nonprofits with for-profit businesses. This is essentially government-subsidized competition with the private sector.

83. See id. at 73-74. The unfair competition issues are because of the competition by nonprofits with for-profit businesses. This is essentially government-subsidized competition with the private sector.


86. See id. at 15-17.
NASA Science Internet. Unlike the NSFNET, all the traffic along these federal networks was supposed to be strictly for official government work in support of these federal agencies.

While there was considerable use of the NSFNET by government agencies and universities, the private sector was not very active in the early days of the Internet. The few private sector users consisted of either research and development arms of large companies or small high-technology companies. Although many companies had business and research networks, their networks did not connect to the Internet and had low transmission capacity. Nevertheless, traffic on the Internet and NSFNET was increasing rapidly and would continue to grow.

C. Privatizing the NSFNET

The NSFNET connected universities, federal agencies, public and private research laboratories, and community networks. While the NSFNET encouraged such diversity, it also had an Acceptable Use Policy (AUP). The AUP prohibited the use of the NSFNET for purposes not in support of research and education, a policy consistent with the NSF’s mission. Nevertheless, a growing number of users wished to use NSFNET for purposes beyond research and education, a push for what the NSF termed “commercial use.” The potential for commercial use of the Internet propelled regional networks to create for-profit spin-offs. These for-profit commercial networks would eventually form the basis for the privatized Internet backbone.

This section divides the remaining history of the NSFNET into three

87. See id. at 15. The interconnections took place at the two Federal Internet eXchange (FIX) East and West interconnection points. See id. at 16. The various interconnecting federal agencies shared in the cost of these managed interconnection points. LEINER ET AL., supra note 28.
88. Id.
89. See Hart et al., supra note 34, at 673.
subsections. The first subsection explains the trend toward commercial use of the NSFNET. The second concerns the behavior of NSFNET’s contractors. The third section discusses how the NSF privatized the NSFNET.

1. Commercial Use of the NSFNET

The first official commercial use of the NSFNET began in 1988 with ARPANET pioneer Vinton Cerf. He persuaded the government to allow MCI Mail to link with federal networks—the Internet—for “experimental use.” Soon after, other companies such as CompuServe and Sprint gained permission for “experimental use” for commercial email. The stated rationale was that these commercial providers would enhance research and educational uses by allowing researchers to communicate with more people.

In 1990, the AUP changed slightly. The original AUP described the NSFNET as supporting “scientific research and other scholarly activities.” The AUP then became “to support research and education in and among academic institutions in the U.S. by providing access to unique resources and the opportunity for collaborative work.” Brian Kahin noted that even without this slight change, commercial use was permissible as long as it generally supported the purpose of NSFNET. Thus, commercial information providers, such as Lexis, Dow Jones, Dialog, and CARL were permitted access to the NSFNET backbone for the support of research and education. For example, Lexis could provide services for law students because that would support research and education. However, Lexis could not provide services for Apple computer’s legal department over the NSFNET because that would be commercial use.

The NSF recognized that by disallowing commercial traffic, it would encourage the growth of commercial backbone companies to create AUP free networks. Commercial backbone companies began to provide Internet connectivity to companies who were fearful of violating the NSF’s AUP. Eventually, several of these commercial backbone companies decided to interconnect their networks, creating the Commercial Internet Exchange.

---

94. See John Adam, How Cybergeniuses Bob Kahn and Vint Cerf Turned a Pentagon Project into the Internet and Connected the World, WASH. MAG, Nov. 1996, at 66.
95. Kahin, supra note 92, at 324.
96. Id. at 324-25.
97. See id. at 325.
100. LEINER ET AL., supra note 28.
By creating the CIX, the commercial backbones could access users on their competitors’ backbones. Moreover, the commercial backbones could gain these additional users without violating the NSF’s AUP. In effect, the commercial backbone providers created a commercial alternative to the NSFNET.

2. Creation of Advance Network Services (ANS) to Manage the NSFNET

The new opportunities for commercial backbone companies led the NSFNET’s contractors to enter this new industry. In September 1990, the operators of NSFNET (MERIT, IBM, and MCI) created a not-for-profit corporation, Advanced Network Services (ANS), as a subcontractor to operate the NSFNET backbone. ANS would also offer networking services on the new ANSNet. Because the new ANSNet shared the same infrastructure as the NSFNET, ANS was able to provide commercial connectivity to the NSFNET.

The relationship between ANS and the NSF drew criticism and charges of unfair competition by other commercial backbone providers. These problems are reviewed in detail in Part III of this Article. In response to the criticism, congressional hearings were held on the management of the NSFNET. As a result of the hearings, the Office of the Inspector General (OIG) performed a review of the NSFNET’s management and discovered a number of problems.

After the hearings, Congressman Boucher introduced a bill to remove the NSF’s AUP. This bill was amended later to allow commercial use of the network as long as it would increase the networks’ utility for research and education. In late 1992, the NSF’s new AUP allowed the private sector to

102. See MCI and IBM Form Nonprofit Supercomputing Company, COMM. DAILY, Sept. 18, 1990, at 3 [hereinafter MCI and IBM].
103. See A Giant Step Towards Internet Commercialization? The Evolution of Internet into the National Research and Education Network, TELECOMMUNICATIONS, June 1991, at 7 [hereinafter A Giant Step]. For a further discussion of ANS, see infra Part III.A.
105. See infra Part III.
107. See OFFICE OF INSPECTOR GENERAL, supra note 71, at 3.
108. See infra Part III.D.
use the network as long as it indirectly benefited research and education. This new, liberal AUP led to even more growth for the NSFNET.110

3. National Science Foundation’s (NSF) Planning for the NSFNET Privatization

In late 1989, OSTP released an implementation plan for the High Performance Computing Program.111 The 1989 OSTP report provided a detailed program plan for implementing the networking strategy of the earlier 1987 OSTP report.112 William Wulf of the NSF testified before Congress in 1989 that the NSF would follow the implementation plan of the 1989 OSTP report on the future of the NSFNET.113 He also admitted that because the report was not clear on how to privatize the NSFNET, the NSF would proceed to fund studies to examine the issue.114 The NSF then began funding a number of workshops through 1990 and 1991 on how to privatize the Internet.115

By late 1991, after these workshops and meetings, the NSF formulated a new design for the NSFNET with multiple backbones. The NSF announced this design in its “Project Development Plan,” which provided an overview for the future of NSFNET. The goal of this plan was to award competitive backbone services by April 1993.116 In June of 1992, the NSF released a solicitation for public comment on the new network design.117 In response, the NSF received more than 240 pages of comments from industry groups. The comments largely expressed concern that only a few firms would be awarded the entire contract and, suggested instead, the desire for a more competitive

110. See Johna Till Johnson, The Internet Opens Us to Commercial Use, DATA COMM., Mar. 1993, at 58.
111. See OFFICE OF SCIENCE AND TECHNOLOGY POLICY, THE FEDERAL HIGH PERFORMANCE COMPUTING PROGRAM 10 (1989). For a thorough discussion of the redesign and privatization of the NSFNET, see Part IV.
112. For further discussion concerning the implementation plan, see infra Part IV.B.
114. Id.
115. See infra Part IV.C.
116. See Posting of Stephen Wolff, steve@cise.nsf.gov, to comp-priv@psi.com, members @farnet.org (Nov. 26, 1991) (regarding NSFNET Backbone Services After November, 1992), at ftp://nic.merit.edu/cise/pdp.txt. For a discussion of the Project Development Plan, see Part IV.D.
network design. To provide additional time for the NSF to develop the new design of the NSFNET, the NSF in 1992 extended its agreement with MERIT to manage the NSFNET.

In the spring of 1993, the NSF incorporated the industry groups’ comments and released a revised solicitation with three parts. The first part consisted of a Routing Arbiter which operates as a “traffic cop” to ensure consistent routing policies. The second part proposed the creation of a Very High Speed Backbone Service (vBNS) to replace the NSFNET as a new high-speed backbone for research and educational use. The vBNS would be initially restricted to a select group of researchers requiring high-speed networking for specialized applications. The third part of the solicitation concerned the use of Network Access Points (NAPs) to connect together the vBNS, federal networks, and commercial backbone networks. The concept of multiple backbones interconnecting through NAPs is shown in Figure 3. Instead of a central backbone connecting the regional networks, the regional networks had to choose a commercial backbone network. To ensure connectivity between commercial backbone networks, they would interconnect at the NAPs.

In February 1994, the NSF announced the award of the NAPs to Sprint for New York, MFS for Washington, D.C., Ameritech for Chicago, and Pacific Bell for California. NSF awarded MCI the contract to operate and maintain the vBNS. To allow MERIT to oversee this transition, it was necessary again to extend the cooperative agreement. The regional networks were supposed to disconnect from the NSFNET backbone by October of 1994 and connect to commercial providers, which would be interconnected via the NAPs. None of the regional networks were able to meet the October deadline, but over the following six months they migrated to commercial providers. Finally, on April 30, 1995, the NSFNET was retired.

119. Johnson, supra note 110, at 58.
120. See National Science Foundation, Network Access Point Manager, Routing Arbiter, Regional Network Providers, and Very High Speed Backbone Network Services Provider for NSFNET and the NREN (SM) Program (May 6, 1993) (solicitation inviting proposals), available at ftp://nic.merit.edu/nsfnet/recompete/nsf9352. For a discussion of the revised solicitation, see Part IV.E.
122. See id.
123. See id.
124. Frazer, supra note 70.
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126. For discussion and analysis of the problems concerning the transition, see Burns, supra note 69; Dennis Fazio, Hang onto your Packets: The Information Superhighway Heads to Valleyfair (Mar. 14, 1995), available at http://ei.cs.vt.edu/~history/internet.hist.html.
127. See Harris & Gerich, supra note 78, at 2.
Figure 3: The New Design for the NSFNET
In August 1996, the NSF announced it would end its sponsorship of the four public NAPs. The NAPs would be operated entirely by the private sector. By this point, the government had transitioned from contracting out services to allowing the market to provide Internet backbone service—thus fully privatizing the Internet. After this decision, the only remaining NSF-subsidized backbone service was the vBNS. The vBNS served as the initial foundation of the Internet networking effort.

D. Privatization as the Dominant Policy Approach

There was little public debate or opposition to the privatization of the NSFNET. By the early 1990s, telecommunications policy for both political parties was based upon notions of deregulation and competition. At numerous junctures before the privatization of the NSFNET, politicians and telecommunication executives made it clear that the private sector would own and operate the Internet. This section illustrates the dominance of privatization as the preferred policy for the NSFNET among the leaders in the private sector and in government.

The prominent computer scientist, Leonard Kleinrock, representing the National Research Council on networking, told Congress in 1988 that any government-run network would eventually be transitioned to the telecommunications industry. Similarly, a bill introduced in Congress in 1989 acknowledged eventual control and ownership of the NSFNET by commercial providers. The language of this bill by Senator Al Gore highlighted the importance of the private sector. In regards to a national

128. See Maria Farnon & Scott Huddle, Settlement Systems for the Internet, in COORDINATING THE INTERNET 377 (Brian Kahin & James H. Keller eds., 1997).
129. For further background, see the vBNS web site, available at http://www.vbns.net (last visited May 10, 2001).
130. For further background, see the Internet2 web site, available at http://www.internet2.edu (last visited May 10, 2001).
132. The closest opposition was a proposal by Senator Daniel Inouye (D-Haw) which would reserve fixed percentage of the telecommunication network capacity as noncommercial space. This proposal was roundly attacked and summarily dismissed by everybody; not only for technical reasons, but also that this bill would essentially hand over 20% of the NII to the government for noncommercial entities. See Leslie Harris, Build Infosystem Fairly and Ensure Diversity, INSIGHT MAG., Oct. 17, 1994, available at 1994 WL 11273710.
network, the bill stated that the network shall:

(1) link government, industry, and the higher education community; (2) be developed in close cooperation with the computer and telecommunications industry; (3) be designed and developed with the advice of potential users in government, industry, and the higher education community; [and] . . . (5) be phased out when commercial networks can meet the networking needs of American researchers.134

In the testimony before the committee on this bill, there was no dissent from this view of private ownership of NREN (the NSFNET was the implementation of the NREN concept). For example, Gene Gabbard, Chairman/CEO of Telecom*USA, recommended establishing a nonprofit corporation to direct NREN. He suggested the nonprofit corporation consist of government and industry, and after five years it would terminate and transfer control of the network to commercial carriers.135

In committee hearings on the High Performance Computing Act of 1991, Senator Gore asked Tracey Gray, Vice President of Marketing, U.S. Government Systems Division, U.S. Sprint Communications, if it was acceptable for NREN to “be phased into commercial operation as commercial networks can meet the networking needs of American researchers and educators.”136 Naturally, Gray was happy with the phrase but requested that the objectives be more clearly defined and a general roadmap be included. Gore stated the reason he asked Gray about privatization was to reiterate the clear intention of the bill to support eventual privatization.137

In 1993, Lewis Branscomb, Director of the Science, Technology, & Public Policy Program at Harvard University’s John F. Kennedy School of Government wrote “[a]ll those associated with planning for NREN take it as a given that commercially provided facilities will be used for the network.”138 Mitch Kapor and Jerry Berman of the public interest group Electronic Frontier Foundation (EFF) reiterated this assumption, when they concluded that the goal of NREN was to create a level, competitive playing field for private

137. Id. at 90-91.
network carriers.139

The only significant issue among politicians was the role of government in the initial stages of the network. Senator Al Gore called for government funding of a new national network for the first five years.140 Meanwhile the Bush administration called for the network to be designed by the government but paid for by the private sector.141 However, Gore changed his position and later stated that the Internet would be built and paid for by the private sector. This event occurred in late 1992 at a summit on the information superhighway. At the summit both Al Gore and AT&T CEO Robert Allen agreed that a national network should be built. However, there was difference of opinion about the government’s role in building the network. Allen accused Gore of proposing that the government should build the information superhighway, while Gore denied he ever suggested such a proposal.142 However on December 21, 1992, just before Al Gore was sworn in as Vice President, he stated, “information highways will be built, paid for and funded principally by the private sector.”143 On the same day, the Democratic Party received substantial political donations. According to records from the Federal Elections Commission, the Democratic National Committee received a $15,000 contribution from Sprint, a $10,000 contribution from U.S. West, a $50,000 contribution from MCI, and a $15,000 contribution from NYNEX.144 The next day the Democratic National Committee received another $20,000 contribution from MCI and $10,000 more from NYNEX.145

By 1993, the NSF was actively working on the privatization of the Internet. As shown above, the government and private sector fully supported the privatization of the Internet. In fact, the privatization of the Internet became seen as virtually inevitable. In sum, both political parties and the private sector supported the NSF’s actions in privatizing the Internet because they agreed that the private sector should build, own, and operate the Internet.

139. Mitchell Kapor & Jerry Berman, Building the Open Road: The NREN as Testbed for the National Public Network, in BUILDING INFORMATION INFRASTRUCTURE, supra note 92, at 199, 205.
141. See id.
145. See supra note 143.
III. THE PROBLEMS WITH ADVANCED NETWORK SERVICES (ANS)

While the success of the NSFNET is obvious, the problems the NSF had with the entities that managed the NSFNET are not. This Part details three significant incidents involving MERIT, IBM, MCI, and their offspring—ANS and ANS CO+RE—that illustrate the problems that developed during the government’s management of the NSFNET. The first incident concerns a backroom deal that allowed ANS to sell commercial access to the NSFNET. The second incident concerns how ANS took advantage of its position as operator of the NSFNET. In the third incident, ANS impeded competition for commercial backbone services. Finally, these incidents led to a congressional hearing, where the actions were publicly aired.

The purpose of this section is not to open old wounds. Rather, this section serves to teach us what worked well in the initial privatizations and what could have worked better. One technique we use to show how the privatization process could have been handled differently is by noting the contemporary concerns of those involved in the privatizations. This analysis is important because what we learn is applicable to other Internet privatizations, such as the Domain Name System and the Next Generation Internet initiative.

A. A Backroom Deal Gives Control of the NSFNET to ANS

ANS emerged in June 1990, when MERIT, IBM, and MCI notified Steve Wolff of the NSF that they were creating a not-for-profit corporation. They eventually named this corporation Advanced Network Services (ANS). ANS then entered into a subcontracting agreement with MERIT, IBM, and MCI and became responsible for the management of the NSFNET backbone. In July 1990, John Markoff of the New York Times wrote that many competing networking companies were afraid that ANS would have a competitive advantage because of its relationship with IBM and MCI.

On September 10, 1990, Stephen Wolff responded to MERIT’s actions on the NSF’s behalf. Agreeing with MERIT’s decision to subcontract the management of the NSFNET to the new corporation, he further stated that the

146. See Letter from Douglas E. Van Houweling, Merit Computer Network, to Steve Wolff, Division Director of NCRI, National Science Foundation (June 28, 1990) (regarding formation of not-for-profit corporation by Merit Network, IBM, and MCI), at http://www.merit.edu/merit/archive/nsfnet/nsf.agreements/restructuring.of.partnership. The creation of ANS occurred a few months after the first meeting discussing the future of the NSFNET and privatization. It could be inferred that this meeting may have lead to the decision to create ANS with a belief that the NSF would approve of such a situation. However, there is no evidence to prove such a statement.

147. See John Markoff, Discussions are Held on Fast Data Network, N.Y. TIMES, July 16, 1990, at D2.
"NSF agrees that the new corporation may solicit and attach to the NSFNET Backbone new users, including commercial users."\(^{148}\) On September 17, 1990, MERIT, IBM, and MCI publicly announced the formation of ANS; however, neither the NSF nor MERIT, IBM, and MCI publicly announced NSF’s decision to allow the new corporation to solicit commercial users.\(^{149}\)

ANS then divided the network it managed into two pieces, NSFNET and ANSnet, although both used the exact same physical facilities. Although they used the same backbone—for example, if there was congestion on ANSnet, it would affect traffic on the NSFNET\(^{150}\)—the virtual separation allowed ANS to provide services that would otherwise violate the NSF’s Acceptable Use Policy (AUP)\(^{151}\).

According to NSF officials, ANS and NSFNET “share[d] [the same] physical plant, but have logically distinct nets. That’s how [they were] able to have different Acceptable Use policies.”\(^{152}\) The “distinct nets” also allowed ANS’s customers to access the NSFNET backbone without going through NSF’s lengthy application process. In return, the customers paid usage fees to ANS.\(^{153}\) However, because ANS was a nonprofit entity, it could not yet provide commercial access to the NSFNET.\(^{154}\)

A year later, in May of 1991, ANS set up ANS CO+RE Systems—a for-profit subsidiary—to sell commercial access to the NSFNET.\(^{155}\) In September of 1991, ANS CO+RE had their first commercial customer. This caused quite a controversy because no other commercial network provider was permitted to sell access to the NSFNET. A commercial competitor to ANS CO+RE asked the NSF for copies of the agreements between ANS and the NSF,\(^{156}\) seeking to discover why ANS CO+RE was allowed to sell commercial access to ANSNet. As a result of this request, the NSF publicly released the agreement it

\(^{148}\) See Letter from Stephen Wolff, Division Director of NCRI, National Science Foundation, to Douglas E. Van Houweling, Merit Computer Network (Sept. 10, 1990) (regarding the subcontracting of services for the NSFNET backbone), at http://www.merit.edu/merit/archive/nsfnet/nsf.agreements/subcontracting.services.

\(^{149}\) See MCI and IBM, supra note 102, at 3.

\(^{150}\) See Cook, NSFNET “Privatization”, supra note 14; Fazio, supra note 126; A Giant Step, supra note 103, at 7.

\(^{151}\) For more on the AUP, see supra Part II.C.1.


\(^{153}\) See MCI and IBM, supra note 102, at 3.
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entered into with ANS in late 1990. NSF had agreed to allow ANS to solicit commercial users for almost a year before alerting the public.

Because of the significance of this decision—permitting an entity to sell access to a government-subsidized network—the NSF’s delay to announce the agreement publicly was a mistake. According to a later report by the Office of the Inspector General (OIG), who investigated the management of the NSFNET, the “NSF should have affirmatively announced **this** development to the networking community.” The NSF’s failure to announce this decision led to the conclusion that a backroom deal had been reached between the NSF and its contractors.

The OIG report also noted two other omissions by the NSF in allowing ANS to sell commercial access to the NSFNET. First, the OIG’s investigation revealed a lack of documentation of the NSF’s decision to allow commercial access to the NSFNET. The lack of documentation forced the OIG to reconstruct the reasoning behind these decisions through interviews, two years after the relevant events had occurred. Second, the OIG found that the NSF’s decision was never reviewed. The OIG noted that decisions of this magnitude require public comment or peer review. However, there was no indication that the NSF’s decision regarding commercial access to the NSFNET was ever reviewed or commented on by anyone. The report then stated that “the dearth of documentation of NSF’s underlying reasoning—as well as the lack of evidence of peer, supervisory, or National Science Board review of this decision—reduces our confidence in [the NSF’s decision].”

B. How ANS Took Advantage of the Public

ANS took advantage of the public in several ways. First, it relied heavily on support from the government. Second, ANS did not find new customers, instead it attempted mainly to convert customers from the government-subsidized regional networks. Finally, ANS’s decision to create a for-profit
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subsidiary raised questions as to ANS’s responsibility to the NSFNET and to the public interest.

At the time of ANS’s creation, it depended on its only customer, the government, for its operating revenue of $9.3 million.\textsuperscript{163} ANS often claims it contributed twice as much as the NSF towards the support of the backbone. Gordon Cook, an independent reporter covering the Internet, investigated this claim by examining ANS’s tax-exempt documents.\textsuperscript{164} Cook found the most liberal interpretation showed ANS contributing 4\% more than the federal government. A more conservative interpretation showed ANS making a profit on the NSFNET.\textsuperscript{165} In effect, it could be suggested that the federal government funded a competitor to other commercial backbone providers.\textsuperscript{166} Some of ANS’s national competitors included Sprint and PSI.

By the spring of 1991, ANS had only a few commercial customers. Moreover, ANS publicly admitted that it expected most of its customers to switch from existing regional networks.\textsuperscript{167} For example, ANS’s first customer was the North Carolina state network—previously a customer of the regional network SURAnet.\textsuperscript{168}

As discussed above, in May 1991, ANS created a for-profit subsidiary, ANS CO+RE, to provide commercial services. As a for-profit corporation, ANS CO+RE could provide commercial services and allow for capital investment by IBM and MCI, unlike the nonprofit ANS.\textsuperscript{169} When ANS CO+RE was created, Brian Kahin, the director of Harvard University’s Information Infrastructure Project, said that the use of ANS CO+RE backbone would be attractive to companies who were afraid of violating the NSF’s AUP. He then added, “if ANS proceeds with this approach, it will raise a host of critical and unresolved regulatory questions concerning the company’s responsibilities to the public interest as a quasi-monopoly provider—questions that seem to have no clear cut answers under the current FCC and MFJ regulatory framework.”\textsuperscript{170} Competitors to ANS CO+RE publicly raised Kahin’s concerns a year later before Congress. They argued that ANS had an unfair advantage because it managed the NSFNET. The NSF eventually responded to this criticism by redesigning the Internet to allow for multiple
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commercial providers. 171 Meanwhile, however, ANS had taken advantage of its position as the sole supplier of commercial access to the NSFNET.

C. How ANS Stifled Competition

The NSF’s AUP prohibited the use of the NSFNET for purposes not “in support [of] research and education.” 172 Consequently, this policy encouraged the growth of commercial backbone companies to transmit data that did not meet the AUP’s requirements. 173 In 1991, several commercial backbone providers established their own “commercial” interconnection point, the Commercial Internet Exchange (CIX). 174 CIX allowed users of any of the commercial backbones to connect to users on any of the other participating commercial backbones. 175 Thus, CIX allowed commercial backbone providers to increase dramatically the number of connected commercial users. However, CIX’s members did not have commercial access to the NSFNET, because the NSFNET was not connected to CIX.

ANS mediated access to the NSFNET. ANS’s network shared the same physical connections as NSFNET, so ANS could easily connect to anyone on the NSFNET. 176 In late 1991, CIX asked ANS to interconnect with it. 177 ANS refused to agree to the standard interconnection terms at CIX. 178

ANS’s initial decision to not interconnect with CIX was understandable. If it interconnected with CIX, it would lose its monopoly control on providing commercial access to the NSFNET. Once it connected to CIX, ANS would become vulnerable to competition from other providers such as CERFnet and PSI. Such competition would also affect the price of commercial connectivity.

Mitchell Kapor of the Electronic Frontier Foundation (EFF), the first chairman of CIX, drew attention to ANS’s privatization of the NSFNET and the need for competition. In the summer of 1991, Kapor called for a policy to create a “level and competitive playing field for private network carriers, both for-profit and not-for-profit to compete.” 179 After an outcry from the Internet community and congressional hearings, ANS capitulated and connected to
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CIX in June 1992 for a “provisional period.” By connecting to CIX, ANS CO+RE agreed to carry all traffic between CIX and ANS CO+RE sites. In February of 1994, ANS CO+RE announced that it would formally join CIX, which finally allowed ANS’s competitors to gain commercial access to the NSFNET. Thus for almost four years ANS and ANS CO+RE greatly impeded competition for the Internet.

D. Congressional Hearings Regarding the Management of the NSFNET

The complaints by commercial backbone companies concerning the conduct of ANS and the NSF drew the attention of Congress. Hearings held on March 12, 1992, examined the NSF’s management of the NSFNET, and allowed competitors of ANS to describe the unfair playing field.

William Schrader, the CEO of PSI and a competitor of ANS, provided a broad critique of the NSF’s actions, ranging from allowing ANS effectively to privatize and gain control of the NSFNET to disregarding potential conflicts of interest between the NSF, ANS, ANS CO+RE, and the Federal Networking Council. Schrader’s sharpest criticism concerned the agreements between the NSF and ANS to allow ANS to carry commercial traffic on the backbone network. He stated that the NSF’s actions put ANS in a “monopoly position” and was akin to “giving a federal park to K-mart.”

Mitchell Kapor, of the EFF and the CIX, spoke about the “marketplace distortions” created by ANS. He remarked, “[m]uch of the recent negative publicity surrounding the NSFNET has come because important decisions about the network were made without opportunity for public comment or input from commercial Internet providers.” Kapor called for broader representation on the NSF’s advisory boards by including additional commercial backbone providers.

Many of the people at the hearing complained about the NSF’s AUP. For example, Kapor said that companies hesitated to use the NSFNET because of
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the AUP.187 Eric Hood, president of the Federation of American Research Networks, stated that the AUP impeded activities between academia, government, and industry.188 Hood also said that the AUP discouraged the use of the NSFNET. Others at the hearing commented on the numerous and continual AUP violations, such as users sending personal email.189 It was noted that NSF did not actively police the AUP, instead it policed itself based on an honor system.

As a result of the hearings, Congress requested that the Office of the Inspector General (OIG) perform a review of the NSFNET’s management.190 The OIG report largely concentrated on the relationship, decisions, and actions between the NSF and ANS. The OIG report found a number of problems with the NSF similar to those discussed above.191 However, the report also found that the general behavior of the NSF was consistent with the NSF’s overall mandate.192 The NSF agreed with the conclusions and recommendations of the OIG report.193 This review led to changes in the NSF’s behavior and consequently there was much less controversy over future NSF decisions in privatizing the backbone network.194

Four consequences for the NSF and the NSFNET resulted due to the congressional hearings: (1) the report by the OIG reviewing the NSFNET’s management;195 (2) the introduction of a law to change the NSF’s AUP;196 (3) ANS’s agreement in June of 1992 to interconnect with CIX;197 (4) the consideration by the NSF of input from commercial backbone providers on decisions concerning the NSFNET.198
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E. Lessons Learned from the ANS Debacle

The problems with ANS adversely affected the Internet community’s confidence in the NSF. For example, Milo Medin, Deputy Project Manager of the NASA Science Internet Office, wrote:

The Foundation’s track record in terms of technical management of the existing awardee is less than stellar. This is not because the Foundation’s personnel are incompetent or unwilling to perform supervision; it is because the existing staff is hopelessly overburdened with other work, and simply does not have the time or resources to perform adequate supervision.199

There are a number of lessons to be learned from the NSF’s management of the NSFNET. The first lesson concerns the need for government to follow procedural requirements of transparency and openness. The second lesson concerns the problems that result when the government allows contractors to impede competition. The final lesson is the need for government to capitalize on competition when it exists in the market. We conclude by noting that a key source of NSF’s problems was the inadequacy of the cooperative agreement put in place.

By not documenting the reasons why ANS was allowed to provide commercial access to the NSFNET,200 the NSF acted in a manner contrary to our expectations that the decision-making processes of government be transparent. The U.S. Supreme Court has stated that “the orderly functioning of the process of review requires that the grounds upon which the administrative agency acted be clearly disclosed and adequately sustained.”201 The public’s expectations regarding transparency are also reinforced by the Freedom of Information Act (FOIA) and the Sunshine Act. The FOIA provides for a general right to examine government documents,202 while the Sunshine Act strives to provide the public with information on the decision-making processes of federal agencies.203 However, officials render both of these statutes meaningless if they do not document the grounds for their decisions. The NSF should have documented its important policy decisions to satisfy the requirements of transparency in governmental decision making.

Further, the NSF behaved contrary to the notion that important

200. See supra Part III.A.
governmental decisions should invite public comment. The Administrative
Procedure Act (APA) requires federal agencies to allow for public comment in
either formal or informal rulemaking, except for interpretive rules and
statements of general policy. The NSF’s decision to allow commercial
companies to sell access to the NSFNET was not merely interpreting an
existing rule or a policy statement. The NSF should have allowed public
comment before it acted. Mitchell Kapor’s comments concerning the lack of
opportunity for public comment or input from the commercial backbone
providers support this conclusion. He noted that the NSF could have avoided
the uproar and negative publicity if it had allowed ANS’s competitors to
provide public comment.

ANS’s position allowed it to impede competition for commercial backbone
services. ANS leveraged its control of the NSFNET to avoid interconnecting
with CIX. ANS’s actions to impede competition are completely rational. If
ANS interconnected at CIX, it would have allowed competitors to provide
commercial access to the NSFNET. Why should it promote competition?
Moreover, what ANS did was not unprecedented. It is well established that
incumbent private contractors may use tangible assets, such as
telecommunication networks, and intangible assets, such as insider information
and expertise, to impede other competitors. However, the government has
the obligation to ensure that a sole provider of services such as ANS does not
impede competition. While ANS has come and gone, this is no reason to
believe that such conduct will not happen again under similar circumstances.
In fact, as we discuss in Part VI.C-D, the behavior of Network Solutions, Inc.
(NSI), the entity awarded a cooperative agreement by the government to
manage the Domain Name System (DNS), is alarmingly similar to the
behavior of ANS. The lesson for the government is to abide by its obligation
not to allow its own contractor to impede competition.

The NSF should not have allowed ANS to sell commercial access to the
government-subsidized NSFNET. Commercial access to the NSFNET was not
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considered in the cooperative agreement between the NSF, MERIT, IBM, and MCI. The NSF’s behavior not only provided the appearance that ANS was privileged, but actually placed ANS in a privileged position by allowing ANS to profit from its situation.

The NSF should have competitively bid the rights to commercial access to the NSFNET. When the NSF granted ANS the right to sell commercial access to the NSFNET, other, competing commercial backbone networks were already in place. If the NSF wished to subsidize commercial use of the NSFNET, it should have handled that process separately from the existing cooperative agreement with MERIT, IBM, and MCI. The NSF’s actions violated established governmental procedures that require the government to have the appearance of fairness towards firms in a competitive market. This notion of fairness has led to the governmental policy of competitive bidding.

In this case, other commercial backbone companies could have provided subsidized access to the NSFNET. In the 1987 solicitation for the management of the NSFNET, the NSF received a total of three proposals that it found technically capable. In 1992, several entities, such as Sprint, PSI, and UUNET Technologies, offered commercial backbone services. When the NSF solicited comments in 1992 for the redesign of the NSFNET, it received comments from over thirty different firms interested in the solicitation. This interest in the solicitation indicates that some of these firms would have been interested in the rights to commercial access to the NSFNET. Thus, the NSF should have competitively bid the rights to commercial access instead of just granting the right to ANS. The lesson here is that the government should capitalize on the existence of other competitors in the marketplace.

Many of the problems between the NSF and ANS originated from the lack of specificity in the original cooperative agreement. The cooperative agreement did not envision commercial use of the NSFNET. So when ANS

210. OFFICE OF INSPECTOR GENERAL, supra note 71, at 25.
211. See supra Part III.B.
212. See id.
215. See supra Part III.B.
216. See supra note 71 and accompanying text.
217. See Management of NSFNET, supra note 182, at 73 (statement by Mitchell Kapor, President, Electronic Frontier Foundation, and Chairman of the Commercial Internet Exchange).
219. See OFFICE OF INSPECTOR GENERAL, supra note 71, at 25.
asked for and later sold commercial access to the NSFNET, no clear guidelines existed for the NSF to follow. This resulted in a conflict for ANS, acting as a sole governmental contractor while also selling identical services. The lesson here is that the government should define the research contract rights of the government and its contractor during and after the contract with regard to commercial use of the underlying property or services.

In sum, there are three major lessons to be learned from the ANS debacle. First, the government must act with procedural fairness. Second, the government should not allow a contractor to impede competition. Finally, the government should not favor an incumbent contractor when a competitive market for the relevant services exists. Fortunately, the NSF did learn from this debacle. Its later decision-making processes became more public. For example, in the next Part we discuss how ANS’s competitors were allowed to provide public comments during the redesign of the Internet.

IV. REDESIGNING THE INTERNET FOR PRIVATIZATION

The original plans for the NSFNET contemplated a transition to the private sector.220 It was NSF’s responsibility to decide how to transition the NSFNET. The NSF thought that it could privatize the Internet in “18 months or sooner.”221 “The assumption was that you could just spin this off.”222 However, this assumption would prove overly optimistic. It took the NSF several years to fully privatize the NSFNET.

To create competition for Internet backbone services, it was necessary to redesign the structure of the NSFNET. Over several years the NSF managed a transition to a system of commercially owned backbones to replace the NSFNET. This section describes the privatization process for the NSFNET. After a discussion on privatization processes generally, this Part discusses some of the limitations of the NSF’s redesign. These issues are not only relevant to the NSFNET privatization, but also to future privatizations and the role of government in regulating the Internet.

The government currently funds and controls a great deal of research that it will eventually transfer to the private sector. For example, the U.S. government currently spends hundreds of millions of dollars on the Next Generation Internet (NGI). However, critical questions about the current use and the future of the network remain unanswered. The NGI Implementation Plan does not

220. These plans include the 1987 OSTP report, the 1989 OSTP Report, and the FRICC Program Plan. See supra text accompanying notes 65, 111, 246.
221. Lawler, supra note 121, at 1584 (quoting Jane Caviness as temporary director of NSF’s Networking and Communications Research Division).
222. Id. (quoting Fred Weingarten of the Computing Research Association).
consider two fundamental issues that caused problems with the privatizations of the backbone and the DNS. First, can commercial partners use the new network for commercial purposes? Second, who controls and will control the network? For example, will NGI be privatized? When? And who will manage the privatization?

A. General Background on a Privatization Process

There is enormous literature on privatization. Private contractors in the United States perform many governmental functions such as billing and collection, cafeteria services, data entry, and office-machine maintenance. Privatizing other governmental functions such as hospitals, prisons, education, and aviation becomes more controversial.

The prerequisite for a privatization is competition in the private sector. Competition ensures that the goals of privatizations, such as lower costs, lower prices, greater innovation, increased investment, and better service will be reached. To ensure competition, the government may utilize regulations, like requiring access to interconnection for industries such as telecommunications.
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The privatization under consideration here is the transition in backbone service by the NSF. The NSF originally contracted out its backbone services to MERIT, IBM, and MCI. With the rise of other commercial backbone providers, the NSF decided to allow the market to provide backbone services. After this transition, individual consumers were responsible for purchasing backbone services. This process is known as “load shedding.”233 Unlike contracting, with load shedding, the government no longer maintained direct oversight for backbone services. Instead, the government left the management and control of the Internet backbone services in the hands of the private sector.

Privatization scholars agree that the management of a privatization process is complex. The number one consideration is that “privatization is more a political than an economic act.”234 It is not a simple matter of turning over assets to the private sector. Instead, according to the widely held neoclassical view, the government must ensure there is sufficient competition and not market failure to achieve an effective privatization.235 This approach is distinguishable from the property rights view that private sector ownership in itself will result in an efficient marketplace.236 Most privatization advocates maintain the neoclassical view. They believe that a privatization will not be successful unless the government ensures sufficient competition.237

During the privatization of the backbone network, the government did not simply turn over the backbone network to the private sector. Instead, the government redesigned the network architecture to support competition. As discussed below, the networking industry widely supported the government’s actions in redesigning the network. However, as we shall see, the government’s new design favored a few large backbone providers over their competitors.
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B. The Lack of Guidance for the NSF

The goal of the NSF was to privatize the NSFNET. However, the government never provided the NSF with explicit guidance on how to privatize the NSFNET. The NSF relied upon the 1989 Office of Science & Technology Policy (OSTP) report as an implementation plan for the NSFNET.238 However, the report simply stated that the last stage of the National Research and Education Network (NREN) would include a process by which the network would be transitioned from governmental control to a commercial service.239

Originally, the NSFNET implemented the NREN concept. A section in the 1989 OSTP report, the “Action Plan,” detailed the implementation strategy for NREN.240 The Action Plan was based upon the three-stage development from an earlier 1987 report. The timetable for the implementation plan is shown in Figure 4. The first stage, which the report noted was already underway, was to upgrade networks to T1 (1.5 Mbs/sec) speed. In the second stage, the backbone was to be upgraded to T3 (45 Mbs/sec) speed. The report also stated that stage two, “will provide a base from which commercial providers can offer compatible networking services nationally.”241 The third stage would involve a national backbone of 1 gigabit per second for a few sites. All other sites would connect at T3 speed. The report noted that the stage three deployment was not expected until the middle or late 1990s. The report went on to state that “the deployment of the Stage 3 NREN will include a specific, structured process resulting in transition of the network from a government operation to a commercial service.”242

The OSTP report also assigned certain responsibilities to various federal agencies. The NSF was the lead agency in deploying and operating the network.243 Other federal agencies had specific responsibilities—for example, NASA was responsible for providing networking support for the aerospace community and for research on telescience.244 However, the report did not charge any federal agency with the responsibility of transitioning the government network to the private sector.245
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Figure 4: Timetable for the Privatization from the 1989 OSTP Report
The lack of details on this transition was not limited to the OSTP. The Federal Research Internet Coordinating Committee’s (FRICC) program plan of May 1989 explicitly called for industry to supplant the government in supplying computer network services. However, the FRICC’s management was unsure how the transition to commercial providers should be implemented. Similarly, Congress did not provide any guidance on how to privatize the NSFNET. Congress instead left this issue to the users, the “commercial interests and the federal agencies that now have responsibility for the Internet backbones.”

C. The NSF Decides the Details

To determine the details for the NSFNET’s future, the NSF held a number of workshops. The first workshop sponsored by the NSF consisted of an invitation-only meeting in March 1990 at Harvard University. About thirty people attended, including “university networkers, economists, specialists in public policy (especially telecommunications policy), telecommunication carriers, and others.” The meeting focused on how to privatize the Internet.
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At the workshop, Stephen Wolff, Director of the NSF Division of Networking and Communications Research and Infrastructure, discussed the issue. Wolff believed privatization could occur if government subsidies shifted from network providers to the end users.\textsuperscript{252} This would create a market for network communications and result in a network owned and operated by the private sector. Such a commercial network would not be subject to the NSF’s AUP and, therefore, would be available for commercial use to all consumers.\textsuperscript{253}

The second workshop, also at Harvard University, occurred in November 1990.\textsuperscript{254} This workshop was open to the public; however, the fee for attendance was about $750 to $1500. Some participants acknowledged the high fees essentially eliminated a sector of the public from the conference.\textsuperscript{255} Brian Kahin later published the papers submitted to the workshop in an edited book, \textit{Building Information Infrastructure}.\textsuperscript{256} In August 1991, the NSF sponsored another meeting in Montana with the Federation of American Research Networks (FARNET), a trade association for the regional networks. The participants included providers of backbone services as well as telephone company representatives.\textsuperscript{257}

Virtually all the groups represented at these workshops had a stake in the future of the NSFNET. Some, like the telecommunications industry, were new to the Internet. Back in 1989, the telecommunications industry viewed the academic market as too risky and unprofitable for computer networking.\textsuperscript{258} But the mood of the telecommunication companies had changed. As Kenneth King of EDUCOM, a group representing university computing interests, remarked, “[T]he reason industry is interested in joining us is that there is a huge investment at these universities in the equipment to connect to this network and so it represents an extraordinary market for them.”\textsuperscript{259} Similarly, the atmosphere at the regional networks was changing and they began to either turn into or spin off commercial networking companies.\textsuperscript{260}

By the fall of 1991, there was a consensus in the networking and education community that the NSFNET should be owned and operated by multiple
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commercial providers. The only doubts about the privatization related to the ongoing favoritism the NSF was showing toward ANS and ANS CO+RE. This favoritism further contributed to the call for a network that would be owned and operated by multiple commercial providers.

D. The Draft Solicitation for Public Comment

In late 1991, the NSF presented its idea for a new network architecture in the “Project Development Plan.” The plan envisioned multiple competing backbones, instead of just the NSFNET. This addressed the concerns of FARNET, a trade association for network providers. The Project Development Plan noted that “[t]here [was] substantial agreement in the networking community that, while providing for continued Backbone services, the NSF should assure both that the incumbent is not favored and that there is an equitable opportunity for other firms to participate in the long-haul TCP/IP networking business.” To provide time to develop and implement the new network design which would support competition, the NSF extended its cooperative agreement with MERIT for eighteen months in late 1991.

The Project Development Plan envisioned the use of Network Access Points (NAPs) as a place where federal networks, research networks, and commercial networks would connect with each other. Stephen Wolff stated that such points would allow the networks to share information and users, but still allow users to select their choice of network provider. He stated that the NAPs would function as public interconnection points open to all government networks and commercial networks. The NSF never intended the NAPs to serve as the only interconnection points. He further noted that “a NAP-based system does not preclude networks peering at a non-NAP site and exchanging peer-wise specific routing and traffic.”

261. After the public outcry over ANS, NSF knew it could not hand over NSFNET to ANS. The NSF was left with two choices. One, the NSF could not allow commercial activity over the NSFNET, which would be widely criticized by Congressman Boucher and many NSFNET users. Secondly, NSF could privatize the NSFNET. See Burns et al., supra note 69.

262. See infra Part III.

263. Wolff, supra note 116. Many of the ideas in this project plan were derived from a paper submitted to the NSF. See Robert Aiken et al., NSF Implementation Plan for Interagency Interim NREN, 2 J. HIGH SPEED NETWORKS 1 (1993).
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In June 1992, already a few months behind schedule, the NSF released a draft solicitation for the NSFNET architecture for public comment\textsuperscript{269} that essentially fleshed out the Project Development Plan. The NSF received over 200 pages of comments in response to the solicitation.\textsuperscript{270}

The comments on the solicitation covered a number of issues. Some comments were concerned about the technical performance issues related to the NAPs and the ability of the NAPs to handle adequately future traffic. For example, comments by Science Application International Corporation (SAIC) included three different models for the architecture of the NAP depending on the cost, performance, and growth capabilities required.\textsuperscript{271} Others such as Milo Medin, Deputy Project Manager, NASA Science Internet Office, emphasized the need for explicit performance requirements for the NAPs:

\begin{quote}
NASA strongly [recommends] that the section that deals with the RA and NAP architecture be rewritten to explicitly deal with the critical operational issues and performance requirements associated with management of the NAPs and route servers. It would be sheer negligence to not call out this critical issue in the specification.\textsuperscript{272}
\end{quote}

Some comments attempted to force the NSF to understand the significance of its actions. For example, the Electronic Frontier Foundation (EFF) comments noted that “despite the NSF’s stated intentions, the NSFNet has set de facto national public policy for an important part of the U.S. communications infrastructure and will likely continue to do so.”\textsuperscript{273} Others such as Brian Kahin, the Director of the Information Infrastructure Project at

\textsuperscript{269}. National Science Foundation, \textit{supra} note 117.
\textsuperscript{270}. Many of the comments are online, at ftp://nic.merit.edu/nsfnet/recompete/solicitation-responses/ (last visited May 5, 2001).
\textsuperscript{272}. NASA Science Internet Office, \textit{supra} note 199.
\textsuperscript{273}. These comments represented the findings of a Communications Policy Forum, which consisted of a roundtable of consumer and public interest groups, telecommunication companies, and computer industry groups. Electronic Frontier Foundation, \textit{supra} note 267. The EFF was the “public interest group” for many early Internet-related issues. Their conception of public interest was based upon a competitive market for network services. It would be several years before other public interest groups would comment on the privatization, and by then it would be too late. A report by the Computer Professionals for Social Responsibility was released in 1994, years after these meetings where the decisions were made. See Computer Professionals for Social Responsibility, Serving the Community: A Public-Interest Vision of the National Information Infrastructure (executive summary), at http://www.cpsr.org/cpsr/ni/cpsr_nii_policy.txt (last visited Jan. 18, 2000). For a background on the EFF and their early work defending computer crackers, see Sandra Stewart, \textit{Whatever Happened to the EFF?}, \textit{The Industry Standard}, Mar. 13, 2000, available at http://www.thestandard.com/article/display/0%2C1151%2C12707%2C00.html.
Harvard University, commented, “I have observed over the past year a growing reluctance on NSF’s part to acknowledge the critical role it is playing in shaping a broader infrastructure.”274 In contrast, Ron Perry of USWest was concerned that the NSF was carrying out industrial policy by influencing the development of a commercial network.275

EFF stressed the point that all network providers needed a level playing field. “Critical governance issues seem as yet unspecified, including interconnection policies that would ensure a level playing field for all network service providers. In the absence of such policy, it remains unclear how the NSF will proceed to ensure an equitable and fair environment for all service providers and users.”276 The EFF made this point in early 1991, when Kapor stressed the need to ensure a competitive market for backbone services. He noted three possible options at that time. First, he suggested that the NSF could impose a contractual obligation.277 He next proposed a government agency, such as the Federal Communications Commission (FCC), could require interconnection.278 But to avoid government involvement, Kapor suggested the use of binding agreements between the commercial backbone networks to interconnect.279

The impetus for the redesign of the network was to introduce competition. The original design of the NSFNET consisted of one major backbone. The NSF and other network providers understood that without redesigning the NSFNET, the incumbent network provider, ANS, would retain its considerable advantages.280 These advantages can be explained by the concept of network effects.281 Simply put, ANS’s network was far more valuable than any competitor’s, because it was already connected to sites and people on the NSFNET. ANS’s larger network provided an incentive for people and sites to switch to ANS’s network. Similarly, there would be a disincentive for sites and people to switch away from ANS’s network. The NSF and the networking community understood that ANS’s advantage could only be minimized by requiring backbone networks to interconnect. Therefore, the NSF designed the

275. See Messmer, supra note 140, at 6.
276. See Electronic Frontier Foundation, supra note 267.
278. Id.
279. Id.
280. See supra note 264 and accompanying text.
281. For a discussion of network effects, see infra Part V.A.3.
NAPs to allow backbone networks to interconnect. This design allowed people to communicate with other sites and people regardless of their backbone network provider.

E. The Revised Solicitation

The revised solicitation,\textsuperscript{282} released on May 6, 1993, allowed more telecommunication companies to participate in the structure of the Internet.\textsuperscript{283} The new architecture permitted more companies to own and control parts of the Internet, such as the NAPs. Additionally, the new architecture was decentralized with no management authority. The revised solicitation required that the regional networks purchase Internet service from commercial backbone companies. It is certainly interesting to see how the new structure for backbone services mirrors the structure in the telephone industry.

In a footnote in her book on the Internet’s history, Janet Abbate writes about an interview with Robert Morris.\textsuperscript{284} Morris commented that the NSF’s managers probably looked to the telephone industry as a model. The telephone system consists of two types of carriers: local and long distance. The long distance companies have “backbone networks.” Morris thought this would have been an obvious model for the Internet, because MCI, Sprint, and other phone companies were involved with providing Internet service.\textsuperscript{285}

To further understand the relationship between telecommunications companies and the Internet, consider the following excerpt from an interview with Steve Wolff of the NSF:

Might telcos become dominant? Of course there is such a danger. Be careful when you begin to dance with the elephants. But remember if they employ illegal means of increasing market share, we have laws against anti-competitive behavior. I doubt that they would do something questionable and walk away unchallenged. On the other hand if we draw them in now we have a chance of influencing them. Until they understand the desire for communication between users that motivated the CB radio fad and the Internet style and provide it, they cannot do anything that will put the Internet out of business. But if the telcos do understand it, they can use their muscle to get it to more people more

\textsuperscript{282} National Science Foundation, \textit{supra} note 117.
\textsuperscript{283} Eileen Mesmer, \textit{NSF Changes Course on its Internet Plan; Targets 155M Net Primarily for Supercomputers, Leaves Door Open for Expanded Commercial Use}, \textit{NETWORK WORLD}, Dec. 21, 1992, at 1. \textit{See} Frazer, \textit{supra} note 70.
\textsuperscript{284} Abbate, \textit{supra} note 14, at 239 n.16.
\textsuperscript{285} \textit{Id}.
cheaply. While they are doing this they will also develop a common ground to discuss what these services should be.\textsuperscript{286}

Gordon Cook, who conducted the interview, later commented:

These views make us uneasy. For it seems to us that he allows the big industry, high tech, high bandwidth, high cost view of the Internet to dominate his policy making process. To some the congressionally mandated High Performance Computing and Communications (PL 102-194) view of the Internet seems to dictate an approach that only our largest corporations with their economic muscle can handle. We distrust this point of view for two reasons. One - it ignores low cost lower tech ways that are extremely cost effective in their ability to act on a broad scale as enabling technologies both for the provision of Internet service and the uses that ordinary citizens can make of it. Two - by potentially putting the Internet and NII into the hands of a few giant corporations, it may well smother the diversity that makes the net so useful to such a broad range of people.\textsuperscript{287}

The history of the NSFNET and its redesign reveal the role of the NSF in guiding the development of the NSFNET. For example, during the initial design of the NSFNET, the NSF required the use of the TCP/IP protocol.\textsuperscript{288} Later, during the redesign of the network, the NSF changed the NSFNET’s architecture with the addition of the NAPs. The decisions made by the NSF affected issues such as security, privacy, innovation, and competition.\textsuperscript{289} Through these decisions, the NSF essentially regulated the Internet. It is important to note that although the NSF consulted with the affected parties and limited their intervention to broad technical issues, the intervention was not insignificant and did constitute regulation of the Internet.

\textbf{F. Limitations of the Redesign}

The NSF’s transition of the NSFNET to the private sector was procedurally sound.\textsuperscript{290} The NSF allowed for considerable public comment at several points during the process. The NSF also ensured that the process remained

\begin{footnotes}
\footnotetext{287}{See id.}
\footnotetext{288}{See supra note 60 and accompanying text.}
\footnotetext{289}{The choice of the TCP/IP protocol has added consequences for security, privacy, and innovation. See infra notes 406, 408 and accompanying text.}
\footnotetext{290}{The NSF procedural behavior was as if they were performing rulemaking activity. For procedural requirements under the Administrative Procedure Act, see supra note 204.}
\end{footnotes}
transparent by accepting public comment. While there was little public comment from “public interest” groups, this was not the NSF’s fault. The lack of interest probably stemmed from the lack of awareness of the significance of the privatization process.

During the privatization, Kahin commented that the NSF’s redesign fundamentally reshaped the infrastructure of the Internet. Instead of one major backbone—the NSFNET—the new network depended on multiple backbone providers. The NSF created the NAPs to interconnect these networks and to prevent a balkanized Internet. While this design was inspired by the CIX and the FIX interconnection points, it went substantially beyond them. This new network was designed to create competition for backbone services. However, in designing the NAPs, the NSF neglected to put into place minimum performance requirements. Consequently, the public NAPs have been neglected and have become areas for congestion on the Internet.

The new network was designed with a substantial role for nationwide backbone providers as only nationwide backbone providers could connect to all the major NAPs. Unlike smaller networks, they were the only ones who could carry traffic throughout the Internet. Thus, a hierarchical system—the dependence of smaller networks on larger networks—was implicit in the design of the new network.

Smaller networks continue to be dependent upon larger backbone providers for interconnection. Without interconnection, a smaller network cannot survive. With interconnection, smaller networks can compete against larger backbone providers. For example, in the case of telephony, the FCC regulates interconnection policies. During the redesign, industry leaders such as Mitch Kapor drew attention to the need for an interconnection policy. Such a policy could have been designed and implemented by the government or by an industry-operated arbitration board. In fact, requiring an interconnection policy is typical for a privatization. However, the NSF failed to ensure an
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interconnection policy. Part V will show how many of the problems that exist today can be traced back to the NSF’s inaction.


When Kevin Ryan, President of DoubleClick was asked who is the most powerful public person in the Internet industry today, he answered: “Bernie Ebbers, CEO of WorldCom, because he will ultimately control the Internet’s backbone.”

Bernie Ebbers derived his power not from the network architecture developed by the NSF, but from the lack of an interconnection policy, which ensures the large backbone networks a competitive advantage. The first section of this Part describes the lack of competition in the backbone industry as a consequence of the lack of an interconnection policy. The second section describes a potential problem with the transfer of the Internet’s management to the private sector. The third section explains how the government lost an opportunity to address general societal concerns during the NSF’s redesign of the NSFNET. The final section summarizes the consequences of the NSF’s redesign of the Internet.

A. Lack of Competition in the Backbone Industry

The prevailing wisdom in 1995, represented by Scott Bradner, a consultant with Harvard University’s Office of Information Technology, was that management of the Internet would occur by self-interested cooperation between commercial companies. He also believed that the Internet would consolidate to a few providers: “ultimately, the Internet will boil down to a few big providers with bilateral agreements on how to interoperate, service and support one another’s networks.” This section shows how Bradner’s vision has come true.

In this Article we repeatedly compare the large backbone providers to the
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smaller networks because only five companies currently control 80% of the Internet’s backbone. Although thousands of companies provide Internet connectivity, they are all dependent upon MCI WorldCom, Genuity (formerly GTE), AT&T, Sprint, and Cable & Wireless. It is virtually impossible to transmit information across the Internet that does not travel upon one of these five large backbone networks.

Because the NSF did not set performance requirements for the public Network Access Points (NAPs) they became congested. This congestion led to a dependence on interconnecting at private exchange points with the large backbone providers. In turn, this dependence has allowed a few large backbone providers to ensure their own dominance, while increasing the gap between themselves and smaller networks. The result is a lack of competition for backbone services.

1. Problems with Interconnecting at the Public Network Access Points (NAPs)

The original NSFNET relied upon one national backbone. The NSF’s redesign allowed for multiple competing backbones to replace the NSFNET. A fundamental concept of the new network architecture was the use of NAPs where backbones could interconnect. Backbones could meet at the NAPs and exchange traffic with other networks as they wished. It was in the public interest to provide facilities for these networks to interconnect and therefore prevent a balkanized Internet.

The NSF initially funded a number of public NAPs. However, in August 1996, the NSF announced it would end its sponsorship of the four public NAPs. The NSF turned the public NAPs over to the private sector without

---
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306. See supra Parts IV.D-E.
308. Public NAPs operate in a nondiscriminatory manner. There are still requirements that backbone networks must meet such as minimum connection bandwidth. See Chinoy & Salo, supra note 101.
establishing minimal performance requirements or an interconnection policy.

Today, the public NAPs suffer from congestion. According to InterNAP, a company that specializes in avoiding the public NAPs, approximately 70% of the data transmissions across the Internet pass through public NAPs during peak hours. Of the traffic that flows through the public NAPs, between 10% and 40% of all data packets are dropped and must be retransmitted, which creates poor performance.310 For example, Dwight Gibbs the chief technician for the web site Motley Fool, has often traced slowdowns of his web site to congestion on the public NAPs.311 And when problems occur at public NAPs, the effects of congestion are spread across the entire Internet.312

The congestion at public NAPs leads to degraded performance for interconnecting networks. There are two principal reasons for these problems at public NAPs. The first is that the shared media, such as gigaswitches (which perform the actual interconnection), are degrading in performance as they approach saturation.313 The second is that the circuits of the major backbone providers that connect to the public NAPs run at or near full capacity.314 Because of lack of competition, the major backbones have no incentive to increase the capacity of their networks connected to the public NAPs. Meanwhile, traffic at the NAPs has doubled over time.315 For example, Sprint’s backbone network operates at 2.5 billion bits per second, while the highest speed offered at the Sprint managed public NAP is 45 million bits per second. Neil Wienberg aptly characterizes this as “giving drivers on a six-lane highway access via a dirt road.”316

310. See Peter D. Henig, InterNAP Wakes Up Transmission Quality, REDHERRING.COM, Apr. 21, 1999, available at http://www.redherring.com/insider/1999/0421/vc-internap.html. Other studies have found that removing one percent of the nodes on the Internet would require information to travel twice as far and removing four percent of the nodes would fracture the Internet in a number of small networks. See Mark Ward, Unweaving the World Wide Web, BBC NEWS, July 26, 2000, at http://news.bbc.co.uk/hi/english/sci/tech/newsid_852000/852866.stm. Because of these problems, content rich sites often pay “overlay networks” such as Akamai to ensure that rich content is delivered quickly to consumers. The overlay networks attempt to bypass as much of the public Internet as possible. See Paul Spinrad, Akamai Overcomes the Internet’s Hot Spot Problem, WIRED, Aug. 1999, at 152.
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The performance issues at the public NAPs have led many backbone providers to consider the public NAPs’ connections as worthless. Longitudinal performance measurements of the Internet show that by using private exchange points and avoiding the public NAPs, backbone providers can increase their performance. Private exchanges points were contemplated as part of the NSF’s redesign of the Internet. However, their recent popularity is a result of the congestion at the public NAPs. By interconnecting at private exchange points, it is possible to avoid routing traffic through the public NAPs. For example, the five large backbone providers have each implemented at least four connections with the other large backbone providers at private exchanges. This allows the large backbone providers to provide high performance Internet access for their customers. Meanwhile, smaller networks are often relegated to the congested public NAPs because there is no requirement for a private exchange to treat other networks in a fair and nondiscriminatory manner.

The problems of performance at the public NAPs can be traced to the inaction by the NSF during the redesign of the Internet. According to Scott Hiles, Sprint’s network operations manager, “the public peering points are by design bottlenecks.” While the public NAPs were not designed as bottlenecks, it was clearly foreseeable that they would become bottlenecks. The NAPs were designed to interconnect traffic. It was well known at the time the NAPs were designed that traffic through the NAPs would continue to rise rapidly in the foreseeable future. In fact, the NSF received comments about the need for performance requirements for the NAPs. Despite these comments, the NSF never took a step towards preventing performance issues at the public NAPs. The result is congestion at the public NAPs and the abandonment of the
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During the redesign of the Internet, groups such as the EFF called for interconnection policies. These policies would have ensured open and nondiscriminatory access to all competitors. The NSF never implemented any type of interconnection policy or guidelines for operators of the public NAPs, which has led the parties who control the public NAPs to operate in an opportunistic fashion and take advantage of the fact that they control and operate both a backbone network and the NAP. For example, an entity that controls a NAP and provides backbone services may offer customers an inexpensive connection to the NAP as an alternative to purchasing connectivity from a competitor. Second, control of the NAP allows the operator to use the NAP facility for other services, such as web site hosting and co-location of servers. Third, the NAP operators can use high monthly fees to discourage use of public NAPs. For example, MCI WorldCom has begun charging smaller networks up to tens of thousands of dollars for placing equipment inside a public NAP managed by MCI Worldcom. The high fees encourage smaller networks to leave the public NAP.

The NSF redesigned the Internet for multiple competing networks. The key to interconnecting these networks was the public NAPs. However, the NSF’s failure to put into place performance requirements and interconnection policies for the public NAPs has led to three significant problems. The first is the performance issues at the public NAPs. The second is the abandonment of the public NAPs by the large backbone providers. The next section will show that it is advantageous to the large backbone providers to leave the public NAPs. The third problem is the opportunistic behavior of the operators of the public NAPs, which has a significant effect on the competitiveness of smaller networks. The next section also illustrates how the lack of an interconnection policy affects all Internet interconnections, not just those at the public NAPs.

2. How the Lack of an Interconnection Policy Affects Backbone Services

The lack of an interconnection policy favors a few large backbone providers to the detriment of consumers and smaller backbone providers. At its
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simplest, an interconnection policy would ensure all competitors fair and nondiscriminatory access to each other’s networks. This section explains how the large backbone providers unfairly benefit from the lack of an interconnection policy. These advantages allow large backbone providers to provide better performance and charge higher prices. Most importantly, the large backbone providers use the lack of an interconnection policy to treat smaller networks unfairly and limit new competitors.

To connect to the Internet, a network must peer with other networks. The term “peer” means to interconnect networks and exchange information.330 The original meaning of peering implied a settlement-free basis, because peering was held to be advantageous to both parties.331 In 1997, however, UUNET (now owned by MCI WorldCom) stated that it would no longer peer with networks that were not of similar size.332 UUNET’s rationale was that peering requests from smaller networks and web hosting server farms were taking advantage of UUNET’s infrastructure to transport data.333 With similar size networks, UUNET is able to exchange traffic in a mutually beneficial manner. Thus, smaller networks pay larger networks to peer with them, while the large backbone providers still peer with each other on a settlement-free basis.334

The movement towards paid peering has allowed a few large backbone providers to set the terms of interconnection with smaller networks. Simply put, the large backbone providers decide with whom they wish to peer and the conditions of the peering.335 First, large backbone providers do not publicly disclose with what other networks they peer or their terms for the peering. This secrecy benefits the large backbone providers as they undoubtedly claim they are well-connected.336 Second, smaller networks often have to sign

331. Settlement free means no money exchanges. See Farnon & Huddle, supra note 128.
333. Web hosting server farms are a series of servers that provide content for the Internet.
nondisclosure agreements, which limits sharing information with other smaller networks regarding their interconnection terms.\textsuperscript{337} This practice has also limited the creation of industry standards concerning who should get free peering and what are reasonable rates.\textsuperscript{338} Third, larger backbone providers can discontinue their interconnection arrangements with little notice.\textsuperscript{339} Such action disparately affects the smaller networks.

The lack of an interconnection policy ensures a competitive performance advantage to the larger backbone providers. The large backbone providers connect with each other at private exchange points with direct connections. These direct connections are much quicker than the slower shared connections at the public NAPs. This allows large backbone providers to provide superior performance in comparison to the slower “second-class” performance from smaller networks.\textsuperscript{340} This superior performance results in more business for larger networks, because a principal criterion in selecting a backbone provider is performance. Moreover, large backbone providers are also able to generate additional revenue by offering performance guarantees. For example, larger networks, such as MCI WorldCom, offer performance guarantees for traffic that stays on their backbone network.\textsuperscript{341}

The performance advantage enjoyed by larger backbone providers allows them to charge higher prices. For example, MCI WorldCom’s UUNET pricing of $875 per megabit is double that of smaller backbones.\textsuperscript{342} While a pricing differential may be justified, this pricing differential appears excessive. Access to MCI WorldCom’s UUNET network means better performance, because MCI WorldCom’s network avoids the public NAPs by interconnecting with the other large backbone providers. A cheaper, smaller network undoubtedly
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connects to one of the public NAPs, thus causing a performance drop.

The lack of an interconnection policy has also allowed large backbone providers to impede new entrants to the backbone business, such as Level 3 Communications. An article in Business Week noted that Level 3 Communications is “frustrated that they haven’t been able to strike peering agreements with major backbone providers. They fear that the established backbone companies have an incentive to keep them out of the game, since the new players could overtake the old-timers with their well-capitalized, next-generation networks.” Thus, despite the rapid increase in the deployment and use of optical fiber, “[o]ne way the dominant backbone companies have maintained their oligopoly is by controlling peering agreements.”

The strategy of the large backbone providers to prevent competition has been successful. In 1995, there were five major backbone providers: UUNET, ANS, SprintLink, BBN, and MCI. Despite the rapid growth in Internet services and new Internet start-ups such as Level 3 Communications and Qwest, the same companies still control the Internet. In 2000, there were five major backbone providers: MCI WorldCom (bought ANS and UUNET), Sprint, Genuity (formerly GTE who bought BBN), AT&T, and Cable & Wireless (which owns MCI’s old backbone). AT&T built its network with its own large fiber optic network and by acquiring IBM’s Global Network and one of the early Internet backbone providers, CERFnet. After all, the only way to become a large backbone provider is to buy one!

In August 1998, it was reported that the FCC issued a notice of inquiry and sought public comment on whether the FCC should have the authority to “preserve efficient peering arrangements among Internet companies, especially in the face of consolidations of large proprietary gateways.” The former chairman of the FCC, Reed Hundt, tried to get the large backbone providers to discuss peering issues, but could not “get any of the big ISPs to show up at the
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negotiating table.”349 In the spring of 1999, a smaller backbone provider, Exodus Communications, attempted to bring the players to the table and also failed.350

In sum, the industry has failed to develop an interconnection policy, despite the adverse effects on smaller competitors and potential new entrants. The failure to develop an interconnection policy is due to the noncooperation of the large backbone companies. This is to be expected, because the large backbone providers have several competitive advantages under the current system. Most importantly, they have been able to limit new entrants into the market. Additionally, they are able to provide unmatched performance while charging higher prices. As the next section shows, these developments in the backbone industry can be explained by “network effects.”

3. How Network Effects Reduce Competition for Backbone Services

The enormous power of a few large backbone providers can be explained by “network effects.” A direct “network effect” or “demand-side economy of scale” emerges from communications networks.351 For example, a fax machine increases in value as other people obtain fax machines. Consider this hypothetical example of a city with two telephone networks that are not interconnected. The first telephone company, Dominant Phone Company, has 90% of the telephone market. The second company, Alternative Phone Company, has only 10% of the market. If a person were to choose a new telephone company, they would undoubtedly choose Dominant Phone Company because they could reach more people. This is an example of network effects. As more people join Dominant Phone Company, its network

349. See Gareiss, supra note 336. Recently the FCC released a policy paper on the Internet backbone industry. Kende argues there is no need for an interconnection policy because there is competition in the backbone industry. They never provide any evidence that the backbone industry is competitive. Michael Kende, OPP Working Paper No. 32: The Digital Handshake: Connecting Internet Backbones, in OFFICE OF PLANS AND POLICY, FEDERAL COMMUNICATIONS COMMISSION (2000). The earlier policy papers on the Internet by the FCC only mention congestion and competition for backbone services in passing. Instead, they focus on “congestion and pricing issues that affect the public switched telephone network, because it is in that area that decisions by the FCC and other regulatory entities will have the greatest significance.” Kevin Werbach, OPP Working Paper No. 29: Digital Tornado: The Internet and Telecommunications Policy, in OFFICE OF PLANS AND POLICY, FEDERAL COMMUNICATIONS COMMISSION 54 (1997).

350. See Gareiss, supra note 336.

becomes more valuable, while Alternative Phone Company’s network becomes less valuable. Now suppose that both telephone networks were interconnected and interoperable. The dominance of Dominant Phone Company is reduced because both telephone companies could reach the entire market. This section shows how the competitive problems in the backbone industry arise from network effects. Later, we use the concept of network effects and interconnection to develop proposals to promote competition for backbone services.352

When the NSF designed the Internet, they created a series of NAPs and required the large backbone providers to connect to each of these points. The thinking was that if anyone connected to just one of these points, they would have access to the entire Internet through the large backbone networks. However, the large backbone providers quickly noted how network effects affect the Internet. Less than a year after the decommissioning of the NSFNET backbone, MCI began claiming that its Internet service was better because it was possible to access more of the Internet through its network. MCI was not claiming it had the fastest backbone, but that more Internet sites were connected to its backbone.353 This is a telling statement. Implicit in this statement is that it is more valuable to be connected to MCI’s network than a competitor’s because of the size of MCI’s network. This implies there are delays and problems whenever networks exchange traffic. Otherwise why would it matter how many sites were connected to a MCI’s backbone network? This is network effects. The larger MCI’s network is, the more valuable it becomes.

Network effects suggest that the larger the networks are, the more valuable they are. Conversely, if a network is too small, no one will want to connect to it. This theory is in accordance with the consolidation in the backbone industry. The margin between large backbone providers and smaller providers has grown in the last few years as measured by the amount of infrastructure, number of customers, and backbone speed.354

Network effects also suggest that it is natural for the industry to move towards one provider. This move almost happened when the merger of MCI and WorldCom would have combined two of the largest four backbones in the world. According to Constance Robinson, Director of Operations and Merger Enforcement, Antitrust Division, U.S. Department of Justice, a variety of

352. See infra Part VII.C.2.
353. See Mark Dziatkiewicz, A New Market for IXCs—Just in Time, AMERICA’S NETWORK, Dec. 15, 1995, at 28. Recently, MCI WorldCom has begun advertising the security advantage of using only their network, and not allowing your data to go over “other” networks.
354. Cukier, supra note 335.
indicators showed that “MCI/Worldcom would be the dominant player in the market, and substantially larger than any other player.”355 The fear was that such expansive control would allow MCI WorldCom to substantially increase the fees for Internet access by threatening to withhold connectivity to any competitors. Even the Vice President of WorldCom and CEO of UUNET, John Sidgmore, admitted that “[h]aving a big network is a huge barrier to entry for competitors.”356 Thus, as a condition of approval by the Department of Justice and the European Union, MCI was forced to divest its Internet business prior to the merger. MCI sold to Cable & Wireless.357 Recently, similar concerns were raised between the attempted merger of MCI WorldCom and Sprint. Sprint and MCI WorldCom control two of the largest four backbone networks. European regulators opposed the merger because it would have left one entity in control of the majority of the Internet backbone.358

Hal Varian, Dean of the School of Information Management at the University of California at Berkeley, commented to the New York Times that “[t]he natural state in [the backbone] industry is for there to be only a few backbone providers, the challenge is to see that there is more than one.”359 Varian believes “antitrust and regulatory issues will stabilize the number around four [large backbone providers].”360 So far, regulators have prevented further consolidation in the backbone industry.

Network effects can be amplified by new technologies such as “Quality of Service.”361 Simply put, Quality of Service allows networks to treat different traffic differently. For example, networks may make a high-speed lane for video conferencing and a slow lane for email traffic. Effective Quality of Service requires end-to-end control to ensure network traffic maintains its priority, whether in the fast or slow lane. The requirement of end-to-end control means that larger networks become more valuable. Smaller networks that interconnect with other networks cannot guarantee that network traffic maintains its priority level. Thus, by employing technologies such as Quality

356. Id.
357. Id.
359. Caruso, supra note 322.
of Service, the large backbone providers have amplified network effects to make their own networks more valuable.  

The large backbone providers further magnify network effects by working together to the detriment of potential competitors. The large backbone providers all peer with each other for free. Each of the five major backbones peers with the other major backbones using at least four private exchanges. The rudimentary nature of settlement mechanisms makes it understandable that they trade traffic for free. However, their concerted action makes it difficult for any third party to become a large backbone provider. The large backbone providers only want to peer freely with other providers of similar size. Thus, no new entrant can enter the industry because they can not grow to the size of the existing large backbone networks. Any new backbone network will have difficulty acquiring customers if it is not connected to the other large backbone networks. Theoretically, a new entrant could pay for peering with the other large backbone providers. If they spent enough money, they could perhaps become as large as the other carriers. However, no entrant has employed such a costly strategy that also requires cooperation from at least another large backbone provider. This is an example of how network effects can work against new entrants into the backbone industry.

The concept of network effects has great explanatory value for changes in backbone industry. Simply put, network effects increase the value of large existing backbone networks while negatively impacting smaller networks and new entrants. The concept of network effects explains why and how the present uncompetitive backbone industry emerged. It also highlights how the cooperation between large backbone providers and new technologies can reduce competition for backbone services.

4. Lack of Competition in the Backbone Industry: Past, Present, and Future

The combination of network effects and the lack of any governmental policies for interconnection have allowed a few large backbone providers to dominate the backbone industry. This section summarizes the factors that point towards the lack of competition in the backbone industry. This section first discusses factors that indicate a lack of competition for backbone services.

362. Shapiro & Varian, supra note 351, at 187; Michael Kende & Jason Oxman, The Information Interchange: Interconnection on the Internet (Aug. 30, 1999), at http://www.tprc.org/ABSTRACTS99/KENDEPAP.PDF. Smaller network providers could provide Quality of Service if there was an interconnection policy and a settlement system. See infra Part VII.B.
363. See Winkleman, supra note 313.
Next, this section explains how the domination of backbone services by a few companies hurts competition. Finally, we highlight the potential for increased consolidation in backbone services if nothing is done.

There are four factors that indicate a lack of competition for backbone services. First, there are but a few firms who control 80% of the backbone market.364 Second, there have been no new entrants to the backbone market in the last five years.365 Third, a few large backbone firms are able to charge more for connectivity than their smaller rivals.366 Fourth, the large backbone providers work together to provide each other with free peering to the detriment of potential competitors.367

As discussed above, the lack of an interconnection policy makes it difficult for smaller networks to compete against the larger networks. The large backbone providers can decide with whom they want to peer and what the conditions should be. For example, smaller networks often have to sign nondisclosure agreements and may have their service discontinued with little notice.368 Finally, the lack of access to private exchange points means that smaller networks cannot provide performance similar to large backbone providers.369

The large backbone providers could further reduce competition by amplifying network effects through new technologies, so that their networks will become even more valuable in the future. For example, Quality of Service may allow a few large backbone providers to provide unmatched performance for Internet services over smaller backbone networks.370

Another area of concern is the movement towards vertical integration by the large backbone providers. Already, six of the largest Internet Service Providers371 (ISPs) account for 73% of the online audience. These six are America Online (AOL), Netzero, Earthlink, CompuServe, MSN Internet Access, and AT&T Worldnet. Of these, AOL, CompuServe (owned by AOL), and MSN Internet Access utilize MCI WorldCom’s backbone network.372 Naturally, AT&T uses its parent network. The potential problem for

364. See supra note 303 and accompanying text.
365. See supra notes 343-47 and accompanying text.
366. See supra note 342 and accompanying text.
367. See supra note 363 and accompanying text.
368. See supra notes 335-39 and accompanying text.
369. See supra notes 340-41 and accompanying text.
370. See supra notes 361-62 and accompanying text.
371. ISPs refer to the entity that provides consumers with access to the Internet. ISPs vary from nation-wide ISPs such as America Online (AOL) to small firms that may serve only one specific geographic locality.
competition lies in the fact that a large backbone provider could provide substantial discounts to its ISPs and reduce competition at the ISP level. Already, AOL receives a substantial discount from MCI WorldCom because of the huge volume it provides.373

Thus, there are a number of factors pointing to the dominance of a few large backbone providers for backbone services. This domination can increase as large backbone providers adopt new technologies that further amplify existing network effects. It did not have to be this way. This market domination was clearly predictable and a consequence of the government’s reliance upon changing the underlying technological infrastructure while not addressing the lack of an interconnection policy.374 A number of proposals to alleviate these problems and increase competition are discussed in Part VII.

B. A Potential Problem with Private Sector Management of the Internet

In today’s privatized Internet, the private sector manages the Internet. The FCC has maintained a hands-off approach with the Internet backbone providers.375 This lenient regulatory approach began in the early 1980s when the FCC ruled that enhanced services were not subject to common carrier regulation.376 This removed Internet services from the many regulations that govern voice telephony. In contrast, ISPs benefit from FCC regulated interconnection policies with local phone companies.377 The only scrutiny of the backbone industry came with the merger of MCI and WorldCom in 1998. Regulators, led by the Justice Department, ensured that MCI sold off its

374. See supra notes 297-98 and accompanying text.
Internet assets before the merger to prevent MCI WorldCom from owning 70% of the Internet.\footnote{378}

The Internet is governed by Scott Bradner’s belief that “enlightened self-interest among the many different groups that make up the Internet will drive cooperation in the future.”\footnote{379} There were other opinions. For instance, Don Gilbert, Director for Information Services at the American Petroleum Institute, asked, “Why would you move over to a network no one is responsible for maintaining?”\footnote{380} Nevertheless, the prevailing wisdom as represented by David Farber, former Chief Technologist at the FCC, is that these companies have a self-interest in the success of the Internet.\footnote{381}

The use of self-interest as the primary motivating factor for management of the Internet has worked well in maintaining system performance and reliability. Nevertheless, there are occasional complaints that it is difficult to fix some problems on the Internet because of finger-pointing and the lack of a central authority.\footnote{382} In addition, the self-interest notion appears to have some problems. Potential conflicts of interest exist between large backbone providers and their competitors, customers, or some public interest. This issue is especially important when it comes to network standards and new networking technologies.

Consider the issue of providing Quality of Service. As mentioned above, Quality of Service allows networks to treat different types of traffic differently. For effective Quality of Service, it is necessary to maintain control of the network traffic over the entire length of the network.\footnote{383} Under the current system, smaller networks depend upon a few large backbone providers for some of their Internet transport. This limits their use of Quality of Service. Naturally, the few companies who can provide Quality of Service are the large backbone providers. Thus, customers who require technologies such as Quality of Service must rely on a large backbone provider. This example shows how the private sector’s introduction of a technology may be used in an anticompetitive manner. For example, a few large backbone providers may use

\footnote{379. Cooney et al., supra note 301.}
\footnote{380. Id.}
\footnote{381. Caruso, supra note 322.}
\footnote{382. An example of such a problem is routing problems on the Internet. Telephone Interview with Pat Burns, Director of Westnet (Jan. 28, 2000).}
\footnote{383. See FERGUSON & HUSTON, supra note 361.}
Quality of Service technology as a means of creating a significant distinction between their backbone services and those of smaller competing networks. The net effect reduces competition.

Another example of conflicting interests between small and large backbone providers is the issue of IP address portability. In 1995, David Crocker warned the Internet community that in the future, smaller networks would have to lease blocks of IP numbers from larger backbone providers. IP numbers are the “addresses” of the Internet. The motivation for this new scheme was that the rapid growth of the Internet mandated the need for a hierarchical structure to address concerns of routing complexity. Today, smaller networks depend upon a larger backbone provider for their IP addresses. If the smaller network wishes to change backbone providers, it must also go through the expensive and time-consuming task of reconfiguring its networks to different IP addresses. Thus the lack of IP address portability reinforces the Internet’s hierarchical structure and the power of the large backbone providers. The problems of IP address portability are not the result of a conspiracy by the backbone providers. However, this development disproportionately affects smaller networks and new entrants to the backbone industry. As a result, this issue raises concerns about the ability of backbone providers to use technical means to limit competition.

The goal of this section is to highlight a potential problem with the private sector management of the Internet. First, large backbone providers could use technologies that adversely affect the public interest, for example privacy or competition. Second, the large backbone providers have enormous power in introducing new technologies. Decisions to introduce new technologies such as IPv6 are in their hands. If they do not implement it, nobody will. And if they require everyone else to implement it, everyone else will have to. It is also important to note that the large backbone providers operate without any significant checks on their behavior. For example, they already meet

384. See Posting of David Crocker, dcrocker@BRANDENBURG.COM, to IAP@VMA.CC.ND.EDU (Aug. 31, 1995) (regarding casting your multi-homing/provider-changing vote), at http://www.sobco.com/ipng/archive/big-i/1995-09-sep. The issue of IP address portability was raised by Nathaniel Borenstein in an unrelated interview.


386. IPv6 is the next generation Internet protocol (http://www.ipv6.org). The development of Internet standards is the responsibility of the Internet Engineering Task Force (IETF). The protocol decisions for the Internet are now the responsibility of the Internet Corporation for Assigned Names and Numbers (ICANN). However, they have no ability to prevent or enforce protocol standards. They rely on cooperation from Internet vendors and service providers.

387. It is likely than any major engineering changes would be done in accordance with the Internet Engineering Task Force (IETF). However, the IETF does not have any enforcement power and could not
regularly in private to discuss engineering issues. Thus, a few large backbone providers have the ability to use new technologies in a manner that could be detrimental to the public interest and competition. In our later proposals to increase competition, we suggest that the government maintain vigilance to ensure that the large backbone providers do not manipulate technologies merely for their own benefit.

C. The Redesign: A Lost Opportunity to Address Societal Concerns

Lawrence Lessig has impressively argued that “Code”, or the technological infrastructure of the Internet, is a force analogous to the law in cyberspace. Issues such as privacy and security are often governed by the architecture of the Code, and differing forms of Code can affect social issues differently. For example, cookies are a form of Code that significantly affects our privacy online. Thus, any discussion of social issues such as security, privacy, and the protection of intellectual property must acknowledge the role of Code. This section discusses the NSF’s lost opportunity to address societal concerns when redesigning the Internet’s technological infrastructure. By societal concerns, we mean the concerns of all in society, including consumers, citizens, government, churches, and businesses.

The issue of network security is not new. The 1987 Office of Science and Technology Policy (OSTP) report highlighted the importance of security for the National Education and Research Network (NREN): “A significant effort in implementing the NREN will be development and implementation of mechanisms to enhance the security of the connected computing systems, and require the backbone providers to perform any action. Also, many members of the IETF are employees of the large backbone providers. At one time the government funded the IETF, but, as part of the privatization, the government withdrew its financial support. See Noah Green, Weaning the Net: The Feds Hand Cyberspace to the Private Sector, VILLAGE VOICE, July 11, 1995, available at http://www.cs.columbia.edu/~ngreen/writing/voice/nsfnet.html.
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389. The Internet is a layered network. The influence of the backbone providers is concentrated on the lower layers of the TCP/IP protocol, which govern the transport of data. Most software programs, for example, Netscape, are indifferent to these lower layers. Moreover, some issues such as security can be handled at the higher application level.
390. See infra Part VII.C.2.
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393. See SIMON ST. LAURENT, COOKIES (1998). Cookies allow web sites to remember information about their visitors. This information can allow for the customization of online experiences, for example, weather tailored to your zip code, but also has privacy implications.
mechanisms to protect the networks themselves. The 1989 OSTP report emphasized that “an important issue is that of computer and network security to ensure privacy and trustworthiness in a heterogeneous network environment.” Later, in 1991, Charles Brownstein, assistant director in the NSF’s Computer and Information Science and Engineering Directorate, acknowledged that security “is a big concern and growing bigger every day.”

Over the NSFNET’s lifetime, the government never seriously addressed concerns of security. The most significant development for Internet security was the creation of the Computer Emergency Response Team (CERT). CERT is a reporting center for Internet security problems that disseminates security information to the Internet community. While CERT helps people who are affected by security issues, it does not perform fundamental research and development to address security issues.

The distributed denial of service (DDOS) attacks in February 2000 focused attention on security issues. Many within the Internet community viewed the DDOS attacks as a reflection of the inherent vulnerabilities in the Internet and suggested major alterations in the design of the Internet to address these security problems. Bruce Schneier analogizes the Internet’s security problems to the phone companies’ problems in the 1960s with phone
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398. See CERT Coordination Center, About the CERT Coordination Center, available at http://www.cert.org/nav/aboutcert.html (last modified Nov. 27, 2000).
399. Distributed denial of service (DDOS) attacks use of a number of hacked or slave servers to inundate a web site and effectively stop the web site’s ability to respond to web page requests. By distributing the attack among many servers, it is difficult to pinpoint the origin of the attack. See Greg Sandoval & Troy Wolverton, Leading Web Sites Under Attack, CNET NEWS.COM, (Feb. 9, 2000), at http://news.cnet.com/news/0-1007-200-1545348.html.
400. See People for Internet Responsibility, PFIR Statement on Recent Internet Denial of Service Attacks (Feb. 9, 2000), at http://www.pfir.org/statements/2000-02-09; Bruce Schneier, Distributed Denial of Service Attacks: Flood in the Frontyard, COMPUTERS TODAY, Mar. 15, 2000, at 110.
phreaking and blue boxes. The phone companies redesigned their network in the 1980s with Signaling System 7, which eliminated many of these security issues. Steve Cross, the Director of the Software Engineering Institute and the home of the CERT Coordination Center criticized the vendors of hardware and software for not adequately addressing security issues. He commented on the poor state of security on the Internet:

There is little evidence of improvement in the security features of most products; developers are not devoting sufficient effort to apply lessons learned about the sources of vulnerabilities. The CERT Coordination Center routinely receives reports of new vulnerabilities. We continue to see the same types of vulnerabilities in newer versions of products that we saw in earlier versions.

Federal agencies could have conducted, or at least funded, research to address many social concerns, including privacy and security among others. For example, the NSFNET’s security could have been redesigned along the lines of secure military networks. The government could have funded the development of a secure, authenticated method for electronic mail. Or the NSFNET could have been designed to allow network monitoring/tracking by only a few designated organizations. The NSF could have used domain names or IP address allocation to create a subnetwork for “adult” content. These are just a few of the possibilities for how the NSFNET and Internet could have been redesigned to accommodate the concerns of society as a whole.

The significant point is that government could have done something, not necessarily that the government should have. However, there was little public debate concerning what the government could have done. The lack of government action is especially appalling when you consider the potential
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404. The lack of a secure authenticated email system has been a significant factor in the promulgation of unsolicited bulk email and spam, and has slowed the development of electronic commerce technologies such as Electronic Data Interchange which depend upon Internet email. See Paul Hoffman, Security and Authentication in Internet Mail, available at http://www.isoc.org/inet99/posters/005/ (last visited Sept. 1, 2000); Paul Hoffman & David Crocker, Unsolicited Bulk Email: Mechanisms for Control (May 4, 1998), available at http://www.imc.org/ube-sol.html.
405. Ironically, the feature that provides the most privacy for individuals today on the Internet developed from the lack of enough IP addresses. The lack of address space led network providers to use a dynamic allocation system. This system provides a different “number” to each user every time they use the Internet and therefore makes it much more difficult to track a specific user.
influence it may have had. The government lost a valuable opportunity during the redesign of the Internet to ensure that social concerns were addressed in the redesigned Internet. For example, the Internet could have been designed in a more secure fashion by requiring security mechanisms be put in place within the lower layers of the network. In fact, there is still a movement to add more security to the Internet by using more secure network protocols. For example, the next generation Internet Protocol, IPv6, will increase security.

In sum, the government failed to consider societal concerns and, as a result, lost its onetime opportunity during the redesign of the Internet.

The only societal concern that was publicly considered was the protection of intellectual property. The High Performance Act of 1991 mandated that the NREN be designed to ensure protection of copyrighted materials and include accounting mechanisms to charge users for their use of copyrighted materials. However, there was little progress on designing the network to protect intellectual property. For example, the May 1992 implementation plan for the NREN states that “[t]he NREN will take advantage of accounting technologies which become available and will not attempt to develop NREN specific technologies. It is expected that related technologies will also directly impact traffic monitoring, analysis, modeling, and policy routing.” Thus, the government did not actively develop technologies in response to the requirements of the High Performance Act of 1991.

In April 1993, a workshop was held at Harvard University on the protection
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406. For a discussion on the Internet and its layers, see Roger Clarke, *A Primer on Internet Technology*, available at http://www.anu.edu.au/people/Roger.Clarke/II/IIprimer.html (last modified Feb. 15, 1998). Placing functionality such as security at a lower level allows for much more control over the network. However, as with all engineering decisions there are tradeoffs such as less innovation in the future and performance considerations. See David Reed, *The End of the End-to-End Argument* (Apr. 2000), at http://www.reed.com/papers/endofendtoend.html.


410. Id. § 5512(c). The section states:

NETWORK CHARACTERISTICS.—The Network shall—

(5) be designed and operated so as to ensure the continued application of laws that provide network and information resources security measures, including those that protect copyright and other intellectual property rights, and those that control access to databases and protect national security;

(6) have accounting mechanisms which allow users or groups of users to be charged for their usage of copyrighted materials available over the Network and, where appropriate and technically feasible, for their usage of the Network.

of intellectual property on the NSFNET. Even at this time, participants noted federal agencies had not yet addressed this issue. Furthermore, Jerry Linn, of the National Institute of Standards and Technology, argued at the workshop that the High Performance Act of 1991 is unrealistic and unenforceable. Linn did not believe the network could be designed to protect intellectual property. Instead, his solution was to amend the law to place the protection of intellectual property only on information providers (i.e., content providers) and not the operators of the network (i.e., backbone providers). Thus, the government’s lead agency on security backed off the earlier legislation requiring backbone providers to incorporate protection for intellectual property directly into the network.

The emphasis on intellectual property as opposed to security and privacy can be well explained by public choice theory. The protection of intellectual property can be placed at the level of hard drives, operating systems, and digital audio. See Robert Lemos, Do Antipiracy Measures Rob Consumers?, CNET NEWS.COM, Jan. 17, 2001, at http://news.cnet.com/news/0-1003-201-4500456-0.html. The FCC is even considering requiring measures to protect intellectual property in the next generation of televisions and VCRs. See Jube Shiver, Jr., FCC to Require Anti-Piracy Features in Digital TVs, VCRs Broadcasting, L.A. TIMES, Sept. 15, 2000, at C1, available at 2000 WL 25896817.
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417. Public choice theory applies economics to political science. Dennis C. Mueller, Public Choice 1 (1979). See also Daniel A. Farber & Philip P. Frickey, Law and Public Choice: A Critical Introduction (1991); Daniel A. Farber & Philip P. Frickey, The Jurisprudence of Public Choice, 65 Tex. L. Rev. 873 (1987). The fundamental unit of analysis is individuals, who are assumed to be rational utility maximizers. See James M. Buchanan, Politics Without Romance: A Sketch of Positive Public Choice Theory and Its Normative Implications, in THE THEORY OF PUBLIC CHOICE-II 11 (James M. Buchanan & Robert D. Tollison eds., 1984). In the case of legislation, legislators are considered monopoly suppliers of good, favorable laws. Individuals then attempt to “buy” legislation from legislators. Individuals pursuing legislation are subject to the “free rider problem.” Legislation is a public good. It benefits all members of an affected group, even those who did not contribute to the effort to win favorable legislation. Because members can “free ride”—receive benefits without contributing—there is little incentive for people to pursue favorable legislation. Mueller, supra, at 116-19. Special interest groups form as a result of the “free rider problem.” These smaller and more focused groups seek to gain benefits for themselves at the public’s expense. The special interest groups can also monitor other members in the group and exclude them if they are not adequately contributing. Thus, special interests groups are more effective in reducing the free rider problem. See William N. Eskridge, Jr., Politics Without Romance: Implications of Public Choice Theory for Statutory Interpretation, 74 Va. L. Rev. 275, 286 (1988). Special interest groups expend considerable resources on lawyers and lobbyists to gain
property is important to a class of businesses who profit from the sale or use of intellectual property. These businesses include publishers, broadcasters, and software companies. This class of businesses had a direct interest in ensuring that any computer network designed by the government provided protection for their intellectual property.

Privacy and security are general public concerns. During the redesign of the network in the early 1990s, however, there were no special interest groups for these issues. Therefore, concerns of privacy and security were not addressed, because no one was present to voice them to legislators. These concerns, if articulated, perhaps would have been addressed. On the other hand, the protection of intellectual property is the focus of several special interest groups. These groups stand to profit personally from legislation protecting intellectual property. Therefore, it is not surprising that legislation was passed protecting intellectual property, while concerns of security and privacy were never addressed.418

The privatization of the backbone network and the liberalization of the Acceptable Use Policy (AUP) were responses to a growing demand for access to the Internet. The NSF transferred a network designed for research and education to the private sector for commercial use. Despite the differences between these two uses, the NSF did not attempt to address potential social concerns for the commercialized Internet. Clearly, the open design of the NSFNET reflected its constituency, a small number of academic researchers. This network design does not represent the concerns of the general public. The NSF never considered changing the design of the network to reflect its new constituency, despite the contemporary concerns during the redesign, such as security and privacy. These concerns were even explicitly stated in the guidance the NSF purported to follow when privatizing the backbone

favorable legislation. The organized nature of special interest groups allows them to attain the attention of legislators. Other disorganized groups cannot similarly grab the attention of the legislators. See Herbert Hovenkamp, Legislation, Well-Being, and Public Choice, 57 U. CHI. L. REV. 63, 86 (1990). Special interest groups also provide legislators with campaign contributions, votes, and promises of future favors. See William M. Landes & Richard A. Posner, The Independent Judiciary in an Interest-Group Perspective, 18 J.L. & ECON. 875, 877 (1975). Empirical research has shown that legislators are more likely to be influenced by special interests when legislators feel their constituency doesn’t care and the provision doesn’t conflict with their own ideology. See generally Arthur T. Denzau & Michael C. Munger, Legislators and Interest Groups: How Unorganized Interests Get Represented, 80 AM. POL. SC. REV. 89 (1986). Thus, by overcoming the free rider problem and by providing suitable incentives for legislators, special interest groups are able to gain favorable legislation.

418. The Digital Millennium Copyright Act of 1998 provided a limited liability for copyright infringement if the entities (such as backbone providers) were merely conduits for the information. See Jonathan A. Friedman & Francis M. Buono, Using the Digital Millennium Copyright Act to Limit Potential Copyright Liability Online, 6 RICHMOND J.L. TECH. 18 (1999), available at http://www.richmond.edu/jolt/v6i4/article1.txt.
network.\textsuperscript{419} Today, we are left with a network that suffers from a number of issues which could have been addressed during the redesign of the network.

\textbf{D. Lessons Learned from the Privatization of the Internet’s Backbone}

This Part has discussed the interaction between the government, the private sector, and “Code”. The first section described how the lack of a government policy regarding interconnection distorted competition for backbone services. The second section highlighted a potential problem with private sector control of Code. The final section discussed the government’s failure to modify the Code to reflect societal concerns when redesigning the Internet.

The redesigned Internet relied solely on Code to create competition. The absence of an interconnection policy allowed large backbone providers to create distortions in the market for backbone services in three ways. First, there is a lack of competition for backbone services.\textsuperscript{420} Second, the domination of backbone services by a few providers is continuing to impede competition.\textsuperscript{421} Third, the domination by a few backbone providers can increase in the future because of new technologies—Code—that amplify network effects, and through vertical integration.\textsuperscript{422}

These results were foreseen and could have been prevented. Mitchell Kapor repeatedly asked the government to ensure a level playing field for all competitors.\textsuperscript{423} There were a number of comments to the NSF on both the significance of its decisions\textsuperscript{424} and the potential performance requirements for the NAPs.\textsuperscript{425} However, the NSF never addressed these concerns and it never began a discussion on an interconnection policy. Indeed, the NSF could have had another agency, such as the FCC, address the issue of an interconnection policy.

Today, the management of the Internet has shifted to the private sector. If there is no government oversight of the backbone industry, we implicitly equate the public’s interest with the large backbone providers. However, the large backbone providers could use Code to reduce competition. Instead of relying on favorable regulation, the large backbone providers could manipulate Code to their advantage as illustrated in the Quality of Service and IP address portability examples above. Moreover, there are no safeguards that prevent the
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backbone provider from arbitrarily manipulating Code.

It is possible that the Internet could be designed to support societal concerns. However, public choice theory predicts that public concerns such as security and privacy will not emerge from the political process. Instead, concerns that favor a special interest, such as protection of the intellectual property, are more likely to be favored by government. Thus, the inclusion of general societal concerns into the Internet seems doubtful. Despite the calls for the government to address concerns such as security, the government has never considered or attempted to address social concerns in the design of the Internet. Moreover, the government forever lost an opportunity to redesign the Internet for society. If the government had acted, it could have been possible to ensure that the network was prepared for commercialization and commerce.

It is the private sector that has been left to fulfill societal concerns. The private sector can be expected to address societal concerns that are profitable. For example, consider the private sector’s response to the protection of intellectual property with Code that allows digital watermarking or the Secure Digital Music Initiative. However, what about other societal concerns? For example, online privacy is a real concern, which is commonly an anathema to the private sector. While paying lip service to consumers’ concerns about privacy, the private sector is busy profiling consumers and using data-mining techniques to enhance revenues. Thus, it seems likely that the design of the Internet will only reflect societal concerns to the extent that they can be profitable.

The consequences of the privatization have highlighted a few important lessons. First, changes in the Code are not sufficient to create competition. There is a need for policies, from the public or private sector, to ensure competition. The second is the need for oversight. This oversight should not be limited to establishing and enforcing policies such as interconnection, but also to monitoring changes in the architecture of the Internet. Changes in the architecture of the Internet have just as much ability to change the nature of the marketplace as policies by regulators. Finally, we have learned that the government lost an opportunity to redesign the Internet to incorporate general societal values. With private sector control of the Internet, it is unlikely that societal concerns, which are unprofitable, will be addressed. This lesson is evident in the differing treatment of the protection of intellectual property as
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compared to privacy and security.

The problems from the privatization of the backbone are not isolated. The same lessons that have been derived from the privatization of the backbone are applicable in the privatization of the Domain Name System. A brief overview of the privatization of the Domain Name System will reinforce many of these lessons.

VI. PRIVATIZATION OF THE DOMAIN NAME SYSTEM (DNS)

A vital component of the Internet is the Domain Name System (DNS). The DNS transforms textual representations of domain names (yahoo.com) into numerical representations (204.71.200.68). Without such a transformation, people would be forced to remember the unwieldy numerical representation for functions such as email and the web. Our reliance on the textual representation is so great that if a computer is not listed in the DNS it basically doesn’t exist. The DNS as designed is dependent upon the “root server” computer. The entity that controls this computer, controls the DNS and, therefore, exerts a significant influence on the operation of the Internet. Furthermore, control of this key component could allow an entity to control changes in the Internet’s architecture. Thus, the control of the DNS is about governance of the Internet.

Between 1993 and 1999, the management of the DNS was contracted to Network Solutions, Inc. (NSI) by the U.S. government. Recently, the U.S. government has begun to transfer control of the DNS to a nonprofit corporation, the Internet Corporation for Assigned Names and Numbers (ICANN) in order to privatize the DNS. However, this privatization is still underway and whether all the components of the DNS will be privatized remains to be seen.

The privatization of the DNS has suffered from the same type of problems that occurred during the privatization of the backbone network. For example,
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the privatization has suffered from a lack of transparency in decision making, the absence of public input into crucial decisions, and government-subsidized firms hampering competition. As a result, only a very limited form of competition for the DNS has been introduced. After a discussion of how the DNS operates, this section will present a short history of the DNS. This is followed by a discussion of the problems that occurred with the management of the DNS.

A. Background on the DNS

When the ARPANET was first created, every computer had a unique number identifier. For the ease of users, every computer’s address was represented in textual format. For example, Sally@BartUSC would represent Sally’s email account on a computer named Bart at USC. This textual address would then be converted automatically into a numerical address. With the advent of the DNS in the 1980s, addresses would now represent an organization which could have many computers, so Sally@BartUSC became Sally@Bart.USC.EDU. The DNS relies on a hierarchical structure. In this example, EDU is at the top of the hierarchy and the Bart computer at USC is one of many at the bottom of the hierarchy. Therefore, EDU is called a Top Level Domain (TLD).

In October 1984, there was a proposal to create an initial set of TLDs, such as .com, .gov, .edu, .net, and .org. Originally, there was one international domain, .int. However, the rapid growth of Internet connections around the world led to the introduction of over two hundred country code TLDs, like .uk for the United Kingdom and .dk for Germany.

The DNS depends on an authoritative “A” root server. The “A” root server contains all the TLDs and their respective numerical IP addresses. To aid in the propagation of this information, there are a number of other root servers (named “B” through “M”) spread across the world. This distribution eases the load on the “A” root server. The DNS utilizes special software to ensure that changes are properly propagated to the other name servers. Usually, the name servers are updated on a daily basis. This is why it takes time for a newly registered domain name to become active. Similarly, if NSI’s root server has a problem, this problem can propagate and affect the rest of the network.

431. See id. at 104-07.
432. See id. at 113.
433. See id. at 139.
434. See id. at 60-62.
435. See id. at 58-59.
There are three governance issues with the DNS. The first concerns the assignment of numerical addresses to Internet users. Every computer on the Internet must have a unique Internet Protocol (IP) number. Blocks of these numbers are provided to regional IP registries in North America, Europe, and Asia. These IP registries, in turn, provide blocks of numbers to large backbone providers. Until the formation of ICANN, this function was maintained by the Internet Assigned Numbers Authority (IANA). The second governance issue concerns the registration of domain names. Currently, there are a number of companies capable of registering domain names which are not country specific (.com, .net, .org). The third issue concerns the operation and maintenance of the root servers. The root servers contain the registry database for the TLDs.

B. A Short History of the DNS

The DNS’s history traces back to the mid 1980s. In the early 1990s, the NSF entered into a cooperative agreement with NSI for the management of the DNS. In 1995, the NSF allowed NSI to begin charging fees for domain name registration. Soon after, there were calls to create competition for NSI. Over the last few years, several entities have attempted to create competition for the DNS. The latest is the Internet Corporation for Assigned Names and Numbers (ICANN). This section provides a short history of the DNS. A summary of the notable events appears in Table 2.
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Table 2: Timetable for the Privatization of the Domain Name System

<table>
<thead>
<tr>
<th>Year</th>
<th>Privatization of the DNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1993</td>
<td>NSI awarded contract to manage the DNS</td>
</tr>
<tr>
<td>3/1995</td>
<td>SAIC acquires NSI</td>
</tr>
<tr>
<td>9/1995</td>
<td>NSI begins charging fees for domain name registrations</td>
</tr>
<tr>
<td>1/1996</td>
<td>Alternative DNS operational</td>
</tr>
<tr>
<td>5/1996</td>
<td>Dr. Jon Postel proposes creation of 50 new registries</td>
</tr>
<tr>
<td>9/1996</td>
<td>Creation of the IAHC</td>
</tr>
<tr>
<td>2/1997</td>
<td>Final report by IAHC (gTLD-MoU)</td>
</tr>
<tr>
<td>7/1/99</td>
<td>Executive Order by the President</td>
</tr>
<tr>
<td>6/1998</td>
<td>White Paper by the Department of Commerce</td>
</tr>
<tr>
<td>9/1998</td>
<td>IFWP attempts to hold a meeting with IANA and NSI</td>
</tr>
<tr>
<td>10/1998</td>
<td>Creation of ICANN</td>
</tr>
<tr>
<td>7/1999</td>
<td>Congressional hearings into the privatization of the DNS</td>
</tr>
<tr>
<td>9/1999</td>
<td>Agreements between Department of Commerce, ICANN, and NSI</td>
</tr>
<tr>
<td>3/2000</td>
<td>VeriSign agrees to purchase NSI for $21 billion</td>
</tr>
<tr>
<td>11/2000</td>
<td>Selection of seven new gTLDs by ICANN</td>
</tr>
<tr>
<td>2/2001</td>
<td>Congressional hearings into ICANN’s management</td>
</tr>
<tr>
<td>4/2001</td>
<td>ICANN announced new agreement with VeriSign</td>
</tr>
</tbody>
</table>

1. Early History of the DNS

In the early 1970s, Dr. Jon Postel, then a graduate student at the University of California at Los Angeles, volunteered to maintain a list of host names and addresses for the ARPANET.440 This list kept track of the numerical and textual representations for every host computer on the ARPANET. The official responsibility for the lists fell to SRI International (SRI). Eventually, SRI provided administrative assistance for maintenance of the list, while Dr. Jon Postel maintained technical oversight.441 By the end of 1988, the Internet community referred to the work by Postel as that of the Internet Assigned Numbers Authority (IANA).442

The 1991 High Performance Computing Act directed the NSF to oversee
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computer networking for the government, so the NSF assumed responsibility for the DNS. As part of this transition, the domain name registration services were transferred from SRI to Government Systems, Inc. (GSI). In 1992, the NSF chose Network Solutions, Inc. (NSI) to provide domain name and IP number registration. The origins of NSI are unclear. NSI’s public documents state that NSI was founded in 1979. However, according to Dr. Jon Postel, NSI was a spin-off of GSI in 1992.

In January 1993, the NSF entered into a cooperative agreement with NSI to manage the DNS. NSI was responsible for registering domain names in the TLDs and maintaining the authoritative “A” root name server. NSI would manage the DNS over the next five years. After 1998, NSI would continue to manage the DNS, but the governmental authority had shifted from the NSF to the Department of Commerce.

2. Proposals for New Top Level Domains (TLDs)

In 1995, Science Applications International Corporation (SAIC), a $4 billion technology conglomerate based in San Diego, acquired NSI. Shortly thereafter, NSI asked the government to amend the cooperative agreement in order to charge an annual fee of $50 for each domain name. The government approved that request.

NSI’s new fees for domain names led Dr. Jon Postel in September 1995, to call for “a small number of alternate TLDs managed by other registration centers. I’d like to see some competition between registration services to encourage good service at low prices.” In fact, as early as January 1996, the Internet contained several operating, alternative, experimental registry systems, for example, AlterNIC, name.space, and eDNS. In May 1996, Dr. Jon Postel...
proposed the creation of fifty new registries, each having the right to register names in three new TLDs, thus creating 150 new TLDs.\footnote{454} However, as Milton Mueller notes, the IANA and Internet Society (ISOC), who were backing the proposal, did not have the necessary legitimacy or legal authority to advance this proposal.\footnote{455}

To gain more legitimacy, the International Ad Hoc Committee (IAHC) was formed in September 1996.\footnote{456} The committee consisted of members of the Internet Society (ISOC), the International Telecommunications Union (ITU), and the trademark owners.\footnote{457} In December 1996, IAHC issued a draft report,\footnote{458} and a final report in February 1997.\footnote{459} The report, the memorandum of understanding regarding generic TLDs (gTLD-MoU), called for the establishment of new gTLDs with competition between firms for registering new domain names.\footnote{460} According to Mueller, who has written about the history of the DNS:

NSI, which correctly saw its control of the lucrative .com domain as the target of the gTLD-MoU’s shared registry model, mounted a lobbying campaign against the proposal. The internet entrepreneurs positioning themselves as alternative registries loathed the gTLD-MoU. Instead of opening the market it had limited TLD expansion to a monopoly registry, and it imposed heavy fees and regulations upon participating registrars. Many policy analysts and user groups criticized the gTLD-MoU as a sellout to the trademark interests. Many trademark interests, however, were still unhappy with the creation of any new TLDs and criticized INTA for its participation. Congressional hearings were held. The European Commission weighed in against the plan, charging that it was ‘too US-centric’ and demanding more EC representation and ‘further public debate’.\footnote{461}

These political pressures led the U.S. President to execute an Executive Order on July 1, 1997, that authorized the Secretary of Commerce to “privatize the domain name system (DNS) in a manner that increases competition and

facilitates international participation in its management."462 As part of the Order, responsibility for the management of the DNS shifted from the NSF to the Department of Commerce and the National Telecommunications and Information Administration (NTIA).463 However, it is important to note that Congress has never legislated on the DNS and it has not designated an agency to be responsible for the DNS. Instead, control over the DNS has been exercised by the Executive Branch.464

Over the next year, the Department of Commerce prepared a final Statement of Policy, the “White Paper.”465 The White Paper called for the U.S. government to transition control of the DNS to a private corporation who had the consensus of the Internet community.466 This led to the International Forum on the White Paper (IFWP). The IFWP held a number of meetings during the summer of 1998 to bring together interested participants to form the new private corporation. These meetings were considered an “Internet constitutional convention.”467 At the same time, IANA and ISOC hired Joe Sims of Jones, Day, Reavis & Pogue, to provide advice on the creation of the new corporation.468

In September 1998, the IFWP sought a final meeting between IANA, NSI, and other stakeholders to develop a consensual constitution for the new corporation.469 The IANA refused to meet. The IANA stated that it would use its newly created articles and bylaws as a starting point. IANA supporters who were on the IFWP steering committee, such as Mike Roberts, then proceeded “to disband the IFWP instead of holding a wrap-up meeting.”470 The IANA entered into private negotiations with NSI and developed a joint draft for the new corporation. Milton Mueller summarized these actions: “The internet’s ‘constitutional convention’ had been reduced to two government contractors negotiating in secret. These negotiations, incidentally, came up with the new corporation’s optimistic acronym: ICANN.”471
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3. *Creation of the Internet Corporation for Assigned Names and Numbers (ICANN)*

The Internet Corporation for Assigned Names and Numbers (ICANN) was set up as a nonprofit corporation for the management of the DNS. IANA selected the nine initial board members in October 1998. On November 25, 1998, the Commerce Department recognized ICANN as the entity for the management of the DNS. According to Jonathan Zittrain:

> The idea of ICANN was also one of closure: an end to paralyzing fights over domain policy between Network Solutions and engineers like Jon Postel. A mere trade association model does not capture the breadth of ICANN’s responsibilities and intended structure, both because of the diversity of Internet stakeholders and because of the powerful, quasi-regulatory decisions that ICANN will make. ICANN is supposed to act in the public interest, not beholden to any one stakeholder. It is as if a private “International Communications Commission,” comprised of all interested parties with a vested stake, were to attempt to allocate radio spectrum that had never been explicitly designated a public resource.

In late 1998, the Department of Commerce extended NSI’s cooperative agreement. The new amendment allowed NSI to continue to operate the authoritative “A” root server, but required NSI to provide a mechanism to allow for multiple registrars to accept registrations for the TLDs, for which NSI acts as a registrar. The following year, in September 1999, the Department of Commerce, NSI, and ICANN entered into a series of agreements. The agreements allowed NSI to continue to register the TLDs (.com, .net, and .org), but NSI had to agree not to deploy an alternative DNS while continuing to operate the authoritative root server system under the direction of the Department of Commerce. The agreements also strove to create competition in the registration of domain names.

To ensure competition, the agreements allowed NSI to maintain control of the .com, .net, and .org registry until 2007 so long as NSI fully divested either their registry or registrar function. Otherwise, NSI would lose control of the three registries in 2003. NSI agreed to divide its business into two divisions,
one a registration division, the second a registry division. NSI agreed to compete against other ICANN accredited registrars for registering domain names. The new Shared Registration System (SRS), which is operational, allows multiple competing companies to register names in the .com, .net, and .org TLDs.\textsuperscript{477} In July 2000, a congressional hearing was held titled, “The Domain System Privatization: Is ICANN Out of Control?” The hearing sought to review the actions of ICANN.\textsuperscript{478}

At ICANN’s July 2000 board meeting in Yokohama, Japan, ICANN passed a resolution for the creation of more TLDs.\textsuperscript{479} This would create new TLDs, such as .biz, .firm, and .union, to allow entities more choice in registering their domain names.\textsuperscript{480} More TLDs are necessary because the .com TLD is so crowded that there are virtually no dictionary words that are available.\textsuperscript{481} ICANN hoped to have the new TLDs operational by the Spring of 2001.\textsuperscript{482} In November 2000, ICANN announced the seven new gTLDs that they had chosen. These gTLDs included names such as .name, .biz, and .museum.\textsuperscript{483} However, complaints over the selection process led to congressional hearings on ICANN in February 2001.\textsuperscript{484}

In April 2001, ICANN announced a new agreement with VeriSign, which purchased NSI in March 2000.\textsuperscript{485} The new agreement, subject to approval from the Department of Commerce, would require VeriSign to give up control of the .org and .net registry after 2002 and in early 2006, respectively. In return, VeriSign would keep control of the .com registry until 2007 and have a presumptive right to the .com registry, thus potentially allowing VeriSign...
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control of the .com registry forever. The agreement would also not require VeriSign to divest ownership of either the registry or the registrar business, as required by the 1999 agreement.486

C. Problems with the Management of the DNS

The privatization of the DNS suffered from a number of problems, many of which were quite similar to the problems encountered in the privatization of the Internet’s backbone. These problems included the lack of transparency in decision making, the absence of accountability and public input, and the egregious behavior of the incumbent contractor.

1. Transparency in Decision Making

The privatization of the DNS suffered from a lack of transparency in the decision making by ICANN,487 starting with the initial selection for the board of directors and continuing throughout closed-door board meetings and the creation of bylaws for the ICANN corporation. The problems with ICANN’s transparency have led to the formation of a number of watchdog groups. In the summer of 1999, three professors, David Post, David J. Farber, and Michael Froomkin, started a web site, ICANN Watch, devoted to providing information about ICANN.488 And in the summer of 2000, the American Civil Liberties Union, the Computer Professionals for Social Responsibility, and the Electronic Privacy Information Center joined together to launch the Internet Democracy Project.489 One of the goals of the Internet Democracy Project is to serve as a watchdog over ICANN.

At a congressional hearing into the management of ICANN, the Commerce Department demanded that ICANN open its board meetings.490 Andrew Pincus, General Counsel, Department of Commerce stated that “ICANN should immediately open its board meetings to the public. Transparency is
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critical to establishing trust in decision making. And trust is essential for ICANN’s ultimate success." Thus, it was only after pressure from the U.S. government that ICANN opened its board meetings to the public. ICANN’s selection process for the new gTLDs has been criticized for its lack of transparency. Representative Edward Markey noted that the “[d]ecisions made in the Vatican to select the [P]ope are more clear to the public than how new domain names are issued.” He continued, “only a small high priesthood of the Internet fully understands how these decisions are made.” Others offered a harsher assessment. Michael Froomkin stated, “Instead of considering the applications solely on technical merit, or indeed on any other set of neutral or objective criteria, ICANN selected seven winners on the basis of a series of often subjective and indeed arbitrary criteria, in some cases applied so arbitrarily as to be almost random.” It follows that a selection process that appears to be random clearly cannot be transparent decision making.

Governmental organizations are typically subject to a variety of “openness” laws, such as the Sunshine Act, to ensure transparency in decision making. As a nonprofit corporation, ICANN is not subject to these requirements. For example, ICANN is not required to produce documents under the Freedom of Information Act. While ICANN may have opened its board meetings, ICANN’s decision-making process is not transparent when compared to traditional governing bodies. This has led to criticism of ICANN by organizations such as the Small Business Administration (SBA). The SBA requested that ICANN adopt further procedural rules to allow for transparency and openness in decision making. Even Ralph Nader has come forth with proposals for additional procedural rules.
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2. Accountability and Public Input

The U.S. government has consistently asked for public comment on the privatization process for the DNS.\(^{499}\) In contrast, ICANN has been criticized for the lack of public input into its processes. For example, Alan Davidson, policy analyst for the Center for Democracy and Technology stated, “ICANN is clearly addressing issues that will have tremendous long-term impact on the shape of the Internet, but very few consumer or public interest groups have been involved.”\(^{500}\) The SBA criticized ICANN for its handling of public comments on proposed policies, characterizing it as follows: “de facto barriers are being erected to the participation of small businesses and individuals in the ICANN decision-making process.”\(^{501}\) The SBA asked ICANN to adopt policies for better public notification of proposed policies and requested a longer comment period on proposed policies.\(^{502}\)

There is a feeling among some in the Internet community that ICANN’s corporate structure was designed to be unaccountable to the public.\(^{503}\) For example, the initial ten member board of ICANN was unrepresentative and unaccountable.\(^{504}\) There was never any public input into the selection of the board. Instead, it was done in secret and presented as a \textit{fait accompli}.\(^{505}\) According to Diane Cabell, a Boston lawyer and a member of the Boston Working Group (BWG), “The board was not accountable to anyone because there were no members or shareholders.”\(^{506}\) She also added that there is no organization, public or private, that oversees the ICANN board.\(^{507}\) Members of the BWG have suggested that ICANN change its membership structure by having the board members directly elected in annual meetings.\(^{508}\)

ICANN has attempted to address its lack of accountability by allowing the
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Internet community to select its board members. In October 1999, ICANN’s three supporting organizations each nominated three members to fulfill ICANN’s original plan of a nineteen member board of directors.  

According to the New York Times, the supporting organizations “represent specific groups like Internet service providers, domain name registration companies, and the intellectual property interests.”

To allow for the rest of the Internet community to participate, ICANN proposed the creation of an “election council” that would select nine replacements for the interim board, the so-called “at-large” seats. This would allow the supporting organizations and the Internet community to share in the management of ICANN. The election council was to be selected by direct voting in September 2000. This two-tiered system was intended to provide half the board members from the Internet community with the other half nominated by the supporting organizations.

In March 2000, the Center for Democracy and Technology (CDT) and Common Cause issued a report critical of ICANN’s plan. The report was concerned about the lack of safeguards in preventing the election council from being captured by special interests. Additionally, the report believed there was a lack of understanding about ICANN’s mission among the Internet community. The report’s concerns were supported by the hundreds of members of the Internet community at an ICANN board meeting later that month. ICANN’s board listened to criticisms of the election plan from people who were worried that ICANN was beholden to big corporate interests. These people requested that ICANN slow down to ensure that the process of transition was legitimate.

There were also calls for direct election of the board members by a consensus of public interest groups. In response, Esther Dyson, ICANN’s chairwoman said, “I am concerned about capture by people who don’t know what they are doing. . . . People who are stupid, individually.” Charles Costello, director of the Carter Center, who had experience in aiding democratic elections in developing countries, was present at the ICANN board meeting. He noted that ICANN’s plan of an electoral college, the “election
council,” dilutes the voting rights of individuals. Finally, ICANN reconsidered its initial plan and agreed to hold direct elections for five new at-large members by November 1, 2000, while postponing the elections of the four remaining board members to allow for further study. This means that the Internet community had representation on ICANN for the first time on November 1, 2000, for only five of the nineteen seats. Moreover, it will not be until 2002 that the four remaining board members will be selected, thus ensuring ICANN very little accountability to the Internet community.

At the ICANN board meeting in July 2000, ICANN considered further reducing its accountability to the Internet community when it decided to review whether it should eliminate or reduce the number of at-large board members. Such a move would ensure that the business interests represented by the supporting organizations would entirely control ICANN. In response to ICANN’s proposal, two high government officials warned ICANN board members that such an unbalanced board could lead to government oversight of ICANN. Governments would be forced to regulate the DNS to protect consumer interests. While ICANN backed down from eliminating at-large members at the Yokohama meeting, the issue will likely be revisited. Especially considering that only one of the nineteen board members actually spoke out against the proposal to reduce the number of at-large board members.

The issues of public input and accountability are intimately related to the structure of ICANN. Joe Sims of Jones, Day, Reavis & Pogue, and Dr. Jon Postel developed the articles of incorporation and bylaws for ICANN. Not surprisingly, a number of proposals have been suggested to modify the structure of ICANN. However, ICANN has not yet addressed its own procedural shortcomings and instead is attempting to reduce its accountability to the public. As a result, confidence in ICANN as a governing institution is waning.
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3. Problems with Network Solutions, Inc. (NSI)

In March 2000, VeriSign, Inc. agreed to purchase NSI for $21 billion. It is interesting to note that NSI, whose existence depended on one government contract from 1993 to 1999, has grown from a net worth of virtually nothing to $21 billion. NSI grew to this size by profiting off its monopoly status, while fending off competition. Esther Dyson, the chairwoman of ICANN, has accused NSI of “funding and otherwise encouraging a variety of individuals and entities to throw sand in the gears whenever possible, from as many directions as possible.” She goes on to state that “it would have been much simpler, and a lot more pleasant, to have seen [NSI] work with the rest of the community to make this obviously necessary transition to open competition and policy-based management of the Internet’s vital technical infrastructure. Still, we will persevere, and we will succeed.”

This section focuses on two specific acts by NSI. The first concerns NSI’s ability to amend its contract with the government to charge fees for domain name registration. The second concerns NSI’s behavior regarding the domain name database.

a. NSI’s “Jackpot Amendment”

In 1993, NSI entered into a five-year cooperative agreement with the U.S. government in which NSI was to receive $4 million to maintain the databases and domain servers. The original cooperative agreement provided for cost reimbursement plus a fixed fee cost for NSI. In 1995, Science Applications International Corporation (SAIC) acquired NSI. Later that year, NSI asked the NSF to amend the cooperative agreement to allow it to charge fees for domain name registrations. The NSF approved that request, allowing NSI to charge $100 for the first two years and then an annual fee of $50 for domain name registrations.
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In their book on the DNS, Ellen and Peter Rony refer to this as the “jackpot amendment.”531 The registration fee also caused a good deal of controversy online. NSI explained the increase as follows: “The increased activity, with the corresponding growth of operating costs, have resulted in funding requirements exceeding the National Science Foundation’s budget. In addition, it is appropriate that Internet users, instead of the U.S. Federal Government, pay the costs of domain name registration services.”532 Thus, the NSI was asking the government to allow NSI to charge a fixed fee for each domain name.

Even in 1995, it was well-understood that domain name registrations were increasing rapidly and would continue to do so. In 1995, NSI registered over a million names subject to the annual renewal fee.533 For example, through June of 1996, NSI registered over 1.3 million domain names.534 In 1996, NSI registered more than 70,000 names every month.535 Moreover, NSI transacted over 90% of its business with new customers without any human intervention,536 so that its operating costs remained quite low. In congressional hearings in 1999, ICANN stated NSI’s “mandatory fees exceed the actual costs of providing those services.”537 Without competition, NSI benefited greatly at the expense of millions of people and firms who registered domain names with NSI. This issue is still relevant today with over 30,000 domain names being registered daily and over 24 million domain names registered with VeriSign.538

The NSF originally subsidized the entire DNS. The “jackpot amendment” led the NSF to stop subsidizing the DNS. In essence, the NSF shifted from contracting services with NSI to granting NSI a franchise. A franchise is defined as a private firm providing a service with price regulation by the government, as opposed to contracting, where the government pays for
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services from a private firm. As another form of privatization, franchising only provides public benefits when it is conducted through an open, transparent, competitive process. Clearly, in this case, there was not an open, transparent, competitive process when the government granted NSI a franchise on domain name registrations.

b. Competition on NSI’s Terms

The DNS’s operation depends upon the “zone files,” which contain the domain names and the IP addresses. The Whois database provides comprehensive information such as who owns or operates a domain name and their contact information. The Whois database was provided publicly as a network “white pages” for free. The Whois database was frequently consulted to see if a domain name was already registered.

In March 1999, NSI redirected people looking for the Whois database to its own web site. NSI calculated the timing of this transition to occur just prior to when ICANN was to select five competing companies to act as alternative registrars. NSI claimed that the Whois database was a customer list owned by NSI. It is clear that NSI redirected visitors to its own web site to place itself in a favorable position with respect to its potential competitors.

NSI also claimed ownership of the Whois database in March 1999. NSI maintained its position at a later congressional hearing in July 1999 on the privatization of the DNS. However, under the cooperative agreement, NSI was obligated to provide a copy of the database to the Department of Commerce when the agreement expired or was terminated.

The cooperative agreement did not state whether NSI could continue to register names at the conclusion of the cooperative agreement. However, it was well-understood that if there was no agreement reached, NSI could and would continue to register TLDs. NSI publicly stated that it planned to operate the DNS without supervision of the government when the cooperative agreement
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ended. This posturing by NSI allowed it to gain favorable terms in agreements with the Department of Commerce and ICANN.

In an agreement between NSI, ICANN, and the Department of Commerce in late September 1999, NSI finally agreed to grant certain public rights to “its” databases. In return, ICANN agreed to allow NSI to continue as the exclusive registry for the .com, .net, and .edu domain names for the next four years. NSI agreed to divide its business into two parts, including a retail side to register names and wholesale side known as NSI’s registry. The agreement ensured a long-term role for NSI in providing registry services.

The agreement didn’t satisfy many of NSI’s hopeful competitors. Before this agreement was executed, all of NSI’s competitors stated that they would rather see the agreement defeated. The competitors of NSI were concerned that the agreement did not provide strong guarantees of service from NSI. They were also concerned about NSI’s close relationship and influence with ICANN. Thus, the agreement was not even slightly supported by competing firms.

Under the new Shared Registration System (SRS) which NSI agreed to, there are multiple competing companies that may register names in the .com, .net, and .org TLDs. However, NSI is responsible for maintaining the database and the root name server. In fact, the competing companies pay NSI $6 per domain name registered, as mandated by the Department of Commerce, for the maintenance of the registration system. Leaving NSI in control of registry is controversial. As Mark Lemley noted, “if the point is to have competition and to make sure that the registry is open to everyone on nondiscriminatory terms, it probably doesn’t make any sense to have one of the competitors in charge of the registry.” This is why Mueller characterizes the DNS as a regulated
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monopoly. There is no true competition. Instead, the only competition that exists is for registering the domain names for which companies have to pay a fixed price. This is far removed from a privatization that achieves meaningful competition.

D. Déjà Vu All Over Again: Problems with the Privatization of the DNS

The famous Yogi Berra quote “Déjà Vu All Over Again” seems quite appropriate with regards to the privatization of the DNS. This privatization suffers from many of the same problems as the privatization of the backbone. Once we recognize this, we can develop proposals to address these problems for the DNS and for future Internet privatizations. The problems include not following procedures to ensure transparency and openness in decision making, favoritism towards incumbent contractors, and failing to introduce competition for the DNS. While the privatization process is still ongoing, ICANN has already made a number of crucial decisions, such as the domain name dispute policy, accreditation of domain name registrars, and the introduction of new TLDs.

Procedurally, there were problems with transparency in decision making and public input. For example, the Department of Commerce had to intervene to open ICANN’s board meetings. Additionally, ICANN is not required to provide documents to the public upon their request. ICANN has also been criticized for their policies limiting public input into their decisions. Many of these problems of transparency are related to ICANN’s articles and bylaws. These same articles and bylaws have limited ICANN’s accountability to the Internet community. Moreover, ICANN’s proposed actions to limit at-large directors further reduces ICANN’s accountability to the Internet community. Even Karl Auerbach, a newly elected board member, has criticized ICANN for its secrecy. He has also commented about how ICANN does not justify its actions to anyone and is generally badly run. Not surprisingly, there is considerable mistrust of ICANN as a result of these procedural problems.
These problems feed the perception that ICANN does not represent the Internet community and, instead, represents the special interests of a few large corporations. Moreover, in a recent influential article, Froomkin argues that ICANN has been used by the Department of Commerce as an end run around the safeguards of the Administrative Procedure Act (APA).\textsuperscript{563}

The favoritism shown by the government with regard to NSI is unfortunately similar to the problems with ANS. The government should have bid out the contract for commercial domain name registrations instead of handing it over to NSI in 1995. It is quite reasonable to assume that there would have been a number of entities capable of registering domain names. As early as January 1996, there were alternative, experimental registry systems developed and operating on the Internet, including AlterNIC, name.space, and eDNS.\textsuperscript{564} These registry systems operated alternative root-name servers containing new TLDs such as .xxx, .med, and .lnx.\textsuperscript{565} Instead, the government allowed NSI to begin charging unreasonably high fees for domain name registration in 1995. Similarly, the government permitted NSI to continue to control the registry in 1999. As Richard Foreman, president and CEO of register.com stated, “Unfortunately, the current situation still promotes an uneven playing field. The Department of Commerce extended NSI’s contract without even considering any competing registrars to run the registry.”\textsuperscript{566}

ICANN’s latest agreement with VeriSign in 2001 has also been criticized for its overly favorable terms. Commenting on the agreement, Karl Auerbach, an ICANN board member, noted, “The public lost. The Internet community gains very little and will continue to pay high fees.”\textsuperscript{567} Auerbach would have preferred that all three registries (.com, .net, and .org) be rebid without any favorable treatment to VeriSign. Thus, once again, the government may allow the incumbent contractor unduly favorable terms in the newly created commercial market. In this case, the government granted the incumbent contractor, NSI, a franchise on domain name services in 1995 and a more limited franchise on the registry service which could last forever.

The government allowed its NSI to hinder competition. NSI leveraged
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control over the .com and root information as a bargaining chip to gain a favorable position. Despite the fact that there were alternative registration and registry services operating for a number of years, NSI was able to hold off competition. The behavior of NSI was aimed at trying to reduce consensus, thus paralyzing the leitmotif of the Internet, “rough consensus and running code.” Although there was running code, NSI strove to limit the formation of a rough consensus on an alternative DNS. Today, NSI controls the registry service and leads in domain name registration.

Many of the problems with NSI resulted from the government failing to define adequately the rights of the government and its contractor with regard to commercial use of the underlying property or service in a research contract. This led to uncertainty when NSI requested to shift from a system of full governmental support to one where the consumers of domain names would pay a registration fee. These problems persist, most recently in NSI’s claim that it owned the zone files and the Whois database.

NSI’s position was reinforced by the “Code”, which, in this case, was the name server software. Manufacturers of name server software provide a default list of root name servers. Manufacturers rely on the list of root name servers maintained by government-managed Internic. Internic is an integrated network information center for the Internet that was developed by several companies, including NSI, in cooperation with the U.S. government. Recently, control of Internic is being transferred from the U.S. government to ICANN. It is estimated that only 10% of systems running name server software have even changed their defaults, and almost all of these changes are updates to a newer list by Internic. It requires a conscious decision for network providers to change name servers. NSI derives its advantage,

---

569. See supra note 524 and accompanying text.
570. See supra Part VI.C.3.a.
571. See supra Part VI.C.3.b.
573. Id.
576. See Irlam, supra note 572.
577. See Diamond, supra note 450. To overcome these advantages in Code, a new alternative DNS has sought a different strategy. New.net offers a browser plug-in that allows users to access their alternative DNS. New.net is entering into agreements with large ISPs such as Earthlink to switch to their alternative DNS. See Associated Press, Internet Name Seller Strikes Deal, CNET NEWS.COM, Apr. 8,
because it is the default root server blessed by the U.S. government and, therefore, on Internic’s list.

The U.S. government and ICANN have been slow to add competition to the DNS. For example, Postel had suggested creating fifty new registries, which could have acted as competitors to NSI in 1995. The Commerce Department never attempted to add competition to the DNS. Instead, the Commerce Department depended on a number of agreements between itself, ICANN, and NSI. While these agreements have led to competition for the registration of domain names via the SRS, the DNS is aptly characterized as a regulated monopoly. The U.S. government and ICANN have not yet allowed competitors to operate alternative TLDs. For example, in 1995, IODesign had received a preliminary “go ahead” to modify the technological infrastructure of the DNS to allow for the new TLD “.web”. However, permission was quickly denied and no new TLD was introduced. The U.S. government and ICANN, therefore, have used agreements to regulate the conduct of NSI, while resisting any modifications to the technological infrastructure that would support competition for the DNS.

NSI has continued to hold the government contract for management of the DNS. NSI maintained exclusive control of the .com, .net, and .org TLDs for seven years. By 1996, NSI was estimated to be worth $1 billion dollars. In 1999, NSI entered the Fortune 500 after ten quarters of record earnings. In March 2000, VeriSign offered to purchase NSI for $21 billion. Even competition from other registrars is not expected to affect the profits of NSI for the foreseeable future. Thus, the lack of competition in the DNS brought about by the government’s poor management of the DNS’s privatization has allowed NSI to profit handsomely.

VII. AN ANALYSIS OF THE PRIVATIZATIONS OF THE INTERNET BACKBONE AND THE DOMAIN NAME SYSTEM (DNS)

The privatization of the Internet’s backbone and the Domain Name System (DNS) suffered from a number of problems. So far, we have confined our
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analysis to the specific problems that occurred during each privatization. This Part aims to highlight and summarize the commonality of the problems that continued to reoccur during the privatizations. The first step to correcting these problems is to recognize that they are not random isolated events, rather they are reoccurring because of the same root causes. This approach is novel and demonstrates how the problems that developed later in the DNS are not new and unique. The first section highlights three categories of problems that occurred at various steps during both privatizations. The second section discusses the effects of these problems on the backbone industry and the DNS. The third section suggests proposals, not only to prevent these problems from reoccurring in future privatizations, but also to fix those that have occurred.

A. Problems Occurring During the Privatization Processes

This section discusses the problems with the privatizations of the backbone network and the DNS. It distills the problems into three main areas: (1) the procedural problems in the privatization processes; (2) the government’s inadequate management of competition during the privatizations; and (3) the government’s management of the Internet’s technological infrastructure or “Code”.

1. The Procedural Problems in the Privatization Processes

The procedural problems with both privatizations fall into three categories. First, the processes for both privatizations were far from transparent. Transparency in government allows the public to understand the reasoning behind government decisions and requires the government to announce publicly its important decisions. Second, both privatizations suffered from a lack of public input into the process. Finally, there have been problems with accountability during the privatization of the DNS. As a consequence of these procedural problems, there is a diminution of public confidence in the privatization methodologies employed by the government.

Several times during the privatization processes it was not clear why many decisions were made. Moreover, many of these important decisions were not publicly announced. This lack of transparency in the decision-making process began with the NSF’s “backroom deal” to allow ANS to sell access to the NSFNET. According to the Office of the Inspector General, this decision should have been announced publicly.583 Furthermore, the Office of the Inspector General could not find any documentation of the NSF’s reasoning to

583. See supra Part III.A.
allow ANS to sell commercial access to the NSFNET.\textsuperscript{584} Similarly, in the privatization of the DNS, ICANN’s corporate structure provided for little transparency in decision making.\textsuperscript{585} Although ICANN was forced to open its board meetings to the public by the Department of Commerce, ICANN still holds closed-door meetings for special committees on issues such as IP address convergence and new generic TLDs.\textsuperscript{586} ICANN has not yet enacted a written and enforceable procedural policy that entities such as the Small Business Administration have requested.\textsuperscript{587} Such a policy would ensure an open and transparent process, for example, by requiring ICANN to open all of its meetings to the public.

The second major procedural problem was the absence of public input or comment on important governmental decisions. The NSF should have asked for public comment before allowing ANS to sell commercial access to the NSFNET.\textsuperscript{588} After this debacle, the NSF began to ask for public comment during the redesign of the Internet.\textsuperscript{589} ICANN has also been criticized for the lack of public input into ICANN’s corporate structure, initial board members, and policy decisions.\textsuperscript{590}

The third major procedural problem is the lack of accountability in ICANN. ICANN is attempting to take over management of the DNS. However, the Internet community has not yet been able to directly elect any ICANN board members. ICANN is further distancing itself from accountability to the Internet community through the slow introduction of at-large board members and by considering the elimination of the at-large board members. Consequently, ICANN is only accountable to a narrow set of business interests.\textsuperscript{591}

These procedural problems have resulted in a lack of trust and confidence in both the government and ICANN. Numerous commentators have remarked on their lack of confidence in several entities involved with privatization activities. For example, Milo Medin from NASA’s Science Internet Office commented on his lack of confidence in the NSF as a result of the problems with ANS.\textsuperscript{592} ICANN has also engendered a considerable amount of distrust by following procedures such as closed board meetings and the lack of
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accountability of its board members. Also consider that there have been congressional hearings in 1999 and 2001 as well as continuing criticism from public interest groups. These incidents and others have lead to a blatant distrust of ICANN manifested on watchdog web sites such as ICANNWatch and the Internet Democracy Project.

2. The Government’s Inadequate Management of Competition

The government’s inadequate management of competition during the privatizations can be divided into three categories. The first concerns the government’s conduct towards its incumbent contractors. The government not only directly favored incumbent contractors, but turned its back when these contractors impeded competition. The second category concerns the government’s actions in ignoring a fundamental prerequisite—the existence of competition—when privatizing the Internet. Consequently, incumbent contractors such as NSI profited immensely to the detriment of the public. The third type of problem emerges from the government’s lack of foresight in its use of cooperative agreements with its contractors.

The government on several occasions readily favored an incumbent contractor—even when a competitive market for the relevant services existed. For example, the NSF allowed ANS to sell commercial access to the NSFNET. The government should not have granted this right freely to ANS, especially since there were other commercial competitors. NSI was also a recipient of favorable treatment from the NSF. NSI was granted control of commercial domain name registrations and allowed to raise prices via the “jackpot amendment.” Recently, NSI was also allowed to continue to maintain sole control of the registry system for the lucrative .com domain names. This action occurred despite the existence of potential competitors.

The government not only directly favored its incumbent contractors, but also implicitly favored them by ignoring their actions that impeded competition. ANS’s refusal to interconnect at CIX impeded competition for
commercial backbone services. NSI repeatedly impeded competition, for example, by claiming ownership of the zone files and the Whois database.

The one notable twist to the government’s problem with favoritism occurred during the redesign of the Internet’s backbone network in the early 1990s. In this case, the government did not treat the incumbent backbone contractor or any of its competitors with favoritism. Instead, the government’s redesigned Internet favored these few large backbone providers over smaller competitors. The lack of favoritism by the government between the large backbone providers can be readily explained. These were large established firms such as MCI and Sprint, who had been lobbying the government for a privatized Internet since the late 1980s. In contrast, during the privatization of the DNS, the government favored a single large incumbent contractor, NSI, by not introducing competition. The potential competitors to NSI consisted of a number of small Internet startups with little economic and political capital. Not surprisingly, these small competitors have not been successful in persuading the government to create competition for the DNS. Thus the government has had repeated problems with favoritism which has significantly reduced the level of competition for important services.

The government also failed fully to recognize that competition is essential for a privatization. Privatization is generally favored because of its benefits, such as lower costs for goods and services. A key requirement in determining whether to privatize a service is determining the existence of competition. Without competition, privatization does not benefit the government or society. This lesson—the need to analyze the relevant market to determine the level of competition—was ignored repeatedly. At several points, the government stayed with the incumbent contractor despite changed circumstances and the emergence of a competitive marketplace. For example, the government should have competitively bid commercial backbone access to the NSFNET instead of just granting it to ANS. At the time, there were several other competitors providing commercial backbone services such as Sprint, PSI, and UUNET, and many other firms who were considering providing backbone services. Similarly, the NSF should have turned down NSI’s request for the “jackpot amendment” and competitively contracted or franchised out commercial domain name registration. Potential competitors
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operating alternative DNSes included AlterNIC, name.space, and eDNS. Most recently, the government has not introduced competition and is instead treating the DNS as a regulated monopoly. Consequently, NSI has profited immensely and grown to a market capitalization of $21 billion. Thus, the government’s failure to capitalize on the existence of other competitors has injured the public by allowing NSI to charge high fees for domain name services.

The final problem with the government’s management of competition appeared in its use of cooperative agreements. Cooperative agreements are a form of a government contract that differ from the more commonly used procurement contract. Procurement contracts are appropriate when the government is acquiring property or services for the direct benefit of the federal government. In contrast, a cooperative agreement is used when the government is accomplishing a public purpose authorized by a federal statute, such as the development of a national computer network for the research community. Because cooperative agreements are not considered procurement contracts, they are not subject to the statutory and regulatory procedures for procurement contracts. As a result, this provides the government flexibility in negotiating the terms and conditions of the agreement, such as allowing relaxed compliance requirements. Additionally, a recipient of a cooperative agreement can receive the rights to the intellectual property from a project under a cooperative agreement. Finally, unlike procurement contracts, neither the General Accounting Office nor the Contract Disputes Act of 1978 address disputes concerning cooperative agreements.

The NSF used cooperative agreements between itself and its contractors for the management of the NSFNET and the DNS. These agreements stated the terms and conditions of the relationship between the NSF and its contractor. However, the NSF’s cooperative agreements with ANS and NSI did not consider potential commercial use of the underlying activity. As a result, the
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NSF was caught off guard when ANS began selling access to the NSFNET, when NSI sought to require fees for domain name registrations, and when NSI claimed ownership of the zone files and Whois database. These problems occurred because the NSF did not adequately define the rights of the government and the contractor, during and after the contract, with regard to commercial use of the underlying property or service in the cooperative agreements.616


Remember that the term “Code” refers to the technological infrastructure of the Internet.617 Code has the ability to affect competition as well as issues such as privacy and security. For example, the redesign of the Internet’s backbone architecture was based upon changing the Internet’s Code from supporting one backbone network to supporting multiple, competing backbone networks.

The government has had problems with its use of Code. The government’s failure to understand the relationship between Code and public policies has led to problems with competition for backbone services and the DNS. The government failed to realize that Code, by itself, can not produce competition; instead, it is necessary to employ a combination of Code and policies to create competition. Finally, the government has failed to acknowledge that Code may be designed to protect societal concerns.

The government has been unsuccessful in only using Code to create competition. For example, the NSF was able to redesign the Internet to support multiple backbones. However, this new design favored a few large backbone providers and has led to the unfair conditions for smaller networks and limited the entry of new competitors.618 The NSF ignored this bias by never requiring an interconnection policy to level the competitive playing field, despite calls for an interconnection policy from groups such as the Electronic Frontier Foundation during the redesign of the network.619 This is an example of how the government mistakenly relied solely on Code to create competition.

The government acted very differently during the privatization of the DNS. No attempt was made to add competition to the DNS by changing the Code of the DNS. Moreover, there has been little movement towards adding any competition to the DNS. Instead, the Department of Commerce, ICANN, and

616. See supra text accompanying notes 219, 570.
617. See supra Part V.C.
618. See supra Part V.A.2.
619. See supra text accompanying note 276.
NSI have developed a set of policies and procedures for NSI to follow, treating NSI as a regulated monopoly.\textsuperscript{620}

The U.S. government, ICANN, and NSI have worked together to introduce competition for the registration of domain names through the Shared Registration System (SRS).\textsuperscript{621} The development of the SRS involved a combination of Code and policies. First, the U.S. government and NSI amended their cooperative agreement to require NSI to accept domain name registrations from competing firms. Next, Code was developed to allow multiple companies to register domain names by accessing the data maintained by NSI.\textsuperscript{622} Finally, ICANN developed a "Registrar Accreditation Agreement."\textsuperscript{623} This agreement defines the rules and procedures that registrars must follow in order to provide the registration of domain names. Although the registration of domain names is only part of the entire DNS, this is a step forward towards a competitive DNS.

These examples show that Code, by itself, cannot create competition in network industries. There is a need for policies that: (a) ensure that incumbent contractors do not take advantage of their position to slow the introduction of competition (b) set ground rules for all competitors to follow and (c) require all competitors to employ equivalent Code. The problems with competition in the backbone industry can be traced back to the government’s refusal to set an interconnection policy. Similarly, the problems with competition for the DNS are the result of NSI impeding the development of rules and Code to create a competitive DNS. Our proposals to add competition for the backbone services and the DNS are based upon employing both Code and prudent policies together to create meaningful competition. Our final point is necessary because of the malleability of Code: If competitors are allowed to employ Code that is not fully interoperable and interconnected, the issue of network effects will once again hamper competition.

Finally, the government failed to consider societal concerns with Code, such as network and computer security and online privacy, when privatizing the Internet.\textsuperscript{624} This occurred despite the fact that the NSF was transitioning a network originally designed for computer scientists to the general public. The NSF even ignored contemporary concerns and problems that could be
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addressed by Code, such as security, in redesigning the Internet. The government could have engineered the new network for electronic commerce by addressing concerns about security and privacy.625 Thus, the government lost a one-time opportunity during the Internet’s redesign to accommodate societal concerns through Code.626

B. The Consequences of the Problems with the Privatizations

The problems that occurred during both privatizations have consequences. This section describes the consequences of these problems on the backbone and the DNS industries. The consequences are different because the privatization of the backbone industry is complete, while the privatization of the DNS is ongoing. For example, the privatization of the DNS still suffers from the three categories of problems discussed above. In contrast, the problem in the backbone industry is the direct result of the government’s sole reliance on Code to create competition. The first part of this section discusses the problems of competitiveness in the backbone industry. The second part discusses the lack of competition for the DNS and the reasons why competition has not yet been introduced.

1. Lack of Competition for Backbone Services

When the government privatized the backbone network, it only changed the underlying technological infrastructure, or Code. The government introduced the concept of Network Access Points (NAPs) where different commercial providers could interconnect. However, the government never put into place any performance requirements or interconnection requirements for the NAPs. Consequently, the large backbone providers abandoned the NAPs and engaged in private negotiated interconnections with other networks. The lack of an interconnection policy allowed a few large backbone providers to arbitrarily decide with whom they interconnect. These large backbone providers have gained this power, according to network effects theory, because their networks are larger and therefore more valuable.627

The lack of an interconnection policy has allowed the large backbones to interconnect with whomever they wish on their terms. This freedom has allowed the large backbones to limit new entrants by limiting interconnection, and force smaller networks into unfavorable interconnection agreements and
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performance constraints. Their advantages over smaller competitors and potential new entrants are evident by examining the following exemplary facts. First, a few large backbone providers control 80% of the backbone market. Second, large backbone providers can charge more for connectivity than their smaller rivals. Third, the large backbone providers work together to provide each other with free peering to the detriment of potential competitors.

The large backbone providers can arbitrarily decide who they peer with and the terms of peering. The lack of any checks upon the large backbone providers has allowed them to discriminate against new entrants, such as Level 3 Communications. Furthermore, the large backbone providers make smaller networks agree to unfair terms for interconnection. And since interconnections at high-speed, private exchange points are controlled by the large backbone providers, smaller networks can not provide performance similar to the large backbone providers. In Part VII.C., we introduce a number of policies the government could and should have followed to prevent these problems.

The problems of competition in the backbone services will become even greater in the future with the introduction of new technologies and vertical integration in the backbone industry. New technologies, such as Quality of Service over backbone networks, can only be offered by large backbone providers. This leaves smaller providers at a competitive disadvantage. The movement towards vertical integration by the large backbone providers will reduce competition at the ISP level. Naturally, ISPs that are owned by large backbone providers will be able to provide more attractive rates as compared to other networks.

Another inefficiency in the backbone industry is the lack of a settlement system for the Internet. A settlement system ensures that networks are compensated for the traffic that is carried over their network. For example, the settlement system for telephone companies ensures that all carriers are compensated for calls over their networks through “access charges” and
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“reciprocal compensation.” Without a settlement system, networks are hesitant to interconnect, because they fear carrying traffic for which they will receive no compensation.

On the Internet, there are problems with effectively measuring traffic. Current methods and technologies cannot accurately measure usage across networks. This results in a system where it is difficult for backbone providers to compensate each other for the traffic that flows through the Internet. Thus, the lack of a settlement system contributes to the inefficiency of transactions to interconnect networks.

2. Lack of Competition in the DNS

ICANN and the U.S. government have introduced competition in the registration of domain names. Today, consumers can choose to register domain names through many different firms. However, the choices for domain names are limited. A few popular TLDs such as .com are overcrowded, and the alternatives to these are country code TLDs that are not very memorable. Additionally, there is no competition for the registry function for the existing TLDs. This is why every registrant for a domain name still pays NSI $6 per domain name. Thus, the DNS is aptly characterized as a regulated monopoly.

There is hope that competition will occur in the DNS. This is because the privatization of the DNS is still ongoing. However, it will be necessary for the government and ICANN to recognize and correct their past behavior if we are to achieve genuine competition in the DNS. There are two principal reasons why competition through the addition of new TLDs has not occurred for the DNS. First, there is uncertainty about the extent of the privatization of the DNS and who will manage it. Currently, ICANN is managing the DNS, but the U.S. government still maintains final control. Second, there are entrenched interests that are actively fighting the introduction of new TLDs.

The U.S. government has not yet stated whether it will fully privatize the DNS. Moreover, it is not clear whether the government must pass legislation to privatize the DNS. Currently, the U.S. government has entered into a series of

640. See supra text accompanying notes 554-56.
agreements with ICANN regarding the privatization of the DNS. The Department of Commerce and ICANN have agreed that ICANN is responsible for maintaining the DNS on behalf of the U.S. government. Relatedly, there is no explicit statute outlining the rules for the management of the DNS. While the U.S. government and ICANN have introduced competition for the registration of domain names through the SRS, the DNS is still far from privatized. There are still issues concerning the introduction of new TLDs, whether control of the authoritative “A” root server will be privatized, and the introduction of competing domain name registries.

A report by the U.S. General Accounting Office notes that it is not clear whether the Department of Commerce has the authority to transfer control of the DNS to ICANN, a necessary step to privatize fully the DNS. The key issue is whether control of the authoritative “A” root server may be considered government property. The authoritative “A” root server promulgates information on the domain names throughout the entire Internet. According to the U.S. Constitution, disposal of government property requires statutory authority. Thus, without legislation from Congress, the DNS may not be transferred to ICANN’s control, and therefore, it cannot be privatized. This dependence upon Congress creates uncertainty about the future management of the DNS.

ICANN’s continued disregard for fair procedures during the privatization has significantly contributed to the uncertainty regarding the extent of the privatization of the DNS and whether ICANN will control the DNS. ICANN has repeatedly ignored the Internet community and instead appears beholden to certain business interests. Recently, it appears that ICANN is even moving away from its original vision of allowing the Internet community to select half its board members. This move raises the concern that ICANN may only represent business interests and not consumer interests. If this preferential representation is the case, it is likely that there will be government intervention on behalf of consumer interests. Thus far, the only entity that has been able to force ICANN to change its policies is the U.S. government. For example, the
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Department of Commerce forced ICANN to open its board meetings.\(^{647}\) Besides these problems, competition has been slow to emerge for the DNS.\(^{648}\) At the earliest, competition for the DNS will not occur until Fall of 2001, which is six years after Postel’s call for new TLDs (or twenty-four years in Internet time).\(^{649}\) In sum, ICANN’s own policies are creating problems that are contributing to the lack of competition for the DNS.

Another barrier to introducing competition are the two parties who profit from NSI’s monopoly on a few TLDs. The first party is NSI, which has actively resisted the introduction of competition for the DNS.\(^{650}\) The second less apparent interest is that of existing trademark holders who are genuinely concerned about having to fight for their trademarks in new TLDs.\(^{651}\) For example, if a .biz TLD is introduced, Apple computer will seek the apple.biz domain name. Companies such as Apple are quite happy with the current system and are worried that the introduction of new TLDs will be costly in terms of not only new domain registrations, but also additional costs of fighting a seemingly endless string of trademark lawsuits.

C. How to Prevent These Problems from Reoccurring and Remedy Their Effects on Competition

The first section pointed out a number of common problems that occurred during the privatizations of the backbone network and the DNS. The next section discussed the effects of these problems on competition in the backbone industry and the DNS. The root causes of these problems were found in three principal areas: procedures, managing competition, and managing Code. This section develops a number of proposals to address problems in each of these areas. These proposals will be valuable to future privatizations, such as the federal government’s Next Generation Internet (NGI) initiative, which seeks to develop the foundation for computer networks of the twenty-first century.\(^{652}\)

\(^{647}\) See supra Part VI.C.1.

\(^{648}\) There are already several detailed proposals put forth within ICANN’s working groups to increase competition. See Rebecca Nesson, *Comparison of Proposed gTLD Policies*, at http://cyber.law.harvard.edu/icann/workshops/la/papers/gtld.html (last visited May 8, 2001).

\(^{649}\) Recent delays by ICANN has pushed back, at least by several months, the introduction of new domain names from July 2001. See Reuters, *ICANN: New Domains are Behind Schedule* (Mar. 2, 2001), available at www.zdnet.com/filters/printerfriendly/0,6061,2692426-2,00.html; Tim Clark, *A Stitch in Internet Time*, CNET NEWS.COM, Sept. 18, 1996, available at http://www.news.com/Perspectives/ic_te9_18_96.html. Due to the fast pace of technological change, an Internet year is equivalent to four years.

\(^{650}\) See supra Part VI.C.3.


\(^{652}\) See supra note 223 and accompanying text.
Additionally, these proposals will address the ongoing problems of competition in the backbone industry and the DNS. Finally, these proposals discuss the role of government in developing and policing new technologies. The government’s role is important not only for ensuring competitive markets, but also for ensuring that new technologies are not in conflict with existing societal values.

1. The Role of Procedures in Privatizations

The privatizations of the backbone network and the DNS suffered from procedural problems. To address these problems, there are two main issues that must be confronted. The first is the need for the government to be accountable and, thus, operate on the basis of openness and transparency. Secondly, the government must treat all contractors and potential competitors equally. Providing preferential treatment to a contractor or a class of competitors results in less competition and erosion of public confidence in the privatization process.

a. The Need for Transparency, Public Input, and Accountability

Government decisions concerning any privatizations should operate on the principles of public input and transparency. These principles are required by law. For example, the public may use the Freedom of Information Act or the Sunshine Act to examine government documents. The government must follow the requirements of the Administrative Procedure Act, which requires federal agencies to allow for public comment in either formal or informal rulemaking. All of these procedural rules act together to ensure openness and transparency of government decisions and actions. As the privatizations of the Internet illustrate, when the government acts without public input and transparency, public confidence in the government’s decisions is not cultivated.

These procedural lessons are directly applicable to the ongoing privatization of the DNS. ICANN is attempting to take control of the DNS from the U.S. government. Thus far, ICANN has engendered considerable public distrust because of its lack of willingness to accept public input. ICANN needs to put into place policies that ensure transparency and public
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input. This requires procedural policies similar to that of the Sunshine Act, Freedom of Information Act, and Administrative Procedure Act, which ensure transparency in the U.S. government. Such a policy allows the public to examine the basis for important decisions by ICANN. Furthermore, such a policy requires ICANN to accept public comments before making important decisions. Such steps would increase the Internet community’s confidence in the workings of ICANN.

The most important step ICANN can take to increase confidence in its governance is to be openly and fully accountable to the Internet community. The original vision of ICANN was of a body that represented a balance between the needs of the Internet community and those who profit from the Internet community. Currently, business interests control ICANN’s board. Without at-large board members representing the Internet community, there will undoubtedly be government regulation of ICANN to protect the interests of consumers. ICANN should become accountable to the Internet community by requiring direct election of all board members. This would eliminate ICANN’s structural bias towards business interests. Existing business interests could still have a substantial impact upon ICANN by recruiting voters and promoting candidates who promote their interests.

b. The Need to Treat All Competitors Fairly

The government should not provide preferential treatment to a contractor or a class of competitors. The government’s preferential treatment of ANS led to considerable public backlash and precipitated congressional hearings into the NSF’s management of the NSFNET. Similarly, during the privatization of the backbone network, the NSF favored the large backbone providers over smaller competitors and new entrants by never providing an interconnection policy.

The requirement of fair treatment is relevant to the ongoing privatization of the DNS. It is important that ICANN ensure that all competitors—including NSI—are treated equally. Not only will an unfair playing field lessen
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competition, it will also reduce the Internet community’s confidence in the process. NSI’s competitors for the DNS are small potatoes, not by any measure—market capitalization, revenue, or customers—even close to NSI. 661 This imbalance creates significant barriers to entry and adversely impedes the creation of new competition. Thus far, ICANN has failed to treat all competitors equally. For example, ICANN’s requirement of a nonrefundable application fee of $50,000 for proposals from groups seeking to introduce TLDs limits applications from noncommercial groups such as universities and poor international companies who could operate new TLDs such as a .school, .nonprofit, or .arts. Requiring $50,000 for merely the right to submit an application effectively places a barrier to entry for these groups to operate new TLDs. 662

2. How to Manage Competition in a Privatization

The privatizations of the Internet have highlighted problems with the government’s management of competition during the privatizations. This section focuses on improving the government’s management of competition. The first issue is determining under what conditions the government should privatize. The second improvement the government can make is to anticipate commercial use of a technology or service in its cooperative agreements. Finally, it is necessary for the government to understand the role of network effects and its counterbalance, effective interconnection, when privatizing a network.

a. When the Government Should Privatize

First, in any privatization, a crucial prerequisite is the existence of competition in the private sector. The benefits of competition generally include lower prices, better service, and greater innovation. 663 The government should privatize services when there are multiple potential providers. For example, during both privatizations, there were numerous competitors who could have provided similar services, which were unfortunately contracted out to just one entity. 664 In both privatizations, the government failed to take advantage of this preexisting competition. Consequently, the slow pace of privatization resulted
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664. See supra text accompanying notes 211-15, 564-65.
in higher costs and worse service for consumers.

This lesson regarding the benefits of competition must not be ignored during the privatization of the DNS. There is a need for new TLDs to provide competition for NSI. Despite pressure from the Internet community for new TLDs, such as .banc or .web, they have not yet been added. As a result, NSI effectively maintains a lucrative monopoly on a few TLDs. The government can and should ensure that there is competition in the DNS industry before fully privatizing the DNS. If there is no competition in this key area, consumers and the Internet community will undoubtedly suffer.

Without competition, privatizations are not advantageous to the government or society. The government should not lamely transfer control of government property or services to the private sector without studying whether there is adequate competition in the relevant market. A lack of competition could result in one entity having a monopoly injurious to consumers. Instead, the government should promote new competitors while ensuring the incumbent contractor does not take advantage of its privileged position.

b. The Use of Cooperative Agreements

Second, the government needs to evaluate its use of cooperative agreements. The NSF used cooperative agreements between itself and its contractors for the management of the NSFNET and the DNS. A number of problems emerged because of the lack of foresight in these cooperative agreements. The government must expect that commercial partners will attempt to make commercial use of any government-funded research. Therefore, the government should clearly delineate the rights of the government as well as the rights to future commercial use of the property or service in its cooperative agreements. Such steps can prevent similar problems from reoccurring in future privatizations.

c. Issue of Network Effects and Interconnection Policies

The government must also consider the role of network effects in an industry. As discussed above, network effects emerge in communication networks.665 As a result, larger networks are more valuable than smaller networks because they are connected to more people.

Network effects can explain the lack of competition for backbone services.666 Virtually all Internet traffic flows through a few large backbone
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providers. Their networks are significantly more valuable than smaller networks, because they can access more of the Internet. Smaller networks therefore, are at the mercy of the large backbone providers for obtaining access to the Internet. The large backbone providers have also exploited their size advantage to limit competition by not peering or interconnecting with potential upstarts.  

To ensure competition in industries with network effects, it is necessary to put into place interconnection policies that allow competitors access to each other’s networks. However, this assumes that the technology or Code exists to allow these networks to interconnect. This critical issue of Code supporting interconnection and promoting competition is discussed in the following section. This section discusses the role of interconnection policies, by first discussing the historic role of interconnection in the telecommunications industry. The following two sections discuss how interconnection policies can be used to create competition in the backbone industry and the DNS.

i. Interconnection Policies in the Telecommunications Industry

The government has historically used interconnection policies to minimize network effects and to promote competition.  

For example, the Communications Act of 1934 required common carriers to establish physical connections with other carriers.  

James Speta noted that while Congress did not refer directly to the concept of network effects, this was the theory behind the interconnection obligations in the 1934 Act.  

Similarly, the Telecommunications Act of 1996 requires telecommunications carriers to interconnect.  

Once again, this is because Congress implicitly understood that a telecommunication network’s value increased as more people became connected to the network.  

Therefore, it is in the public interest for networks to be able to effectively interconnect. While these laws apply to traditional voice telecommunication carriers, the FCC has held that Internet backbone providers are not telecommunications carriers as defined in the 1934 or 1996
Thus, there is no current interconnection policy required by law for backbone services. Nonetheless, the underlying need to employ effective interconnection policies to counter network effects in the Internet’s backbone remains.

**ii. Interconnection Policies for Backbone Services**

Hal Varian has proposed an interconnection policy for backbone providers. Backbone providers should have to interconnect on a “fair, reasonable and nondiscriminatory” basis for backbone services. Varian chose the “fair, reasonable and nondiscriminatory” standard from the language used in licensing intellectual property. Varian envisions the interconnection policy as requiring a backbone provider to treat all competitors, regardless of size or age, equally. Such a standard would allow new competitors to enter the Internet backbone industry as well as ensuring smaller networks access to the handful of large backbone providers.

Varian’s preferred method to enforce interconnection agreements is an industry-wide arbitration board. An industry-wide arbitration board is preferred over government regulation because it could adapt to changes in circumstances and technology. The arbitration board would address any complaints concerning interconnection policies. Varian believes that once an arbitration board is selected, firms would begin to interconnect on a fair basis, and the arbitration board would only hear a small number of complaints.

Varian’s proposal is a first step towards establishing an interconnection policy. The effect of such an interconnection policy would be to require that the large backbone providers treat all customers in the same manner. Such a policy would be effective in reducing the barriers to entry for both smaller competitors and new competitors. However, such a policy by itself is not enough. As described in Part VII.C.3.a, we propose a new Code-based “technological interconnection policy” to ensure that a few providers do not use new technologies to reduce competition.
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iii. Interconnection Polices for the DNS

The concept of network effects is applicable to the DNS as well.\footnote{See Lemley & McGowan, supra note 351, at 553.} For example, the Department of Commerce recognized that NSI could potentially create an alternative DNS. This is because of network effects. NSI controls the vast majority of domain names. Based upon these names, it could create an alternative DNS, which would dwarf any of its competitors. Because of network effects, NSI’s larger network would be more valuable and would, therefore, be adopted by the Internet community as a new DNS. This potential threat led the Department of Commerce to require NSI to agree to refrain from creating an alternative DNS.\footnote{See supra note 475 and accompanying text.}

ICANN should use interconnection agreements to counterbalance “network effects.” For example, without interconnection agreements, a few registries could secede from ICANN’s control of the DNS. If the seceding registries were large enough, they could take control of the DNS. Such a secession would undermine the DNS’s stability. Therefore, ICANN should contractually require all registries to agree to interconnect with all other ICANN approved registries.

3. Ensuring “Code” Supports Competition and Societal Interests

The government must understand the role of “Code”. Code is malleable and can often be shaped by various parties for their own gain. For example, the government can use Code and policies to ensure competition during privatizations. After a privatization is accomplished, the government must remain vigilant to ensure that Code is not used in a manner contrary to our social values, such as new technologies that limit competition or invade our privacy. The government must be particularly vigilant regarding competition in the backbone because a few large backbone providers have a significant influence on the future technological development of the Internet.\footnote{See supra Part V.B.}

The privatizations highlighted two areas of concern with Code. First, Code can affect competition in network industries. For example, the introduction of new technologies can reduce competition. As a counter to this, the government should support a Code-based “technological interconnection policy.” Such a policy is guided by the following principle—support technologies that reduce network effects and increase competition. Second, Code can affect a myriad of other social interests and values such as security, privacy, and free speech. The
government must recognize the ability of Code to both support as well as weaken our existing societal values.

a. “Code” and Competition

The design of Code has the ability to favor particular groups in the marketplace. For example, when redesigning the Internet, the government chose Code, which favored a few large backbone providers over smaller backbone providers. 680 Code also affected competition with the lack of IP address portability. When IP address portability was removed, smaller networks were forced to depend on one of the large backbone providers for their IP addresses. Consequently, this raised costs to smaller networks for switching backbone providers because they would have to renumber their network with new numbers from their new backbone provider. 681 This is an example of how Code can favor large backbone providers over smaller networks or potential new entrants. The first part of this section focuses on the role of government in ensuring that firms do not use Code to reduce competition. The second part argues that the government needs to support the development of Code that promotes competition.

First, as the example of the backbone industry has shown, Code all by itself can reduce competition. Thus, any discussion of Code and competition must keep in mind the place of traditional interconnection policies to ensure common ground rules for all competitors. However, interconnection policies have trouble addressing new technologies. For example, as discussed above, Quality of Service technology could create competitive differences between large and small networks. 682 Currently, smaller networks depend upon a few large backbone providers for some of their Internet transport. This limits their use of Quality of Service technology and places them at a significant competitive disadvantage.

As the example of Quality of Service illustrates, new Code can amplify network effects to further reduce competition for backbone services. Therefore, the government must maintain vigilance over the backbone industry to ensure that technologies are not used simply to limit competition. This is especially necessary when you consider that the large backbone companies principally control the Internet’s Code and are not subject to any regulation or regulatory oversight. 683
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The government must limit the use of a technology that is anticompetitive with minimal consumer benefits. However, to ensure competition and innovation in the future, the large backbone providers should be able to introduce technologies that either do not significantly affect competition, or treat all interconnecting networks equally. Such a Code-based “technological interconnection policy” encourages the development of standardized technologies that work across multiple networks. The combination of this technological interconnection policy and traditional interconnection policies is necessary to ensure competition in network industries as new technologies emerge. This conception of a Code-based technological interconnection policy is premised on the use of Code that is interoperable and interconnected. The inherent malleability of Code often allows competitors to implement Code which is not fully compatible and thereby take advantage of network effects.684

An example of such a Code-based technological interconnection policy was the development of the Shared Registry System (SRS) for the registration of domain names.685 Initially, domain names could only be registered by NSI. The development of the SRS allowed multiple firms to register domain names. This is analogous to reducing network effects with interconnection. Interconnection through the software-based SRS enabled multiple firms to provide domain registration services. Thus, the software-based SRS allowed the U.S. government and ICANN to introduce competition and reduce network effects. The result was lower prices and improved service for the registration of domain names.

Another example of a Code-based technological interconnection policy was the use of Network Access Points (NAPs).686 The purpose of the NAPs was to serve as interconnection points between the large backbone providers. Additionally, smaller providers would ideally have access to the entire Internet, by merely connecting to a NAP. Thus, the NAPs, as a form of Code, appeared to reduce network effects and increase competition. However, as we have shown, this is not what happened. Instead, the lack of any rules or policies for interconnecting at the NAPs, or interconnections in general, allowed the large backbone providers to use network effects to their advantage.

The examples of the SRS and NAPs highlight that both Code and policies are necessary for competition. Without clear rules and policies, some parties

684. VARIAN & SHAPIRO, supra note 351. A central feature of the Microsoft antitrust case was the use of network effects through control of the Windows operating system to create barriers to entry of new and efficient competitors. See Steven C. Salop & R. Craig Romaine, Preserving Monopoly: Economic Analysis, Legal Standards, and Microsoft, 7 Geo. Mason L. Rev. 617 (1999).

685. See supra text accompanying notes 621-23.
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will seek to employ network effects to reduce competition. In the example of 
the NAPs, the large backbone providers were able to reduce competition. 
However, in the SRS, the U.S. government and ICANN have ensured that NSI 
abides by some ground rules to allow other competitors to compete for domain 
name registrations. These two examples illustrate that to achieve salutary 
effects with Code requires the use of policies to ensure that no parties are 
favored. The policies do not necessarily call for government regulation. 
However, a policy is meaningless unless all relevant parties follow the policy, 
which requires some form of vigilance and enforcement.

There is still a significant issue of how the government should react if a 
backbone network uses technologies that provide consumer benefits while also 
limit competition. Suppose MCI WorldCom began offering Quality of Service 
for its customers. The service consisted of an expensive but fast “first-class” 
package and an extremely cheap but slower “second-class” package. 
Customers such as content providers could even select certain traffic such as 
advertising or movies to be delivered as first-class to all customers, including 
the second-class customers. However, these benefits would only be limited to 
those customers who were on MCI WorldCom’s networks. The combination 
of this new technology and MCI WorldCom’s large market share could lead 
many new customers to switch to MCI WorldCom’s network, because their 
existing network providers could not provide such a service. This example 
illustrates how technologies can provide both consumer benefits while at the 
same time reduce competition. Without addressing this aspect any further, we 
note that the dilemma between “competition” and “consumer welfare” is 
central to antitrust jurisprudence.687

ICANN should recognize the role of network effects in reducing 
competition. ICANN must ensure that network effects do not allow a few 
parties to seize control of the DNS. ICANN should set up procedures and 
technologies to ensure that it maintains control of the DNS. For example, 
ICANN could maintain control of the “zone files” by maintaining its own 
archive. This would allow ICANN to “cut off” or segregate a registry without 
orphaning all of its customers. To perform this, ICANN must possess the latest 
operational zone files.

Finally, the government needs to support the development of technologies 
that increase competition. For example, one of the problems in the backbone 
industry is the lack of settlement and accounting mechanisms. Current
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Methods of accounting do not accurately measure usage of the network. Consequently, this provides a disincentive for backbones to interconnect, because backbone providers cannot ensure that they are properly compensated for the traffic that flows across their network. Moreover, new accounting mechanisms must be developed for new technologies such as Quality of Service. Accounting for traffic that employs Quality of Service is more difficult, because network traffic is divided into a number different classes, such as a high-speed lane. The use of improved accounting mechanisms could allow backbone services to be further commodified and lead to more efficient transactions in the selling and reselling of backbone services. Thus, government support of technologies such as accounting mechanisms could lead to an efficient and competitive market for backbone services.

b. “Code” and Societal Interests

The government must consider the relationship between Code and societal interests. As Lessig and others have noted, Code as the technological infrastructure has the ability to regulate our online conduct. Code affects issues such as privacy, security, and free speech in online environments. For example, Code played a crucial role in three recent high profile incidents concerning online privacy. The controversy over the Pentium III chip concerned an embedded serial number, which could theoretically be used by online marketers and governments to follow computer users around the Internet and construct massive profiles about their Internet habits. Similar concerns exist over cookies, which allow companies such as DoubleClick to build “online profiles” of Internet users. And recently, it was revealed that Real Network’s audio software was using Global Unique Identifiers to gather information on what music users played and recorded.

During future Internet privatizations, the government should consider encouraging or mandating the development of Code for vindicating certain societal interests. Before and during a privatization, the government controls
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the relevant technology. Therefore, the government can ensure societal interests are taken into consideration before a technology is transferred to exclusively private sector control. For example, the NSF could have required that the large backbone providers implement security mechanisms for electronic commerce, before privatizing the Internet’s backbone.

Although an industry is privatized, there are still a number of methods by which the government can support the development of Code in keeping with societal interests.693 The government may regulate an industry to ensure that it utilizes Code compatible with societal interests. For example, the government has required telecommunication companies to design their networks to allow monitoring by law enforcement.694 Similarly, the FCC supports the development and implementation of technologies that enable disabled people to access the Internet.695 Finally, the government can sponsor research and development for Code to support societal interests. For example, the NSF sponsors research for “Managing and Ensuring the Security and Privacy of Information.”696

Besides encouraging and mandating favorable Code, the government must maintain its vigilance for Code that adversely affects the public interest. For example, the Federal Trade Commission (FTC) has shut down sites that were conducting scams through Code. The sites offered visitors free images if they downloaded an image viewer program.697 The image viewer program then surreptitiously disconnected people from their present Internet connection and had their computer dial a phone number in Moldova. This resulted in a large long-distance telephone bill. The FTC had the authority to shut down the offending sites because this Code was conducting a scam upon consumers. An example of vigilance by a government official appeared after Lauren Weinstein of the Privacy Forum publicized privacy concerns with the business model employed by Predictive Networks.698 Predictive Networks was

693. See Reidenberg, supra note 11, at 588 (discussing how policymakers can influence the code’s design).


attempting to recruit ISPs, whether free or not, and pay them for the web usage data of their subscribers. This scheme could allow Predictive Networks to collect a vast amount of data on millions of web surfers. Understandably, Predictive Networks’ strategy met with a great deal of suspicion from the Internet community. Even David Farber, the Chief Technologist at the FCC, commented that such action would result in “adult supervision” or government regulation of the Internet. As a result, Predictive Networks technology has spread very slowly and it is attempting to mollify privacy concerns. These examples highlight the need for government to maintain vigilance over Code that may be contrary to society’s values.

D. The Limitations of Decentralized Rulemaking During the Privatizations

In an influential piece, David Johnson and David Post argue that traditional legal rules are unsatisfactory for the Internet. Instead, they argue the Internet should be treated as its own jurisdiction to which distinct laws apply. Moreover, Johnson and Post argue that we should allow the Internet to develop its own rules and legal institutions. Governments should allow these rules to regulate activity on the Internet as long as the rules do not violate the interest of others who would not visit the space.

In a later article, Post develops two models for the regulation of the Internet. The first is a “top-down,” Hamiltonian model with centralized control. The alternative is a “bottom-up,” Jeffersonian model with decentralized lawmaking. This Jeffersonian model represents an “electronic federalism” where individual network access providers become the units of governance. Decisions and rules are not made by government, but by the system operators of these networks. This type of rulemaking is considered decentralized lawmaking. Johnson and Post argue that decentralized lawmaking is a better solution to the collective action problem than “top-down” regulation. They believe that the “bottom-up” approach will result in an Internet with contending and diverse rule sets, where citizens can choose the rules and regulations they wish to follow.
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During the privatizations of the Internet, there have been failures in the bottom-up process of governance in two distinct cases. First, the backbone providers have not been able to develop an interconnection policy. The lack of an interconnection policy has favored the large backbone providers over smaller network providers and new entrants. The second major failure is the problems with governance of the DNS and the lack of competition for the DNS. The Internet community was not able to resolve the problem through a bottom-up process, and, as a result, the U.S Government has begun to intervene. The failure of the bottom-up process during the privatizations is due to at least the following four factors.

First, at several points it was necessary for the government to engage in top-down rulemaking. For example, during the development of the NSFNET, the NSF set the technical criteria for the NSFNET by requiring certain Code such as TCP/IP. This was top-down rulemaking. However, in most cases the NSF allowed its contractors and users to develop their own rules as long as they followed the general technical guidelines and usage policies such as the AUP. For example, the NSF allowed multiple versions of software for email and the World Wide Web over the NSFNET. Similarly, during the redesign of the network to add NAPs, it was the NSF that had the burden of introducing competition. While the NSF allowed and addressed public comments on the redesign, it imposed the redesign on the Internet community. Finally, the development of the Shared Registration System (SRS) for the registration of domain names is an example of top-down rulemaking. ICANN established ground rules for the SRS and then required firms to develop the necessary Code to create competition. All of these examples show that top-down rulemaking is sometimes necessary.

Second, top-down rulemaking is not limited to government action. As the privatizations demonstrate, top-down rulemaking can originate from the private sector. Top-down rulemaking is usually conceived as a territorial...
sovereign that imposes order on those below it. In contrast, bottom-up rulemaking allows people to decide upon the rule sets they wish to follow. On the Internet, the bottom-up approach allows people to select rules by “means of ‘voting with one’s modem’ rather than means of traditional balloting or the election of representatives.”  

However, this assumes there are varied rule sets and that people can move between these different rule sets. The current design of the Internet allows backbone providers to impose restrictions on our behavior, usually through Code. For example, it is impossible to use the Internet without using TCP/IP. The use of TCP/IP has specific consequences in terms of privacy, security, and innovation. 

Another example of top-down private sector rulemaking is in the DNS. ICANN is a private entity that is being handed control of the DNS. 

Third, factors such as network effects and the structure of Code may impair the development of diverse bottom-up rulemaking. For example, consider the role of network effects in the development of rules for backbone providers. The existence of network effects leads to larger networks becoming more valuable. To counter this trend, interconnection policies are often used. 

Interconnection policies promote competition because multiple network providers can connect people together. However, in the backbone industry, the large backbone providers who profit from the current uncompetitive environment have stymied a movement towards an interconnection policy. 

Because the large backbone networks are more valuable due to network effects, they have a disproportionate influence on decentralized rulemaking on the Internet. Similarly, the DNS by its design is a centralized system that the Internet depends upon. While alternative DNSes exist, they must maintain compatibility with the dominant DNS. As a result, it is not possible to develop diverse rule sets for the DNS without fracturing the Internet. Thus, network effects may limit diverse rulemaking on the Internet.

Finally, the development of bottom-up, decentralized rules may be contrary to our established values. The bottom-up process may violate our expectations of fairness and competition in the marketplace. For example, the large backbone providers’ rulemaking has been aimed at trying to reduce competition. Similarly, ICANN has no imperative to act in a fair and open manner, unlike government agencies that are subject to the APA and the
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Sunshine Act. Not surprisingly, as the privatizations have shown, the abandonment of principles of fairness and competition has injured the public.

The privatizations of the Internet have shown the importance of the government’s role. In fact, a number of the key decisions were determined by the government, because they were unresolved by the bottom-up process. The analyses of the privatizations highlight some of the reasons why the bottom-up process has failed. While we agree generally with Johnson and Post’s position concerning the advantages of decentralized law making, we also note its limitations. At the same time, we should not forget the many problems created by the U.S. government’s top-down actions during these privatizations. The history of the privatizations should suspend any belief that the best mode of regulation for the Internet is either “top-down” or “bottom-up”. Perhaps the best we can do in a particular situation is to choose the lesser evil.

VIII. CONCLUSION

This work serves as a descriptive, analytical, and normative study of the privatizations of the Internet backbone network and the DNS. The first goal of this Article was to provide a descriptive account of the privatization process. Scholars have neglected the privatization of the Internet, despite the obvious significance of the U.S. government turning over control of a powerful new communication medium to the private sector. The second goal of the Article was to use the privatizations as a case study to understand better new theoretical perspectives concerning the regulation of the Internet. The third goal was to advocate a series of proposals to address existing problems and to prevent these problems from reoccurring in future privatizations. After discussing the implications of the privatization on the regulation of the Internet, this conclusion summarizes our proposals for increasing competition in the DNS and the backbone.

The results of this study provide insights into two important areas of theoretical discussion within the Internet regulation literature. First, the privatizations of the Internet provide evidence of how the government regulated the Internet. The privatizations also illustrated that while most rulemaking on the Internet is conducted in a decentralized “bottom-up” manner, this approach has its limitations. Some of these limitations include the private sector acting as “top-down” rulemakers, the limited mobility of most individuals to switch between different rule sets, the role of network effects, and how “bottom-up” rulemaking could be contrary to our society’s values.
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Similarly, the history of the privatizations demonstrates the problems the government had with its use of “top-down” rulemaking. The overarching lesson is that both “top-down” and “bottom-up” modes of regulations have their limitations.

In analyzing the privatizations of the Internet, our analysis is steeped in the theoretical construct of “Code”. The concept of Code is new in legal literature and is just beginning to be explored. Throughout this work, we explained how Code could regulate behavior, for example, by affecting competition. The privatizations have shown that Code, all by itself, cannot create competition. The first step to creating competition is to ensure that Code is fully interoperable and interconnected. The next step to creating competition is the requirement of policies that all parties share common ground rules for all competitors. A failure to employ policies will result in problems with creating competition, resulting in harm to the public. The privatizations have also highlighted two important roles for the government with respect to Code. First, government must be vigilant in ensuring that Code contrary to our societal interests is not implemented. For example, consider the strategic use of technologies such as IP address portability and Quality of Service to limit competition in the backbone. 719 Second, the government should consider encouraging or mandating the development of Code for vindicating certain societal interests. The government could support the development and deployment of technologies that ensure competition, or technologies that address societal concerns in which the private sector has little interest.720

When studying the privatization processes for the Internet backbone and the DNS, to our surprise, we found consistently similar problems in both privatizations. These findings suggest that future analyses of the privatizations of the DNS and other Internet privatizations should take into account the three types of problem we discovered. The first set of problems related to the lack of procedural fairness in the processes adopted by the government. The second problem area implicated the government’s management of competition during the privatizations. Finally, there were problems related to the management of the technological infrastructure (Code) of the Internet. As a result of these problems, there now exists a lack of competition in both the backbone industry and the DNS. Based upon the three categories of problems we found in the privatizations, we have developed a number of proposals to prevent these problems from reoccurring in future privatizations. These proposals are applicable not only to future privatizations, but also to remedy the current

719. See supra text accompanying notes 383-85.
720. See supra Part V.C.

Washington University Open Scholarship
problems in the backbone industry and the DNS.

To increase competition in the backbone industry we have two main proposals. First, there must be an interconnection policy that ensures all networks nondiscriminatory access to the Internet. This recommendation is based in part upon the successful history of interconnection policy in telecommunications to offset network effects and enhance connectivity for the public’s benefit. Second, the government should support the development and use of standardized technologies, which contribute to interconnection, through a new Code-based technological interconnection policy. Such a policy is informed by a guiding principle that new technologies should not amplify network effects but instead facilitate competition. Thus, we wish to place a discussion of network effects squarely within the discourse on Internet privatization.

To increase competition for the ongoing privatization of the DNS, we have three main proposals. First and most importantly, the U.S. government must ensure that ICANN is accountable to the Internet community as a whole rather than to business interests alone. Second, the U.S. government must ensure that there is more transparency and public input into ICANN’s decision making. Finally, it must be remembered that a privatization is a means to achieve desirable public purposes, such as the creation of competition, and not an end all by itself. Privatization does not, in and of itself, guarantee competition in the relevant market. Without multiple competing firms, the proper use of interconnection agreements to counter network effects, and fair treatment by ICANN, there will continue to be problems with the privatization of the DNS.

The issue of future privatizations is tangible. The government currently funds and controls a great deal of research that it will eventually transfer to the private sector. For example, the U.S. government currently spends hundreds of millions of dollars on the Next Generation Internet (NGI). However, there are still critical questions about the current use and the future of the network that remain unanswered.721 In this study we have attempted to go back to the core of the privatization process to understand why we are where we are. It is our fervent hope that the lessons learned from the analysis of the privatization of the Internet’s backbone and the DNS will save us from being condemned to repeat the mistakes of the past.722
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANS</td>
<td>Advanced Network Services</td>
</tr>
<tr>
<td>ARPA</td>
<td>Advanced Research Projects Agency</td>
</tr>
<tr>
<td>ARPANET</td>
<td>Advanced Research Projects Agency Network</td>
</tr>
<tr>
<td>AUP</td>
<td>Acceptable Use Policy</td>
</tr>
<tr>
<td>BITNET</td>
<td>Because It’s Time Network</td>
</tr>
<tr>
<td>CERT</td>
<td>Computer Emergency Response Team</td>
</tr>
<tr>
<td>CIX</td>
<td>Commercial Internet Exchange</td>
</tr>
<tr>
<td>CSNET</td>
<td>Computer Science Research Network</td>
</tr>
<tr>
<td>DDOS</td>
<td>Distributed Denial of Service</td>
</tr>
<tr>
<td>DNS</td>
<td>Domain Name System</td>
</tr>
<tr>
<td>EFF</td>
<td>Electronic Frontier Foundation</td>
</tr>
<tr>
<td>FARNET</td>
<td>Federation of American Research Networks</td>
</tr>
<tr>
<td>FCC</td>
<td>Federal Communications Commission</td>
</tr>
<tr>
<td>FIX</td>
<td>Federal Internet Exchange</td>
</tr>
<tr>
<td>FOIA</td>
<td>Freedom of Information Act</td>
</tr>
<tr>
<td>FRICC</td>
<td>Federal Research Internet Coordinating Committee</td>
</tr>
<tr>
<td>GAO</td>
<td>General Accounting Office</td>
</tr>
<tr>
<td>GSI</td>
<td>Government Systems, Inc.</td>
</tr>
<tr>
<td>IAHC</td>
<td>International Ad Hoc Committee</td>
</tr>
<tr>
<td>IANA</td>
<td>Internet Assigned Numbers Authority</td>
</tr>
<tr>
<td>ICANN</td>
<td>Internet Corporation for Assigned Names and Numbers</td>
</tr>
<tr>
<td>IFWP</td>
<td>International Forum on the White Paper</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>ISOC</td>
<td>Internet Society</td>
</tr>
<tr>
<td>ISP</td>
<td>Internet Service Provider</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunications Union</td>
</tr>
<tr>
<td>MERIT</td>
<td>Michigan Education Research Information Triad</td>
</tr>
<tr>
<td>NAP</td>
<td>Network Access Point</td>
</tr>
<tr>
<td>NGI</td>
<td>Next Generation Internet</td>
</tr>
<tr>
<td>NREN</td>
<td>National Research and Education Network</td>
</tr>
<tr>
<td>NSF</td>
<td>National Science Foundation</td>
</tr>
<tr>
<td>NSFNET</td>
<td>National Science Foundation Network</td>
</tr>
<tr>
<td>NSI</td>
<td>Network Solutions, Inc.</td>
</tr>
<tr>
<td>NTIA</td>
<td>National Telecommunications and Information Administration</td>
</tr>
<tr>
<td>OIG</td>
<td>Office of the Inspector General</td>
</tr>
<tr>
<td>OSTP</td>
<td>Office of Science and Technology</td>
</tr>
<tr>
<td>SAIC</td>
<td>Science Applications International Corporation</td>
</tr>
<tr>
<td>PSI</td>
<td>Performance Systems International</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>SRI</td>
<td>SRI International</td>
</tr>
<tr>
<td>SRS</td>
<td>Shared Registration System</td>
</tr>
<tr>
<td>TLD</td>
<td>Top Level Domain Name</td>
</tr>
<tr>
<td>vBNS</td>
<td>Very High Speed Backbone Service</td>
</tr>
</tbody>
</table>