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Strongly correlated electron systems display some of the most exotic ground states in condensed matter. In this thesis high pressure is used to tune the degree of electron correlations in systems of current interest. Their electronic and structural properties were investigated at high pressure using x-ray spectroscopy and scattering as well as transport techniques in a diamond anvil cell. The interplay between short- and long-range structural order, one-dimensional charge ordering, and superconductivity was studied in $\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4$. At ambient pressure, this material displays charge ordering at the onset of a low temperature structural phase transition, resulting in strong suppression of superconductivity. The electronic ordering is shown here to be tightly coupled to short-range, rather than long-range, structural order. It is argued that persistence of charge order on a very short length scale is responsible for the marginal enhancement of superconductivity under pressure, being evidence of competing electronic correlations. The lanthanides Gd and Tb display an atomic-like partially filled $4f$ level at ambient pressure. Here, extreme pressure was used in an attempt to delocalize these $4f$ states. Instability in Tb’s $4f^8$ level emerges through $4f$-conduction band hybridization, triggering a Kondo effect in the Y(Tb) alloy. In contrast, the half-filled $4f^7$ level in Gd remains stable to at least 120 GPa. Tb
appears to become a strongly correlated Kondo lattice at high pressure, the properties of which are of great interest. Alkali metals display unexpected properties at high pressure which are suggested to be due to enhanced electronic correlation of the once nearly-free conduction electrons. In this thesis, the mechanisms leading to the low symmetry phases observed at high pressure in K, Rb, and Cs were investigated. These phases are suggested to develop from the pressure-induced localization of the conduction band, which triggers a Peierls-like distortion. Furthermore, stripe-like charge ordering is theoretically observed in Cs at high pressure, in close resemblance to $\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4$, including proximity of charge order to superconductivity.
Chapter 1

Introduction

The pressing demand for technological innovations is particularly aimed at the design of novel materials to optimize desired properties. The primary step in this process is the basic physical understanding of the phenomena of interest. For instance, the discovery of high-\(T_c\) superconductivity in 1986 led to a tremendous rush towards potential applications of a room temperature superconductor that, so far, has failed to materialize, at least in part due to the lack of understanding on how such high-\(T_c\) occurs [1]. Another remarkable example of the impact of fundamental discoveries in technology is the mere ~15 years span between the discovery of giant magneto-resistance [2,3] to its widespread use in computer hard drives.

Material properties are generally determined by electronic interactions. In an isolated atom, the electron state can be found by solving the Schrödinger equation (or Dirac equation for heavy elements). While for a single electron atom this equation can be analytically solved [4], the inclusion of multiple electrons leads to complex electron-electron interactions. This many-electron system can be approximately solved using the Hartree-Fock method, by converting the system into a single-electron problem submitted to an all-electron potential that is self consistently solved [5].

When isolated atoms are put into a condensed matter form the inner states do not interact with the neighbors, preserving their atomic-like behavior, and being well described by the Hartree-Fock formalism. While these inner states display filled orbitals, the semi-filled 4\(f\) and 5\(f\) states of lanthanides and heavy actinides also show strongly localized character, often being well described as atomic orbitals [6].
On the other hand, the outermost atomic electrons interact with neighboring atoms forming the valence band and losing their atomic character. The limit in which the outer electrons are mostly decoupled from the atomic cores is described by the nearly free electron model [7,8]. This model assumes that valence electrons weakly interact with the positive atomic cores and among themselves. Remarkably, this simple model found its real life realization in the alkali metals, in which Coulomb interaction between the positive core and the lone $s$ valence electron is heavily shielded by the remaining atomic electrons. The same concept of weak electron-electron correlation is successfully applied to density functional theory (DFT) [5]. Here, the problem of many interacting electrons is solved by describing the collection of electrons in terms of its density [5]. Within the Kohn-Sham ansatz, the multi-electron problem can be turned into a one particle equivalent by writing every energy contribution in terms of electron density [9]. However, correlation between electrons cannot be exactly written as a function of electron density [5], therefore these are approximated in first (local density approximation – LDA) or second (generalized gradient approximation – GGA) order expansion. Despite difficulties, DFT is a widely used and very successful method to study the electronic ground state of materials.

Electrons situated between the atomic- and band-like regimes are studied in the strongly correlated electron field [10,11]. The great interest in this area comes from the many exotic properties displayed by materials in this regime, such as the unexpected electronic ground states displayed in the original high-$T_c$ superconductor family $\text{La}_{2-x}\text{Ba}_x\text{CuO}_4$ [12,13]. In this thesis, pressure was used to cleanly manipulate systems across strongly correlated electron regimes, while following their electronic and structural properties.

The high-$T_c$ cuprate $\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4$ displays a yet poorly understood interplay between superconductivity and charge/spin ordering (stripe ordering) [13–16]. Pressure was used to tune
the balance between these ground states, while investigating the corresponding effect in the short (~5 Å) and intermediate (~100 Å) range structural and electronic order, using single crystal x-ray absorption fine structure and diffraction techniques [17]. In another set of experiments, pressure was used in an attempt to push the strongly localized 4f state in heavy lanthanides Gd and Tb away from its ambient pressure atomic-like character [18]. X-ray absorption near edge structure, x-ray emission, and the superconducting $T_c$ pressure dependence in Y(Gd) and Y(Tb) alloys were used to monitor their electronic structure as these lanthanides were pushed across the abrupt atomic volume reduction (volume collapse transition) observed at high-pressure. Finally, the electronic structure of the heavy alkalis K, Rb and Cs was investigated. High-pressure is known to drive these “simple” metals into highly complicated states, displaying much enhanced resistivity [19–21] and remarkably low symmetry phases [22]. Pressure is argued to strongly increase electronic correlation by confining the conduction electrons to much reduced volumes [23–25]. Therefore the emergence of electronic correlations was investigated in these alkalis through x-ray absorption fine structure and x-ray diffraction measurements coupled to $ab initio$ calculations.

The remaining of this thesis is organized as follows: in Chapter 2 the current knowledge on the three scientific cases listed above is expanded. Chapter 3 contains information about the experimental methods used, including details on the experiments performed. In Chapter 4, the results are presented and discussed. Finally, Chapter 5 contains a summary of the results obtained.
Chapter 2

Strongly Correlated Electron Systems

2.1 \( \text{La}_{2-x}\text{Ba}_x\text{CuO}_4 \)

Superconductivity was discovered over 100 years ago \([26–28]\), but still challenges scientists \([1,29–34]\). The first successful microscopic theory of superconductivity, by Bardeen-Cooper-Schrieffer (BCS) \([35–37]\), was proposed only after 46 years of its discovery. In this model, superconductivity is described as an electronic superfluid formed by electron pairs (Cooper pairs). However, achieving electron-electron bonding is not trivial as the strong Coulomb repulsion tends to dominate their interaction. In the BCS model electron-phonon coupling is suggested to enable electron pairing. An electron travelling throughout the lattice will attract nearby ionic cores through electrostatic interaction. The heavy cores are much slower than the electron, thus as the later moves away, a positive local charge is formed, which in turn attracts a second nearby electron, effectively forming the electron-electron bound state. The BCS theory has been widely successful in explaining the superconducting properties of many materials \([38]\). Particularly, the suppression of the superconducting temperature \((T_c)\) by an external magnetic field is explained by the energy cost of expelling the magnetic field from inside the sample (Meissner effect).

One of the first signs that BCS may not be a complete model for superconductivity emerged in the end of the 1970’s with the discovery of the so-called heavy-fermion superconductors \([39–41]\). These materials are poor conductors with magnetically ordered phases arising in close proximity to superconductivity, thus challenging some of the basic premises of the BCS model.
However, the low transition temperature observed in this family \( (T_c < 3 \text{ K}) \) led to limited interest on their properties. In 1986 superconductivity near 30 K was discovered by Bednorz and Müller in the Ba-doped \( \text{La}_{2-x}\text{Ba}_x\text{CuO}_4 \) family [42], a remarkable discovery considering that such high \( T_c \) occurs in a material whose undoped (parent) compound \( \text{La}_2\text{CuO}_4 \) is an antiferromagnetic insulator. This discovery triggered an intensive effort towards studying Cu-based superconductors (cuprates) [34,43]; within a year the YBaCuO family was discovered with \( T_c \) above liquid nitrogen temperatures [44]. Despite the tremendous enthusiasm, the current transition temperature record, established 21 years ago in mercury-based cuprates, is “only” 153 K [45], being very far from the desired room temperature superconductor. It is widely accepted that the typical BCS, electron-phonon coupling, picture is unable to explain high-\( T_c \) superconductivity in cuprates [1,34]. Furthermore, in 2008 high-\( T_c \) superconductivity was discovered in Fe-based compounds which display many similarities to the cuprates, including the proximity to magnetic order [46].

After 28 years, the mechanism for superconductivity in cuprates is still a matter of intense debate [33,47–55]. This state emerges via electron- or hole-doping of a parent antiferromagnetic insulating material, as charge doping suppresses Cu’s magnetic ordering and adds mobile carriers. The proximity between superconductivity and magnetic ordering triggered suggestions that antiferromagnetic fluctuations may act as the electron pairing mechanism [1,56,57]. In fact, stripe-like charge and spin order in the \( \text{CuO}_2 \) plane has been recently discovered in many cuprates (further discussed in next section), indicating that these may be a universal feature of high-\( T_c \) superconductors [49,54,58,59]. Understanding the relationship between these coexisting electronic ground states is argued to be of major importance in comprehending high-\( T_c \) superconductivity [1,60].
2.1.1 Superconductivity, Structure and Stripes

Shortly after the discovery of high-$T_c$ superconductivity, a systematic study of the superconducting transition of La$_{2-x}$Ba$_x$CuO$_4$ (LBCO) was performed by Moodenbaugh et al. [62]. The behavior of $T_c$ above and below $x \sim 1/8$ appears to indicate that a maximum should occur at $x = 1/8$; however, a large suppression is observed instead (Fig. 2.1).

A hint into understanding this exotic suppression comes from the structures adopted by the $x=1/8$ member of this family (LBCO$_{1/8}$) as a function of temperature, which are depicted in Fig. 2.2. These structures consist of CuO$_2$ and La(Ba)O layers, with the Cu atoms positioned inside a CuO$_6$ octahedra [48]. At room temperature, the CuO$_2$ planes are flat on average, yielding the high-temperature tetragonal (HTT) phase. At $T = 235$ K, the octahedra tilt around the [110]
direction, buckling the all Cu-O-Cu bonds in the CuO$_2$ planes, and leading to a low temperature orthorhombic (LTO) phase. Finally, at $T = 54$ K, the octahedra tilt switches to the [100] direction, buckling half of the Cu-O-Cu bonds, and leading to the low temperature tetragonal phase (LTT). The LTO and LTT distortions result in a 45° rotation of the unit cell [48]. In this thesis, all LBCO$_{1/8}$ Bragg peaks are assigned using the unrotated HTT basis.

Remarkably, this sequence of temperature induced transitions is not detected by local structure probes (~10-20 Å). Both pair distribution function and x-ray absorption fine structure measurements observe persistent local LTT tilts above 54 K [63–65]. This apparent discrepancy is understood in terms of random buckling induced by thermal disorder [65]. Pickett et al. [66]
demonstrated that the LTT tilts correspond to a shallow minimum in the energy landscape, with the LTO and HTT average structures occurring due to thermally activated hopping between local minima.

Since the large Ba ion tends to destabilize the structure, the growth of good single crystal LBCO has only been achieved recently [67]. Similar $T_c$ suppression and phase transitions are realized in the $La_{2-x-y}Sr_xRE_yCuO_4$ family ($RE =$ rare earth), where Sr$^{2+}$ is responsible for hole doping while RE$^{3+}$ stabilizes the LTT structure [14,68]. Studying single crystal $La_{1.48}Sr_{0.12}Nd_{0.4}CuO_4$, Tranquada et al. demonstrated that charge (CO) and spin order (SO) emerged within the CuO$_2$ planes at low temperature concomitantly with the LTO-LTT phase transition [14]. This ordering occurs in the form of one dimensional charge/spin stripes along the unbuckled Cu-O-Cu bonds in the LTT phase (Fig. 2.3). The holes doped within the La(Ba)O plane move into the CuO$_2$ plane triggering a competition between kinetic energy, that is

Figure 2.3: Stripe ordering in LBCO$_{1/8}$. Two consecutive CuO$_2$ planes are displayed. The Cu/O atoms are displayed in dark/light blue. Red arrows represent the direction of the local spin moment, while the gray cylinders represent the charge order.
minimized by delocalizing the hole, and exchange energy, that prefers local Cu moments to enable magnetic ordering. At the particular 1/8 doping, the balance between these competing interactions results in the segregation of charge stripes and spin stripes [14]. That the emergence of this electronic ordering matches the LTT onset does not seem to be an accident [69]. In fact, these stripes follow the direction of the unbuckled in plane Cu-O-Cu bonds, including the 90° rotation observed between consecutive planes (Fig. 2.3).

While the correlation between suppressed $T_c$ and static stripe order points to a competition between these two electronic states, there have been many suggestions that dynamical stripes actually drive superconductivity in cuprates [1,56]. In fact, detailed transport measurements in LBCO$_{1/8}$ display a remarkable drop in resistivity within the $ab$ plane at much higher temperatures than the onset of bulk superconductivity, indicating that even static stripes may induce 2D superconductivity [15,16]. The suppression of $T_c$ is then argued to be due to reduced Josephson coupling along the $c$ axis due to the 90° stripe rotation [16]. In fact the resistivity along this axis is enhanced at low temperature [15].

2.1.2 High-Pressure Phase Diagram of La$_{1.875}$Ba$_{0.125}$CuO$_4$

High-pressure seems to be unable to significantly change the behavior of the superconducting temperature in the LBCO family. At a doping level slightly away from 1/8, approximately 2 GPa is sufficient to enhance the suppressed $T_c$ to near optimal values (~33 K) [61,70] (Fig. 2.4 (a)). However at x=1/8, $T_c$ slowly recovers, even at ~15 GPa it reaches only ~18 K [70].

In an attempt to understand this problem, the crystal structure and stripe-order of LBCO$_{1/8}$ was recently measured at high pressure by Hücker et al. using single crystal diffraction [70] (Fig. 2.4(b)). While pressure suppresses both LTO and LTT phases at ~1.7 GPa, charge order persists to the maximum pressure measured (2.7 GPa), implying that charge order is able to exist in
LBCO$_{1/8}$ without LTT order. Furthermore, no significant change in CO domains was observed; however, in this pressure range superconductivity is enhanced to only ~8 K, below the temperature used in that measurement (10 K).

Both stripe order and superconductivity display short correlation/coherence lengths (~100 Å [13] and ~10-20 Å, respectively) in LBCO$_{1/8}$. In fact, diffuse scattering was measured at the (1.5,1.5,2) peak, which is allowed in both LTO and LTT phases, indicating the presence of LTO or LTT domains with the same correlation length as CO within the high-pressure HTT phase [70]. This result, combined to the lack of correlation between the CO, superconductivity, and long range structure at high pressure (Fig. 2.4), indicates that the short range structure may be relevant in controlling the electronic ordering in LBCO$_{1/8}$.

In this thesis, the correlation between the structural and electronic order is investigated at the short and medium range scale. By using a combination of high-pressure single crystal extended x-ray absorption fine structure and x-ray diffraction techniques at low temperature, it will be
shown that the short range structure is in fact closely related to both electronic ground states observed in LBCO\textsubscript{1/8}.

### 2.2 Lanthanides

The behavior of the semi-filled 4\textit{f} shell in lanthanides is perhaps one of the most intriguing and thoroughly studied problems in the strongly correlated electron field [71,72]. The 4\textit{f} wave function displays a narrow radial distribution lying very close to the atomic core (see Fig. 2.5). Such spatial confinement leads to a very large Coulomb repulsion between the electrons (> 3 eV) that splits the occupied and unoccupied 4\textit{f} states, typically positioning the occupied levels well below the Fermi level (> 1 eV). The well defined electron orbits coupled to the sizable atomic number (\(Z\)) lead to a large spin-orbit coupling (\(\propto Z^4\)), that affects their ground state. The 4\textit{f} level is then best described within a \textbf{L,S} coupling scheme, where \textbf{L} is the total angular momentum and \textbf{S} is the total spin. Consequently, their ground state can be determined by considering the total angular momentum \(J = L + S\) and Hund’s rules. Crystal field interactions are typically much weaker due to screening by outer \textit{spd} electrons, generally inducing only a small splitting of the \((2J + 1)\) degenerate states [73,74]. However, crystal fields are responsible for the single ion magnetic anisotropy in lanthanides [71], which is essential for the current permanent magnet technology, and it has been argued to be relevant for lighter lanthanides, leading to the lack of magnetic order in praseodymium above 1 K [75,76].

The conduction band of lanthanides at ambient pressure is dominated by \textit{s} and \textit{d} electrons, with a nominal 6\textit{s}\textsuperscript{2}5\textit{d}\textsuperscript{1} occupation. Eu and Yb are exceptions, since they remain divalent (4\textit{f}\textsuperscript{7} and 4\textit{f}\textsuperscript{14} respectively) in the elemental solid with 6\textit{s}\textsuperscript{2}5\textit{d}\textsuperscript{0} occupation. The \textit{lanthanide contraction} is the term used for the anomalously large reduction in atomic size observed across this series with increasing atomic number. It results from the larger nuclear charge being poorly screened by the
extra 4f electron which reduces the radial size of the 6s level, leading to a further reduction of the atomic size. Such 6s level contraction is also manifested in the lowering of its energy position with respect to the Fermi level. As shown by Duthie and Pettifor [79], the observed phases for the different lanthanides can be explained by the differing number of 5d electrons. The lower 6s energy position with increasing 4f atomic number leads to a reduced 6s to 5d overlap, hence reduced charge transfer. Thus the heavy lanthanides (Gd to Lu) have less 5d electrons and order in the hcp structure; moving towards the lighter lanthanides the increased 5d occupation leads to the stabilization of α-Sm, dhcp and fcc phases. Compression also leads to 6s→5d charge transfer and a very similar set of phase transitions is observed in most lanthanides [80].

At ambient pressure, the nearest neighbor distance in lanthanides is larger than the 4f radial extent, preventing any direct 4f-4f interaction (half neighbor distance ≈ 1.8 Å, see Fig. 2.5).
Nevertheless, a strong exchange interaction occurs locally between the $4f$ level and the conduction band. In fact, an indirect $4f$-$4f$ coupling known as RKKY (after Ruderman, Kittel, Kasuya, Yosida) [81–83] is achieved through a second order interaction, where the local $4f$ moment spin polarizes the conduction band, which in turn interacts with the next $4f$ neighbor, leading to long range magnetic order.

The $4f$-conduction band exchange interaction is strongly influenced by their hybridization. Without $4f$-conduction electron mixing their wave functions are orthogonal and the exchange integral is positive, leading to their ferromagnetic coupling [73]. On the other hand, as Kondo first described in 1962 [84], when the localized magnetic moment hybridizes with the conduction band, the electronic wave functions mix and become non orthogonal, leading to a negative exchange. Such negative exchange was used by Kondo to explain the resistance minimum observed at low temperatures in paramagnetic metals doped with magnetic impurities [85]. Qualitatively, at low temperatures the Kondo interaction creates a cloud of antiferromagnetically spin polarized electrons around the magnetic impurity. This process can be understood as an effective localization of the conduction band that increases the resistivity at low temperatures. The Kondo model for magnetic impurities was heavily studied in the 60’s and 70’ s and it is a well established model [86]. Recent advances in atomic microscopy probes have re-attracted attention to the Kondo problem, especially regarding the spatial extent of the interaction [87].

The Kondo model has since been expanded into the concept of a Kondo lattice as introduced by Doniach [88]. The Kondo lattice consists of a system where Kondo interaction happens at each lattice point. Such a system displays strongly correlated states that hybridizes with the conduction band. This electronic system lies somewhere in between an atomic-like and free-electron-like models and is one of the most challenging problems in condensed matter physics,
thus the properties of the Kondo lattice are still a matter of theoretical and experimental investigations [89–91]. The competition between magnetic ordering and Kondo screening, as the Kondo temperature ($T_K$, see below) is increased, is of particular interest. The magnetic order ($T_o$) scales with the 4f-conduction band exchange integral ($I$) [82] as

$$T_o \propto N(E_F)|I|^2$$  \hspace{1cm} (2.1)

where $N(E_F)$ is the density of states at the Fermi level, while for the Kondo temperature ($T_K$) [92–94]

$$T_K \propto e^{-\frac{1}{N(E_F)|I|}}$$  \hspace{1cm} (2.2)

Consequently a quantum phase transition from magnetic-ordered to Kondo-screened phases is expected with increasing $|I|$ [88,90]. Magnetic fluctuations in proximity to quantum phase transitions are believed to be the source of exotic phenomena such as high-$T_c$ superconductivity [29,95] and topological insulators [96,97]; in particular, the Kondo lattice theory is believed to be related to the behavior of heavy fermions [98] and shown to be capable of promoting superconductivity [99,100].

In the heavy lanthanides, the 4f moment is stable at ambient pressure, and robust RKKY-type magnetic ordering is observed, with no signs of Kondo interactions. However, the breakdown of such stability is expected to take place as the atoms are closely packed under extreme pressure. Our goal in this study was to probe the pressure dependence of such possible breakdown in gadolinium and terbium, by investigating the atomic volume discontinuity (volume collapse transition) observed in many lanthanides.
2.2.1 Investigating the 4f-Conduction Band Exchange Interaction

An effective method to study the nature of the 4f-conduction band exchange interaction is to alloy dilute amounts of the magnetic ion into a superconducting host. An early study by Matthias et al. [101] used lanthanum as a superconducting host alloyed with 1 at.% of each lanthanide. Superconductivity is suppressed in these alloys by the exchange interaction between the 4f level and the conduction band. In fact, when this exchange is positive, Abrikosov and Gor’kov (AG) developed universal functions to describe the $T_c$ suppression in BCS-type superconductors [102,103]

$$
\ln \left( \frac{T_c}{T_{c0}} \right) = \psi(1/2) \psi(1/2 + 0.144T_{c0}/T_c)
$$

where $\psi$ is the digamma function, $T_c$ is the superconducting transition of the alloy, $T_{c0}$ is the superconducting transition of the pure host, and $\alpha$ is given by

$$
\alpha = 4\gamma nN(E_F)I^2S(S+1)/k_bT_{c0}
$$

Figure 2.6: Superconducting temperature of La(1 at. % RE) alloys. Figure extracted from [101].
where \( n \) is impurity concentration, \( k_b \) the Boltzmann constant, \( \gamma \) is the Euler’s constant, and \( S \) the impurity spin. As seen in Fig. 2.6, the suppression of \( T_c \) strongly depends on impurity spin. In fact, expression 2.3 has been shown to nicely reproduce the doping dependence of \( \text{La}_{1-x}\text{Gd}_x\text{Al}_2 \) alloys [104], demonstrating a positive \( 4f \) – conduction band exchange interaction.

The one observed discrepancy is \( \text{La(Ce)} \), for which \( T_c \) is much lower than expected. In fact, the AG theory is unable to explain the Ce doping dependence of \( T_c \) [105]. This discrepancy occurs due to the covalent mixing between the \( 4f \) level and the conduction band in Ce, in a Kondo interaction picture. In fact, Müller-Hartmann and Zittartz (MHZ) [106–108] showed that the inclusion of Kondo interaction leads to the same expression 2.3, but with

\[
\alpha = \frac{nS(S+1)}{0.56k_bN(E_F)T_{co}([\ln(T/T_K)]^2 + \pi^2 S(S+1))} \tag{2.5}
\]

where \( T_K \) is the Kondo temperature. The MHZ theory successfully describes the behavior of \( T_c \) in alloys with magnetic impurities that display Kondo interactions, including the remarkable re-entrant normal state observed in \( \text{La}_{1-x}\text{Ce}_x\text{Al}_2 \) alloys [109].

### 2.2.2 Cerium and the 4f-Driven Volume Collapse Models

Cerium’s isostructural \( \gamma \rightarrow \alpha \) phase transition exhibits the largest (16%) and most thoroughly studied volume collapse of any lanthanide [110–112]. This volume collapse happens at \( \sim 0.7 \) GPa at room temperature [112], a pressure low enough to enable many different experimental tools. In particular, magnetic susceptibility measurements found a large (80%) and abrupt drop in magnetization across the transition [113], demonstrating that \( 4f \) electrons must be involved. This finding triggered a lot of interest on understanding the origin of this large volume collapse, which led to different proposed theories, some of which are outlined here (see Fig. 2.8):

a) Promotional model [114] – In this scenario, pressure moves the localized \( 4f \) level across the Fermi level, donating its electron to the conduction band. The loss of the \( 4f \)
electron increases the number of valence (binding) electrons, reducing the atomic size.

b) Mott model [115] – Here the pressure-induced reduction in atomic size leads to 4f-4f overlap which turns the localized state into a band. Such 4f band is formed across the Fermi level, adding binding energy to the system, and leading to the volume collapse.

c) Kondo model [116] – It is known that the Kondo temperature in Ce is largely dependent on its atomic volume, substantially increasing upon volume reduction [117]. Thus pressure enhances the covalent mixing between the 4f level and the conduction band. Such 4f-conduction band bond contributes to the binding energy of the system; it was shown that when the mixing reaches a critical value the volume collapse occurs.

To our knowledge these represent the most used models for cerium’s volume collapse in the literature. However, recent results also point to the importance of lattice dynamics in Ce’s volume collapse [118].

Despite the large body of experimental data, the origin of the volume collapse in cerium, hence the character of its 4f state at high pressure, is still under debate. The observation of near integral 4f occupation through many different experimental probes across this transition is inconsistent with the promotional model [115,119]. Thus, most of the still ongoing debate is centered on the Mott and Kondo models [118,120,121].
Perhaps the clearest evidence in favor of a Kondo-driven volume collapse in Ce comes from the deep minimum of $T_c$ observed in La(Ce) alloys around 0.7 GPa (Fig. 2.7) [103], exactly the pressure of Ce’s volume collapse [112]. The occurrence of this minimum is expected in a MHZ picture with increasing $T_K$, with the maximum suppression expected to occur at $T_K \approx 10T_c0$. In fact, the Kondo temperature in Ce is known to the volume dependent [117]. The recovery of $T_c$ at pressures above the volume collapse is understood in terms of screening of the impurity moment due to the Kondo interaction. That the maximum suppression of $T_c$ occurs around the volume
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**Figure 2.7:** Pressure dependence of $T_c$ in La(Ce) alloys. Figure extracted from [103].
collapse is strong evidence that this transition in Ce is Kondo driven [116].

**2.2.3 Gadolinium, Terbium and the Volume Collapse in Yttrium**

At ambient pressure, the 4f state of both gadolinium (4f\(^7\) configuration, S = 7/2, L = 0, J = 7/2) and terbium (4f\(^8\) configuration, S = 3, L = 3, J = 6) lie well below the Fermi level, ~ -9 eV and ~ -3 eV respectively [6]. The significant difference in 4f energy position for Gd and Tb is due to the added Coulomb repulsion arising from having two electrons occupying the same orbital in Tb (l = 3). Despite Tb’s 4f lying closer to the Fermi level, in both metals the 4f-conduction band exchange integral is positive, and RKKY type magnetic order is observed.

Under pressure, both display the typical lanthanide series of structural phase transitions [122,123]: hcp → Sm-type → dhcp → dfcc, with Gd displaying an fcc phase between...
dhcp and dfcc. This set of phase transitions is well explained by the pressure induced $s \rightarrow d$ transfer, as shown in Duthie and Pettifor’s work [79]. For both Gd and Tb the dfcc phase is followed by a monoclinic structure at 59 GPa and 53 GPa, respectively [122,123]. A volume collapse of 5% happens across this transition for both metals.

While there had been no previous study on Tb’s electronic structure across the volume collapse, Gd has been the target of x-ray spectroscopic studies [124,125]. X-ray absorption spectroscopy showed that no valence transition takes place across the volume collapse, and that $s \rightarrow d$ transfer is indeed active [124]. X-ray emission spectroscopy showed a continuous increase in the $4f^8$ component with pressure (~ 15% of $4f^8$ at 113 GPa), and persistent local $4f$ level across the volume collapse [125]. These results indicate that the promotional and Mott models cannot account for Gd’s volume collapse. Furthermore, the increased $4f^8$ hybridization was interpreted as evidence that this transition is Kondo driven [125].

Contrary to Ce, there is no clear evidence that the volume collapse in Gd and/or Tb is related to $4f$ interactions. Volume collapses are observed in several compounds that lack $4f$ electrons, such as the alkali metals (see section 4.3.1.4) [22], and the rare-earths Sc [126] and Y [127]. In fact, Y is known to have a very similar conduction band to the heavy lanthanides, and display the same set of pressure induced phase transitions, including the same volume collapsed phase. It is then important to consider that the volume collapse may be described by an “$s \rightarrow d$ transfer model”, where a first order phase transition is simply driven by the increasing $5d$ occupation (Fig. 2.8).

As will be shown in this thesis, x-ray spectroscopy results show that, as for Gd [124,125], Tb’s volume collapse cannot be explained by the promotional or Mott models. On the other hand, the behavior of $T_c$ in Y(0.5 at.% Gd) and Y(0.5 at.% Tb) at high pressure indicate that
Kondo interaction is triggered across Tb’s volume collapse, but not across Gd’s. This result is understood in terms of the much more stable $4f^7$ level in Gd. It is suggested that Tb becomes a Kondo lattice above its volume collapse. The magnetic ordering in such exotic phase is currently being investigated [128].

2.3 Alkali metals

Alkali metals constitute the first column in the periodic table, displaying closed shell ionic cores with one extra $s$ electron. In a solid, this lone $s$ electron weakly interacts with the heavily shielded ionic core, leading to weak metallic bonds, low density, and a very broad (delocalized) conduction band at ambient pressure. This picture of the alkali metals was first suggested by Wigner and Seitz in 1933 within the so-called nearly free electron model (NFE) [7,8], in which the conduction electrons are treated as free electrons susceptible to a small periodic potential at the ionic position. Originally applied to sodium, this model has been extensively studied as an approximation to the electronic structure of metals, but the alkalis remain its best realization, as it has been very successful in describing their physical and chemical properties at ambient pressure [129].

2.3.1 Electronic Properties at High Pressure

High-pressure is expected to lead to the broadening of electronic bands, since as the atoms are forced closer together, the overlap of electronic wavefunctions increases, triggering a combination of Pauli exclusion principle and electron-electron Coulomb repulsion, that delocalizes the electronic state. Consequently, one would expect that pressure would render the alkalis even better metals, without fundamentally changing their properties.
This scenario was challenged by Neaton and Ashcroft [23]. They argued that while pressure strongly reduces the interatomic distances due to the weak metallic bonds, the ionic core is largely unperturbed. These cores are impenetrable to conduction electrons due to Coulomb repulsion and orthogonality of the wave functions. The experimentally accessible pressures (< 200 GPa) are sufficient to make the cores touch, forcing the conduction electrons to the interstitial sites (Fig. 2.9). Such electronic localization turns the alkalis into strongly correlated systems, significantly altering their electronic properties. In fact, marked deviation from NFE behavior is seen in the pressure dependence of plasmon excitations measured by inelastic x-ray scattering [130]. Furthermore, Li becomes a semiconductor in the range ~80-120 GPa [20,131] and Na turns into an insulator above ~200 GPa [21]. Although a resistivity increase has been observed in some high-pressure phases of Rb and Cs [132–136], the departure from the metallic state has not been seen in these alkalis. This is likely due to the emergence of $d$ character in their conduction band at high pressure [137], which can penetrate the $sp$ ionic cores more efficiently, and the more extended wavefunctions of the valence electrons for the heavier alkalis.
At ambient pressure Li is the only alkali able to superconduct due to their low density of states at the Fermi level which originates from their broad conduction band. Under pressure, only Cs is known to become a superconductor. Li’s superconductivity increases rapidly for $P > 20$ GPa [138,139], reaching ~14 K at 30 GPa. There is evidence for reentrant superconductivity above the semiconducting phase (>120 GPa) [131]. While electron-phonon coupling within the Bardeen-Cooper-Schrieffer (BCS) theory is generally accepted to describe superconductivity in Li [140–142], it has recently been argued that plasmons may contribute to pairing [143]. Furthermore, recent isotope effect measurements seem to suggest a potentially more complex coupling scheme [144]. In Cs the superconducting transition temperature reaches only ~1.4 K at ~12-15 GPa [135,136], and is also postulated to emerge from conventional electron-phonon interaction [140]. However, while theoretical calculations can reasonably reproduce the pressure dependence of Li superconductivity, they fail to describe that of Cs [140]. Additionally, the same theoretical approach predicts superconducting phases in Na, K, and Rb which have not been experimentally observed [140,141,145–147]. Consequently, further understanding of the electronic structure is needed.

Finally, the pressure-enhanced DOS at the Fermi level in alkalis has been recently suggested to lead to a Stoner instability, thus the potential emergence of band ferromagnetism [148]. In fact, DFT calculations were used to search for possible ferromagnetic ground states in alkalis [148]. While no stable magnetic structures for Li and Na was found, Rb and Cs displayed magnetic phases close to stability, and a ferromagnetic ground state was predicted for K for ~17-22 GPa. Interestingly, the structures predicted to be magnetic are not found at room temperature.
2.3.2 High-Pressure Phase Transitions

The known phase transitions occurring at room temperature in the alkalis are displayed in Fig. 2.10. All alkalis order in the bcc phase at ambient pressure, and compression leads to the emergence of the fcc phase. The post-fcc phases are different for each alkali, but all exhibit remarkably low symmetry. Furthermore, the emergence of these low symmetry phases coincides with a strong reduction in their melting temperatures, indicating bond frustration; in Li, after
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Figure 2.10: Phase transition of alkali metals at room temperature according to diffraction [22,149–160]. HG corresponds to the host/guest structure, in which two incommensurate structures are present. Note that resistivity data suggest that the melting curve of Li remains above room temperature in the ~30-60 GPa range [161].
reaching ~ 520-550K around 10-15 GPa [159,161], the melting temperature displays a minima between 39 and 70 GPa, in the range of 200-310 K as seen by diffraction [159] and resistivity [161] respectively. Therefore, understanding the driving forces behind these remarkable transitions is of great interest [162–167].

Compression is known to shift the energy of different orbitals by different amounts. This effect is particularly obvious in the lanthanides, as discussed in section 2.2.3, where $6s \rightarrow 5d$ charge transfer explains the sequence of phases observed both within the series and at high pressure. Consequently, such electronic transfer has also been expected to occur in the alkalis, with emergent $p$ character for Li and Na, and $d$ character for K, Rb, and Cs. As for the lanthanides, the increase in the occupation of the more $pd$ orbitals is expected to yield dense-packed structures in alkalis [168], contrary to the open structures observed in the alkalis.

The low symmetry, open structures of alkalis can be seen as a consequence of the balance between electronic kinetic energy and core–conduction electron interaction [23,25]. The core-electron shielding of the nucleus is very effective in alkalis since there is only one extra electron other than the noble gas electronic configuration. Consequently, even though the net ionic charge leads to a weak conduction electron–core attraction, the outer electrons shielding expels the conduction electrons from the core. At low density the cores occupy a small fraction of the metal’s volume; hence the conduction electrons can efficiently avoid them. Compression dramatically changes this scenario. As the ionic cores are largely incompressible, they occupy an increasingly larger relative volume. As the cores start overlapping, the conduction electrons are pushed into the interstitial sites, thus forcing their localization. However, such electronic localization is very costly to the kinetic energy. This problem is then minimized by distorting the structure so that some ionic cores get closer, generating open pockets where the valence
electrons reside. In particular, this process has been shown to lead to nearly full conduction band localization in Li [20,23] and Na [21,24], as evident by their semiconducting and insulating high-pressure state respectively.

An alternative view of the emergence of low symmetry phases is the so-called Fermi surface – Brillouin zone (FS-BZ) interaction [163,170–172]. In the FS-BZ process, as pressure drives the NFE spherical Fermi surface closer to the Brillouin zone, the electronic energy is minimized by adopting a structure in which the Fermi sphere filling of the Brillouin zone is maximized, as the electronic energy is lowered near a BZ boundary. This is generally possible by adopting very low symmetry phases, and it has been used in an attempt to explain some of the observed phases, such as phase III of Li (c116 at low temperature [159]), Na, Rb, and Cs, and oC16 structure seen in K, Rb, and Cs [171]. However, it appears to fail at describing other phases such as the tI4, host/guest, oP8, and hP4 [167,172], where an unlikely transfer of an electron from the core to the
valence band would be needed. Furthermore, the FS-BZ model is particularly distinct by requiring preservation of a spherical Fermi surface at high-pressure, thus within this model, the conduction band nearly free electron behavior is preserved.

An interesting similarity occurs between the structural behaviors of alkalis under pressure to that in the actinide metals. In the actinide series a remarkable set of phases is observed (Fig. 2.11), with a melting temperature minimum occurring for materials displaying low symmetry phases. From heavier to lighter actinides, the phases transform from high-symmetry to low-symmetry, and then back to high-symmetry. The exact same behavior is seen in alkalis under compression [159,161,173,174] (Fig. 2.10). In actinides, this behavior has been postulated to emerge from a competition between Madelung and Peierls contribution [175]. In the later, electronic energy is gained by bringing the ionic cores closer, leading to the reduction in structural symmetry. This process opens a gap (or pseudo-gap) that increases the density of occupied states at lower energy at the expense of states at the Fermi level. Consequently, this process leads to enhanced electronic localization at the Fermi energy. In actinides, the degree of hybridization between the 5f states and the broad spd conduction band, as well as the width of the 5f states, is believed to dominate the strength of the Peierls contribution [175].

In this thesis the ground state properties in heavy alkalis are investigated at high pressure using a combination of experimental (x-ray absorption spectroscopy) and theoretical (DFT and real-space multiple-scattering) techniques. The phase transitions observed at room temperature are mostly reproduced at 10 K. The emergence of low symmetry phases is shown to be generally inconsistent with a FS-BZ mechanism, but the opening of a pseudo-gap point to an electronically driven transition. While the observed structural phases of K suggest the lack of the predicted magnetic ordering, a remarkable charge ordering is theoretically suggested to emerge in Cs at
high-pressures. Such charge order is remarkably similar to that observed in $\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4$, even occurring at the boundary of the observed superconductivity. The possible proximity of charge ordering and superconductivity in a pure elemental solid is an exciting possibility that needs to be experimentally verified.
Chapter 3

Methods

3.1 Diamond Anvil Cell

Diamond anvil cells (DAC) are today a widely used method to generate very high static pressure. In a DAC, pressure is generated by pressing the sample between two diamonds, the hardest material known. Since pressure depends on the inverse of the load, application of moderate forces (< 0.5 ton) generates pressures equivalent to those at the earth’s core (~360 GPa). Despite the simple concept, the specific design of pressure cells depends largely on the experiment performed. While some of the general aspects of a DAC are discussed below, specific details for each experiment are described separately in subsequent sections. Further aspects of high-pressure methods can be found in many reviews and books on the subject (see for instance [176,177]).

All DACs used in this work are variations of the piston-cylinder design [177]. Pressure is increased by either tightening the screws connecting the cylinder and piston or by the use of a membrane driven by pressurized He gas. Membrane areas are typically a few cm², hence He pressure from commercial bottles is sufficient to generate the required forces. The use of membranes can be particularly advantageous in low temperature measurements, since pressure can be rather easily increased in situ by feeding He gas into the membrane through thin capillaries. Alternatively, a gear box can be used to mechanically tighten the screws in the cell at low temperature [177], however this typically increases the thermal mass inside the cryostat, resulting in less efficient cooling of DACs. Furthermore, low temperature DACs are typically
made of CuBe alloy to facilitate cooling, but using this alloy makes machining more complicated due to the poisonous Be. Therefore, one of the DACs used in this thesis is made of stainless steel.

The sample is contained on the tip of the diamonds in a chamber drilled in the center of a gasket. Generally a good gasket material will be hard enough so that the sample chamber is stable at high pressure, but also malleable enough to be able to deform without cracking. Therefore the gaskets used are typically hard metals; the most commonly used materials in this thesis are rhenium and non-magnetic stainless steel.

Compression in DACs occurs along the diamonds axis, thus pressure medium is often used to generate hydrostatic pressure acting on the sample. The degree of hydrostaticity is mostly determined by the type of pressure media and the sample/pressure media ratio. Typically hydrostaticity is favored by using pressure media that remains in its gas/liquid state within the experimental conditions. Besides, amorphous solid pressure media, such as 4:1 methanol:ethanol mixture, lead to better hydrostaticity than single crystal ones. Therefore, the choice of pressure media is experiment-specific. For instance, helium is the most hydrostatic pressure media available, since it is very light, chemically inert, and freezes only at ~ 25 GPa at room temperature. However, the small molecular size makes loading He into the sample chamber a complex procedure [178]. Its large compressibility leads to a severe reduction in the chamber volume (typically more than a factor of 4) at low pressures (< 5 GPa), increasing the sample/pressure media ratio, thus reducing the degree of hydrostaticity.

Finally, the diamond anvil design is selected according to the experiment (Fig. 3.1). Primarily, the culet (diamond tip) diameter is chosen to be small enough so that the required pressure is reached, but large enough to maximize the sample chamber volume. The shape of the
3.1.1 Pressure Calibration

In a DAC the sample pressure typically cannot be determined by \textit{ex situ} measurement. Therefore, pressure is measured using a manometer placed in the sample chamber. The choice of manometer depends on the experimental setup available. In this thesis four different methods
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Figure 3.1: Diamond designs used in this thesis. (a) Regular anvil, (b) Boehler-Almax, (c) partially perforated anvil, (d) mini (top) and fully perforated (bottom) anvils.
were used: ruby fluorescence, diamond anvil Raman, x-ray diffraction, and x-ray absorption fine structure.

Ruby is composed of Cr doped Al$_2$O$_3$. The Cr (Al) ion is located inside a distorted oxygen octahedra, leading to a crystal field split high-spin $3d^3$ ground state [181]. Green or blue laser excites this ground state with red ($\sim 694$ nm at ambient pressure) photons being emitted in the relaxation process [181]. Compression leads to a well calibrated shift of the fluorescence spectra to larger wavelength [181, 182], which is largely used as a manometer. The popularity of the ruby fluorescence in pressure calibration comes from the relatively simple setup required. The pressure induced spectral shift is large enough that regular spectrometers can achieve < 0.1 GPa resolution. Furthermore, due to the strong fluorescence intensity, simple optics and low laser power (< 10 mW) are typically sufficient. The measurements done here make use of a revised ruby scale by Chijioke et al. [182]. Pressure enhances the crystal field splitting, making the excitation with green laser less efficient above $\sim 40$ GPa, and with blue laser above $\sim 100$ GPa [181].

An optical laser can also be used to calibrate pressure by measuring the diamond Raman spectrum [183]. The Raman technique consists of measuring the electron-phonon interaction by studying the inelastic scattering of light [184]. In diamond the very robust carbon $sp^3$ bonding leads to a single vibrational mode, commonly referred to as the diamond vibron. Hanfland and Syassen [183] showed that pressure linearly shifts the vibron mode of diamond anvils, allowing its use as a pressure calibrant. The vibron position has been calibrated to nearly 400 GPa, being a particularly useful method above 100 GPa where the ruby fluorescence becomes very weak. However, the weak vibron intensity demands a much enhanced optical system when compared to one for ruby fluorescence.
Finally, pressure can be calibrated by measuring the manometer’s equation of state using x-ray powder diffraction. In this case, ideal manometers display simple structures with no phase transitions in the pressure range of interest. Consequently, heavy transition metals such as silver and gold are commonly used [185]. The equation of state can also be measured using x-ray absorption fine structure (see section 3.4). This method is unconventional due to its complex data analysis and limited spatial accuracy (about 0.01 Å for high pressure experiments), but it was used in some of the present measurements, where other options were impractical.

3.2 Resistivity

Electrical resistivity is an intrinsic measure of the resistance exerted by a material to the flow of electrons. It is generally controlled by the material’s Fermi surface and the scattering of conduction electrons with (quasi) particles. Consequently, resistivity is sensitive to a plethora of phenomena such as lattice vibration and magnetic order. A striking property of a superconductor is absence of measurable resistivity. Hence such strong suppression makes measuring the superconducting transition temperature \( T_c \) rather straightforward in a resistivity experiment.

Electrical resistivity is typically probed through a resistance measurement. The relationship between resistance and resistivity is controlled by geometrical aspects of the measurement, such as shape of the sample and position of wires. However, the exceedingly small sample (~30x30x10 \( \mu \text{m}^3 \) in this work) used in high pressure measurements prevents the reliable determination of the geometrical factor, hence resistivity. Nevertheless, since the geometrical factor is temperature independent, it simply contributes as a scaling factor in \( R(T) \), which does not affect the measurement of \( T_c \).
DC electrical resistance was measured using the four points method (Fig. 3.2), which eliminates the wire and sample-wire contact resistances by using two points for the current flow and two separate for voltage measurement. A CuBe DAC was outfitted with regular diamond anvils and a Re gasket. The metallic gasket was insulated using c-BN + epoxy mixture. Four Pt strips are cut from a 5 µm thick foil and manually placed on the insulated indented area to serve as leads. Their placement is a critical and technically challenging task, as ideally these will be the

Figure 3.2: High pressure resistance setup. Left: DAC diagram. Right: pictures of setup, the gasket mounted in the DAC is shown on top, and a zoom on the diamond culet showing the Pt wires and sample on bottom.

3.2.1 Electrical Resistance Measurement on Y(RE) Alloys

DC electrical resistance was measured using the four points method (Fig. 3.2), which eliminates the wire and sample-wire contact resistances by using two points for the current flow and two separate for voltage measurement. A CuBe DAC was outfitted with regular diamond anvils and a Re gasket. The metallic gasket was insulated using c-BN + epoxy mixture. Four Pt strips are cut from a 5 µm thick foil and manually placed on the insulated indented area to serve as leads. Their placement is a critical and technically challenging task, as ideally these will be the
closest the possible without touching, typically < 20 µm apart from each other, in order to reduce the pressure gradient measured along the sample, which is significant in this non-hydrostatic measurement. The leads are also required to sit flat on the culet so the sample can be placed on top. Electrical contact is made by pressing the sample into the leads using the top anvil. This method is depicted in Fig. 3.2. The fragile Pt leads are connected to Cu wires, the later routed out of the cell. Note that the c-BN + epoxy mixture also serves as a non-hydrostatic pressure media. Furthermore, the gasket insulation can be damaged at extreme pressures, potentially resulting in lead-gasket contact. Two extra leads are directly connected to the gasket in order to verify this possibility in situ.

The assembled DAC was cooled with an Oxford He flow cryostat that features an electrical feedthrough to route the leads into the measurement electronics. A constant current was generated using a Keithley 220 source, and voltage was measured using a Keithley 182 voltmeter connected to a data acquisition computer. The severe temperature gradient along the Cu wires leads to a thermovoltage that is corrected by measuring the resistance with the current flowing in two opposite directions, with the resistance being the average of the two measurements.

3.3 X-ray Diffraction

An incident photon with wavevector $\vec{k}_i$ can elastically scatter from an electron, reaching a final wavevector $\vec{k}_f$ such as $|\vec{k}_i| = |\vec{k}_f|$. When more than one electron is present, the difference in path length between the photons scattered from each electron leads to interference and carries information on the electronic distribution [186]. The x-ray diffraction technique makes use of this interference to retrieve the density of electrons [186]. Since most electrons in a material are tightly bound to the atomic core, this method is widely used to investigate materials structure. Despite its primary use in structural studies, charge order of valence electrons can also be
detected [13,187], a property that is used here to investigate stripe order in LBCO$_{1/8}$ (see section 4.1.4).

If a material displays crystaline order, diffraction peaks occur when the sample is oriented with respect to the x-ray beam so that an atomic plane (Bragg plane) obeys Bragg’s law [186]

$$\lambda = 2dsin\theta$$  \hspace{1cm} (3.1)

where $\lambda$ is the x-ray wavelength, $d$ the interplanar distance, and $\theta$ the Bragg angle (see Fig. 3.3). This scattering process can also be understood in momentum space, where the momentum transfer, $\vec{Q} = \vec{k}_f - \vec{k}_i$, is a reciprocal lattice vector (Bragg peak) (Fig. 3.3). In this picture, the Bragg planes are described by their Miller indices (h k l) such as

$$Q_x = \frac{2\pi}{a} h; \; Q_y = \frac{2\pi}{b} k; \; Q_z = \frac{2\pi}{c} l$$  \hspace{1cm} (3.2)

where $a$, $b$, $c$ are the lattice parameters.

The structure of a crystal is fully determined by the knowledge of the lattice parameters and unit cell basis [186]. According to equation 3.1, $\theta$ is related to the interatomic spacing, which can be parameterized in terms of the lattice constants obtained by measuring the position of several diffraction peaks. On the other hand, the basis is mostly determined from the relative peak intensity, being proportional to the structure factor

$$F_{hkl} = \sum_n f_n e^{2\pi i(hx_n+ky_n+lz_n)}$$  \hspace{1cm} (3.3)

where $n$ is each atom in the unit cell, $x_n$, $y_n$, $z_n$ are the fractional atomic positions inside the unit cell, and $f_n$ is the atomic scattering amplitude [186]. Therefore, the relative intensity of diffraction peaks is related to the atomic positions inside the unit cell.

X-ray diffraction is a well established technique, branching through many different applications and methods (see for instance [186,188]). In the sections below single crystal and powder diffraction methods used in this thesis are discussed in more detail.
3.3.1 High-Pressure Single Crystal Diffraction

Single crystal diffraction was measured with a monochromatic incident x-ray, using a vertical scattering plane (i.e. the plane formed by \( \vec{k}_i \) and \( \vec{k}_f \)). In this geometry, the sample is rotated to bring the orientation of \( \vec{Q} \) into the scattering plane and its magnitude into the Bragg condition (equation 3.1).

3.3.1.1 Single Crystal Diffraction on LBCO\(_{1/8}\)

The experiments were performed at the 4-ID-D beamline of the Advanced Photon Source (APS), Argonne National Laboratory (ANL). In single crystal diffraction mode, the beamline optics consists of a double crystal Si (111) monochromator, a Pd focusing toroidal mirror, and a Si/Pd flat mirror (Fig. 3.4). The focused beam size at the sample position is \( \sim 100 \times 200 \ \mu m^2 \).
which can be further reduced the use of slits to $\sim 50 \times 50 \, \mu m^2$. The DAC was cooled using a He closed cycle cryostat mounted to an eight circle Huber diffractometer.

High-pressure was generated using a DAC designed and machined at University of Chicago (see Fig. 3.4). Laue diffraction geometry was used, in which x-rays diffract while transmitting through the sample (as well as the diamond anvils). The DAC angular apertures limit the accessible Bragg peaks. This cell features Boehler-Almax diamond anvils, in which the anvil is embedded into the seat, increasing the angular aperture to $\sim 60^\circ$. Furthermore, the scattering angle ($\theta$ in equation 3.1) can be reduced by increasing the x-ray energy (reducing $\lambda$), enabling

Figure 3.4: Top: Scheme of the single crystal diffraction setup at 4-ID-D. Bottom: Pictures of the DAC and sample space can be seen on left and right panel, respectively.
the access of more Bragg reflections. Pressure was controlled at low temperature using a He driven membrane and calibrated by measuring diffraction from an Ag polycrystalline foil placed in the sample chamber, and using the tabulated Ag equation of state [185].

Two different single crystal diffraction experiments were performed on LBCO$_{1/8}$. Firstly, diffraction from (1 0 0), (2 0 0), and (0 0 6) peaks was collected concomitantly with polarized x-ray absorption fine structure measurements (see section 3.4.1.1) to align selected crystalline axis with the x-ray horizontal electric field and to investigate the LTT-HTT transition. This experiment was performed at 38.89 keV ($\lambda = 0.3188$ Å). In the second experiment which focused on the relationship between local LTT domains and CO, a similar setup as described above was used, albeit the use of 20 keV ($\lambda = 0.6199$ Å) photons to enable x-ray focusing through a Pd toroidal mirror (cutoff energy $\sim 21$ keV), and crystal cut displaying the $a$ and $b$ axis perpendicular to the beam was used to allow detection of the CO peak. Guided by previous findings [70], LTT and LTT/LTO domains were probed by measuring the (1 0 0) and (1.5 1.5 2) peaks respectively, while incommensurate CO was monitored through the (2-2$\delta$ 0 0.5) peak with $\delta \approx x = 0.125$.

The greatest advantage in using single crystal diffraction is the much larger diffraction intensity when compared to its powder counterpart (see next section). When coupled to the setup at 4-ID-D, this method is capable of detecting weak Bragg peaks that are around $10^7$-$10^8$ times weaker than strong lattice peaks, thus enabling the measurement of the very weak diffraction peaks such from stripe charge order (note that only a small number of doped charges contribute to CO).
3.3.2 High-Pressure Powder Diffraction

Diffraction from randomly oriented powder is also able to yield a material’s structure. If the number of grains is large enough, for a given photon energy there will always be crystals oriented properly so that equation 3.1 is satisfied for every allowed diffraction peak (Fig. 3.5). The random orientation leads to a diffraction cone (Debye-Scherrer cone) with an angle $\theta$ (or $2\theta$ as commonly used). Such averaging of angular information may prevent solving unknown or complex structures. Powder diffraction is usually analyzed using the Rietveld refinement method [189], in which intensities and peak positions of all available Bragg peaks are simultaneously fit. However, experimental difficulties, such as poor powder averaging, can particularly hamper the ability of parametrizing the intensities. Therefore, the Le Bail method is
sometimes used [190] in which the peaks intensity and shape are not correlated to the structure, and only lattice parameters are obtained from the fitted peak positions.

### 3.3.2.1 - X-Ray Powder Diffraction on Alkalis

High pressure powder diffraction was measured at HPCAT’s 16-BM-D beamline at the APS, ANL (see Fig. 3.6). Photon energy is selected using a double crystal Si (111) monochromator. A set of Kirkpatrick-Baez mirrors is used to focus the beam to a ~5x15 µm² spot at the sample position. The diffraction pattern is measured using a MAR345 image plate. The radius of the circular 2D data is converted into 2θ by measuring a CeO₂ standard. The 2D diffractogram is radially integrated using the program Fit2D [191], leading to a 1D intensity vs. 2θ graph.
The 16-BM-D beamline setup is optimized to be used with the symmetric cell produced by the Princeton shops (Fig. 3.6). In order to maximize the measurable 2θ range, the diamond facing the detector is glued to an x-ray transparent boron carbide seat. High energy x-rays (29.2 keV, 0.4246 Å) are used to collapse the reciprocal space (reduce θ in equation 3.1), hence enabling the measurement of a larger number of peaks. This stainless steel pressure cell was cooled using a He flow cryostat. Pressure was applied by turning the cell’s screws through a gearbox located inside the cryostat. Ruby fluorescence was used to calibrate pressure in situ. The small sample volume (~0.001 to 0.04 mm³) required to achieve high-pressures in a DAC typically leads to poor powder averaging, thus Rietveld refinements are commonly unfeasible. Data analysis was performed using GSAS [192] through the EXPGUI interface [193].

### 3.4 X-Ray Absorption Fine Structure

In the x-ray regime, the atomic photon-electron cross section is dominated by the photoelectric effect [194]. Discontinuities in the absorption coefficient (absorption edge) are observed when the incident photon energy is tuned across the binding energy of a core electron state. At energies larger than the absorption edge, the core electron is excited to a state above the Fermi level. The scattering of this photoelectron from neighboring atoms leads to oscillations in the absorption coefficient (Fig. 3.7), which are measured and studied with the x-ray absorption fine structure (XAFS) technique [195,196]. Since the absorption edge energy is atom specific and the ejected photoelectron has a small mean free path (≪ 10 Å), the XAFS technique is an element specific local environment probe [195,196]. The absorption coefficient (μ(E)) is typically measured in transmission geometry by monitoring the x-ray intensity before (I₀(E)) and after the sample (I(E)) as the x-ray energy is scanned through the absorption edge. Using Beer’s law
where $x$ is the sample thickness and $\mu x$ is the absorbance. Alternatively, the $\mu(E)$ can be measured by detecting the emitted (fluorescence) photons generated when the excited atom decays to its ground state [195]. In this case

$$\mu(E) = \frac{I_F(E)}{I_0(E)}$$  \hspace{1cm} (3.6)$$

where $I_F$ is the fluorescence intensity.

XAFS can be divided into two separate regimes (Fig. 3.7), the x-ray absorption near edge structure (XANES) region and the extended x-ray absorption fine structure (EXAFS) region. The former corresponds to ~ 30 eV above the absorption edge, while the later spans from ~30 eV to ~1500 eV [197]. The critical difference between these regimes is the kinetic energy of the ejected photoelectron ($E-E_0$ where $E_0$ is the absorption edge energy). In the XANES region, the
photoelectron has low kinetic energy, thus scattering from outer (valence) electrons is more relevant, giving sensitivity to details of the interatomic potential, and containing information such as valence state and hybridization [196]. On the other hand, the high energy photoelectron in the EXAFS region leads to scattering from inner electrons, with the resulting interference pattern interpreted in terms of local structure information [195,196].

The cross section ($\sigma$) for the XAFS process can be formulated by treating the photon-electron interaction as a perturbation within the Fermi golden rule [198,199]

$$\sigma \propto \sum_f |\langle f|\hat{A}|i\rangle|^2$$

(3.7)

where $i$ and $f$ are the initial and final multi-electron state, and $\hat{A}$ is the photon field operator. While the initial electronic state can be well calculated using ground state methods such as density functional theory (DFT), calculating the final (excited) state is difficult [196]. As shown in the following sections, while good approximations can be made when treating the EXAFS region, the low photoelectron energy of the XANES counterpart makes it more difficult to interpret.

In a high-pressure XAFS measurement the x-ray beam typically transmits through the diamond anvils to reach the sample. However, contrary to diffraction, the resonant character of XAFS restricts the incident x-ray energy. As any other material, diamonds interact with the x-rays by absorption and diffraction, both potentially distorting the data. A typical regular diamond anvil used in this thesis is ~ 1.7 mm tall (Fig. 3.1), at the Tb L$_3$ edge (7.514 keV), for instance, the diamonds alone will reduce the beam intensity by a factor of 2000. Furthermore, since incident energy is scanned in a measurement, a diamond Bragg peak may be reached, removing x-rays from the incident or transmitted beam, and distorting the data. The short energy range of the XANES region can be typically be cleaned from diamond Bragg peaks by rotating the DAC,
however this is much harder to accomplish for the extended range of EXAFS making it a complicated technique to implement in a DAC. To minimize these issues, the use of perforated and mini anvils is essential (Fig. 3.1). Furthermore, the recently developed nanocrystaline diamond anvils have been adopted with success [200].

3.4.1 Extended X-Ray Absorption Fine Structure

The EXAFS can be well described by treating the absorption cross section as a sum of different scattering paths for the ejected electron (Fig. 3.8), within the so called multiple scattering approach [196]. This scenario is mathematically described by approximating the interatomic potential as muffin-tins, in which the potential is spherically symmetric at the atomic position and constant in the interstitial region.

The final state is then expanded in terms of number of scattering events. This expansion is quickly convergent, being typically truncated in the fourth order. Therefore, the oscillations can be theoretically parameterized [198,199,201] leading to the EXAFS equation:

\[
\chi(k) = \sum_i N_i S_0^2 \frac{2}{k R_i^2} e^{-2\sigma_i^2 k^2} e^{-2R_i \lambda i} |f_{\text{eff}}(k)| \sin(2kR_i + \Phi_i)
\]  

where \(i\) corresponds to the different scattering paths, and the energy scale is converted into the photoelectron wavelength \(k = \sqrt{2m/\hbar^2 (E - E_0)}\), \(E_0\) is the absorption edge energy. The remaining terms can be split into two categories: electronic and structural. The former is composed of the amplitude reduction factor \(S_0^2\), mean free electron path \(\lambda\), effective scattering amplitude \(f_{\text{eff}}\), and scattering phase shift \(\Phi\). Since the EXAFS region is not very sensitive to details of the valence electrons the muffin tin approximation can accurately calculate these parameters, as implemented in the \textit{ab initio} FEFF8 code [202]. The structural terms can
then be adjusted to the experimental data. These are: the degeneracy of the path (N), half of the path length (R), and the Debye-Waller factor (\(\sigma\)) (structural disorder).

Data manipulation and fitting was performed using the IFEFFIT/HORAE package [203,204]. From equation 3.8 it can be seen that the oscillatory EXAFS function has “k” wavelength, and 2R frequency. Therefore data analysis is often performed in real space by Fourier transforming the data (Fig. 3.9), with the resulting spectra being a pseudo radial distribution function [196,198,199,201]. This also implies that the EXAFS spatial resolution is connected to the k-range by

\[
\Delta R \sim \frac{\pi}{2k_{\text{max}}} \quad (3.9)
\]

Ideally, the larger \(k_{\text{max}}\) leads to better spatial resolution, however the Debye-Waller factor exponential dependence on \(k^2\), together with the decrease of \(|f_{\text{eff}}(k)|\) at high k, typically limits \(k_{\text{max}}\) to \(\sim 15 \text{ Å}^{-1}\), therefore \(\Delta R\) is usually larger than 0.1 Å.

Figure 3.8: Example of single and multiple photoelectron scattering from neighboring atoms.
In a single crystal the EXAFS is sensitive to the scalar product of the x-ray polarization and the scattering path direction. Therefore, by exploiting the linear horizontal polarization of synchrotron x-rays, the polarized EXAFS method is particularly useful to investigate materials with anisotropic local structures [64,65]. The polarization dependence is included in the calculation of the $f_{\text{eff}}$ term, and can be non-trivial for multiple scattering terms. For single scattering paths and K-absorption edge (1s excitation), it is simply given by the square of the cosine of the angle between the horizontal polarization and the bond direction. This factor can be

Figure 3.9: La K-edge EXAFS on LBCo$_{1/8}$. Top: $\chi(k)$ EXAFS spectra. Bottom: Fourier transform of $\chi(k)$. The resulting function is a pseudo-radial distribution function.
understood as an enhanced probability of having the electron ejected along the x-ray electric field. In this thesis this polarization dependence was exploited to solve the local structure in layered (anisotropic) La$_{1.875}$Ba$_{0.125}$CuO$_4$.

3.4.1.1 - Concomitant Polarized EXAFS and Single Crystal Diffraction on LBCO$_{1/8}$

Concomitant polarized EXAFS and single crystal diffraction experiments were performed at the undulator beamline 4-ID-D of the APS, ANL. The experimental setup is very similar to the one depicted in Fig. 3.4. Polarized EXAFS at the La K-edge (38.95 keV) was measured in order to enhance the sensitivity to detecting local CuO$_6$ tilts (see section 4.1.1). The incident x-ray intensity was monitored using an Ar filled ion chamber. EXAFS was measured in transmission mode using a Kr filled ion chamber, and diffraction was detected using a NaI (Cyberstar)

![Figure 3.10: Polarized EXAFS setup.](image)
scintillator detector (Fig. 3.10).

The experiments were performed using a membrane driven DAC (Fig. 3.2). Bohler-Almax full diamonds with 800 μm culet diameter were initially used, but diffraction from the anvils introduced several glitches in the XAFS data. This problem was mitigated by using a 600 μm culet diameter partially perforated anvil paired with a set of fully perforated and mini anvils (Fig. 3.1). Stainless steel gaskets were used; holes of half the culet size were electrically drilled and used as sample chamber. The low pressure range of this experiment (up to ~5 GPa) makes Methanol:ethanol (4:1) mixture an overall superior pressure media as it prevents the reduction of the sample to pressure media volume ratio. Both diffraction and EXAFS were measured in transmission geometry. Diffraction was confined to the vertical scattering plane. The sample chamber was loaded with a small LBCO$_{1/8}$ single crystal oriented with $\hat{a}$ and $\hat{c}$ axis perpendicular to the incident x-ray direction (Fig. 3.10). The DAC was mounted in a He closed cycle cryostat, assembled in an eight circle Huber diffractometer.

EXAFS measurements were done with the horizontal x-ray linear polarization oriented along $\hat{a}$ and $\hat{c}$ axis by rotating the crystal about the incident wavevector and into the (006) or (200) Bragg peaks, respectively. The crystal alignment was done at each pressure. The LTT-HTT structural transition was concomitantly measured by probing the LTT-only (100) peak. Polarized XAFS data was collected to ~860 eV (k ~ 15 Å$^{-1}$) above the edge.

3.4.1.2 - Characterization of Y(RE) Alloys

The Y(RE) alloys were prepared by arc-melting. In order to verify the absence of the dopant clustering, EXAFS measurements were performed at the 4-ID-D beamline of the APS, ANL. Data was collected at the L$_3$ edges of Pr (5.964 keV), Gd (7.243 keV), and Tb (7.514 keV). The low concentration of dopants prevents transmission mode measurements [195]. Therefore,
EXAFS was collected in fluorescence using energy dispersive, four element silicon drift diode detector.

3.4.1.3 - Pressure Calibration on XANES Measurements of K and Rb

Alkali metals are very soft (see Fig. 4.28), thus despite the limited spatial accuracy in EXAFS (~ 0.05 Å for these experiments), the large change of interatomic distances with pressure allows for reliable pressure calibration. Furthermore, the change in symmetry across the phase transitions is clearly seen in the data (Fig. 3.11) corroborating the obtained pressure.

Despite the use of two partially perforated anvils, large harmonic contamination in the x-ray beam still distorts the K EXAFS data (odd multiples of the incident energy is transmitted by the Si monochromator). Such contamination also distorts the EXAFS region, particularly its
amplitude. Nevertheless, the obtained distances, hence pressures, are in excellent agreement with the observed phase transitions.

Finally, while Cs displays a rather symmetric tI4 structure at high-pressure, K-III is very complex. Thus for K, the pressures above 19 GPa were obtained by extrapolating the linear behavior of the membrane pressure vs. sample pressure.

### 3.4.2 X-ray Absorption Near Edge Structure

The theoretical treatment of XANES is much more complex than EXAFS, being commonly interpreted by comparing with either ab initio simulations or experimental standards [196]. Different approaches can be used to simulate the XANES spectra. In this thesis the full multiple scattering formalism implemented in FEFF8 [197] and the finite difference method as implemented in FDMNES [205] were used.

In the XANES region the low energy of the photoelectron enables several orders of multiple scattering paths, thus, opposed to the EXAFS regions, truncating the multiple scattering expansion leads to severe deviations (see section 3.4.1) [196]. Consequently, the XANES is simulated using the full multiple scattering approach, in which all orders of scattering are solved for a finite cluster [196]. The limitation in this method is the muffin-tin description of the interatomic potential. While this approximation works well in the EXAFS region, it is much less successful in the XANES region due to larger sensitivity to details of the electronic potential.

In order to avoid the muffin-tin approximation, another approach to solving equation 3.6 needs to be taken. An alternative is the finite difference element method, in which the calculation cluster is split into a grid; the final state of the photoelectron is calculated for every point of this grid, and equation 3.6 is then solved. This method is much more computationally demanding than the full multiple scattering approach. However, it has the significant advantage of allowing
the use of an interatomic potential with arbitrary shape. Therefore, the program allows the use of potentials from the well established density functional theory, both through an internal code, or by importing calculations done with the WIEN2k program [206].

Given its difficult theoretical treatment, the qualitative comparison to experimental standards is commonly used in data analysis. Particularly in this thesis, such an approach was taken in the Tb L₃ data analysis. In lanthanides the L₃ edge energy position is well known to be strongly dependent on the number of 4f electrons [207–210]. Furthermore, due to the dipole selection rules, the 2p₃/2 core electron is excited to one of the nine 5d empty states, leading to a large peak at the absorption edge (white line) which area is proportional to the 5d occupation.

### 3.4.2.1 - Tb L₃

High pressure Tb L₃ XANES experiments were performed at room temperature at the PNC/XSD 20-BM beamline of the APS, ANL. This beamline features a double crystal Si (111) monochromator coupled to a pair of Kirkpatrick-Baez mirror, generating a ~ 3 x 5 μm² beam at the sample position. XANES was collected in transmission mode using two N₂ filled ion chambers to detect the incident and transmitted intensities (Fig. 3.12). A symmetric cell was prepared with diamonds of 300 μm beveled to 180 μm culet diameter. A regular anvil was paired to a partially perforated anvil to improve counting statistics. A rhenium gasket was pre-indented to 30 μm; an 80 μm diameter hole was laser drilled in the center of the indentation to produce the sample chamber. The chamber was loaded with a piece of Tb foil (Alfa Aesar, 99.9% purity), ruby balls (manometer), and neon gas pressure media. Pressure was applied by tightening the DAC screws.
3.4.2.2 - Heavy Alkali Metals

High pressure XANES measurements were performed at the K K-edge (3.608 keV), the Rb K-edge (15.2 keV) and the Cs L\textsubscript{3}-edge (5.012 keV) at beamline 4-ID-D of the APS, ANL. For Rb, a membrane driven CuBe DAC was prepared with a partially perforated diamond paired with a mini anvil glued on top of a fully perforated diamond. Ruby fluorescence was used to calibrate pressure. The same pressure cell was used for K and Cs, but the low energy of their absorption edges demanded the use of two partially anvils to reduce absorption by the diamonds. However, these anvils are opaque to visible light, thus for K and Cs pressure was determined by measuring their EXAFS, which contains information on the short range distances, and the obtained distances were compared to the equation of state measured in this thesis by diffraction. Diamonds with culet diameter of 300, 450 and 600 µm were used for K, Rb, and Cs respectively. Rhenium gaskets were used in K's and Rb's experiments, and stainless steel in Cs's. For Rb the gasket was pre-indentened to ~1/6 of the culet diameter. Due to large sample absorption, the gaskets for K and Cs were pre-indentened to ~15 µm. X-ray powder diffraction was measured in

Figure 3.12: XANES setup at beamline 20-BM.
the sealed pressure cells prior to the XANES measurement to verify the sample integrity. The experiment was performed at 1.6 K using a He flow cryostat; the temperature was increased to 15 K during pressure increase. A set of a Pd toroidal and Pd/Si flat mirror was used to focus the x-rays to a spot of ~ 150 µm diameter, the beam size was then further reduced using slits. These mirror also served to reduce the harmonic contamination, and additional suppression was achieved by detuning the monochromator. For Rb's experiment, the intensity of the x-rays before and after the sample was measured using photodiodes, while for K's and Cs's, the incident intensity was measured with a He filled ion chamber, and the transmitted photons were detected with an photodiode located inside the cryostat, preventing further absorption from the cryostat's Be windows and air which is particularly important for K. XANES data was processed using the IFEFFIT/Horae package [203,204].

XANES simulations were performed using the FEFF8 [197] and FDMNES/WIEN2k software [205,206]. FEFF calculations were performed in full multiple scattering mode using clusters of ~ 300 atoms. In FDMNES, the finite difference method was used in a cluster of ~100 atoms. DFT calculations were performed using the WIEN2k code using PBE exchange correlation potential with 10000 k-points for the bcc and fcc phases, and 2000 for Rb-III and Cs-IV. In all calculations the experimental lattice constants at the corresponding pressures were used. FDMNES/DFT was not performed in the K-III structure due to its very low symmetry structure.

3.5 Non-Resonant L\(\gamma\) X-Ray Emission Spectroscopy

Immediately following the x-ray absorption process, the atom is left in an excited state, with a hole in an inner core state. This is the initial state in the x-ray emission process (Fig. 3.13). The atom returns to its ground state by transferring an outer electron into the core hole. The
difference in energy between the outer and core state is released by either emitting valence electrons (Auger process), or by emitting photons; in the hard x-ray regime ($\gtrsim 2$ keV), the later is more likely [211]. The cross section of this process can be formally described in a similar way as the absorption process (equation 3.6). The energy of the emitted x-rays corresponds to the difference in energy between the initial (hole in $2p$ level) and final (hole in $4d$ level) states, therefore it is dependent on the final state hole level (Fig. 3.13); different final states lead to different transition probabilities.

In this thesis, Tb’s $L_\gamma$ emission line was investigated, corresponding to a $4d^0$ final state (Fig. 3.13). This line is of particular interest because its final state displays a total angular momentum different from zero. Its spatial overlap with the semi-filled $4f$ level leads to an exchange splitting of the final state, which is experimentally observed. The $L_\gamma$ line splitting is directly related to details of the $4f$ level; therefore, it has been used to investigate pressure induced $4f$ level changes in Ce [120] and Gd [125]. Similarly, measurements of the $K\beta_1$ emission in Fe have demonstrated the sensitivity of the x-ray emission method to high-low spin transitions under pressure [212,213].

### 3.5.1 Tb $L_\gamma$

![Figure 3.13: Scheme of the $L_\gamma$ XES process.](image-url)
The high pressure non-resonant Tb L\(_{\gamma}\) x-ray emission experiment was performed at room temperature at the HPCAT 16-ID-D beamline of the APS, ANL. Photon energy was selected to 11.3 keV using a Si (111) monochromator. The x-ray was focused to ~ 40x60 µm\(^2\) using a set of Kirkpatrick-Baez mirrors. A symmetric cell was prepared with regular 300 µm culet diameter diamond anvils. In the geometry used, the emitted photons were detected perpendicularly to the x-ray direction using a Si(444) crystal energy analyzer coupled to a scintillator detector (Fig. 3.14), thus an x-ray transparent Be gasket was used. The requirement of reaching relatively high pressures (~70 GPa) using a soft Be gasket is challenging. The Be gasket was indented to ~ 50 µm, and its whole culet area was replaced by a pressed c-BN/epoxy mixture. A ~100 µm hole diameter was laser drilled in the center of the c-BN/epoxy insert and used as sample chamber. A piece of Tb foil (Alfa Aesar, 99.9% purity) and ruby spheres were loaded into the sample chamber, the later used for pressure calibration [182].

### 3.6 Samples

#### 3.6.1 \(\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4\)

![Figure 3.14: Tb L\(_{\gamma}\) experimental setup at 16-ID-D.](image-url)
The La$_{1.875}$Ba$_{0.125}$CuO$_4$ single crystal was grown with the traveling-solvent floating-zone technique at Brookhaven National Laboratory by Dr. Genda Gu [70]. The sample slab was cut into small pieces and polished to achieve the desired thickness.

### 3.6.2 Y(RE) Alloys

Y(RE) alloys (RE = Pr, Gd, and Tb) were prepared at Washington University in St. Louis via arc-melting stoichiometric amounts of Y and RE (Y, Pr, Tb – 99.9% pure, Material Preparation Center of the Ames National Laboratory, Gd – 99.9% pure, Alfa Aesar). The alloys were re-melted several times to ensure dopant homogeneity with less than 0.1% of total mass loss.

### 3.6.3 Alkali Metals

Heavy alkali samples (99.95% pure) were obtained from Sigma-Aldrich. The samples were shipped in vacuum ampoules which were broken inside an argon filled glovebox where it was kept during the pressure cell loading. Between experiments the samples were stored in a vacuum chamber. The alkalis are very soft and reactive, thus samples used in the experiment were cut from the ingots, and promptly loaded into the pressure cells. Comparison between the use of commercial and distilled samples has shown that these display the same high pressure behavior [156].
Chapter 4

Results and Discussion

4.1 $\text{La}_{1.875}\text{Ba}_{0.125}\text{CuO}_4$

The emergence of static charge and spin ordered stripes in LBCO$_{1/8}$ is widely believed to trigger the strong $T_c$ suppression observed at this doping. Such electronic ordering appears to be driven by electron-lattice coupling in the LTT phase [14]. A recent high-pressure experiment challenges this view as static stripe order is seen to persist to pressures higher than the required to induce the LTT to HTT structural transition [214]. We carried out high-pressure single crystal La K-edge polarized EXAFS and diffraction measurements in LBCO$_{1/8}$ in a diamond anvil cell to probe the relationship between the long range order, charge order, local CuO$_6$ tilts, and superconductivity. The majority of the results presented here are published in Ref. [17].

4.1.1 Polarized EXAFS and Local CuO$_6$ Tilts

The EXAFS technique measures the distances between the absorbing atom and its neighbors [65,215] (section 3.4.1). In LBCO$_{1/8}$, the three known structures (LTT, LTO, HTT) consist of different rigid rotations of the CuO$_6$ octahedra, leading to small changes in the Cu-O distances. On the other hand, CuO$_6$ rotations strongly distort the four in plane La-O distances (~0.15-0.2 Å) (Fig. 4.1), because the apical oxygens in the octahedra (O(2)) are located in the LaO$_2$ plane. However, La’s first coordination shell displays nine different La-O bonds. XAFS measurements on powder samples average over all first neighbors La-O, reducing the sensitivity to the different tilt patterns. On the other hand, polarized EXAFS can be used to selectively
probe the in/out of plane components, leading to a large sensitivity to the nature of local tilts as previously demonstrated at ambient pressure [65].

4.1.2 Polarized EXAFS Modeling

Modeling the EXAFS data consists of assigning variable structural parameters to the different scattering paths. Despite the concomitant fitting of both polarizations, the exceedingly large number of scattering paths necessitates the use of constrains to reduce correlation between the parameters. Technically, the number of independent points in the spectra is taken as an upper limit for the number of parameters to be used [195]. The applied constrains to the modeling of each structure is discussed below.
4.1.2.1 - LTT Model

In the LTT structure, the nine first neighbor La-O bonds are split into six non-degenerate distances (Fig. 4.1): one La-O(2) bond that connects two LaO₂ planes (only seen in ĉ-polarized EXAFS), four in plane La-O(2) bonds split into two different distances (only seen in ā-polarized EXAFS) (see Fig. 4.1), two degenerate La-O(1) bonds and two different La-O(1’) bonds (seen in both ĉ- and ā-polarizations). A single Debye-Waller factor parameter was assigned for all La-O bonds. The La-O(2) non-degenerate distances were varied independently (three in total). The CuO₂ plane is buckled around the [100] direction, splitting La-O(1/1’) distances, these distances can be described as one average distance (two degenerate bonds), and two symmetric distortions about this average, leading to two parameters. The La-O(1) splitting at ambient pressure is ~ 0.05 Å, smaller than the EXAFS resolution in this experiment (~ 0.1 Å). Therefore, this splitting was set to its ambient pressure value.

4.1.2.2 - LTO Model

For the LTO model, the in-plane La-O(2) bonds display three non-degenerate distances, and the La-O(1) bonds two (Fig. 4.1). An average La-O(2) distance was set to the two degenerate bonds, and variable distortion of same amplitude but opposite sign was set for the remaining two distances. The La-O(1) bonds split by ~ 0.07 Å at ambient pressure, thus this splitting was irresolvable, and kept constant. A single Debye-Waller factor parameter was used for all La-O bonds.

4.1.2.3 - HTT Model

The HTT phase displays only three different La-O distances: one out of plane La-O(2), one in plane La-O(2) (four bonds), and one La-O(1) (four bonds) (Fig. 4.1). Thus one distance
parameter was used for each. Again, a single Debye-Waller factor parameter was fitted for all La-O distances.

### 4.1.3 Pressure Dependence of the Local Structure

The ambient pressure local structure is described by an LTT model (Fig. 4.2), as previously reported [63,65]. By monitoring the (100) superlattice Bragg peak intensity associated with the LTT structure, an LTT-HTT phase transition was observed around 1.7 GPa confirming previous findings that the long range symmetry above 1.7 GPa is HTT (Fig. 4.3).

Figure 4.4 displays fits to the 2.7 GPa data using the LTT, LTO, and HTT models. As previously discussed, the $\hat{e}\parallel\hat{a}$ data is highly sensitive to the different CuO$_6$ tilting in the LTT and

![Figure 4.2: Fourier transform of the EXAFS spectra with the x-ray electric field align to the c axis (a) and a axis (b), and their modeling.](image)
LTO structures. It is clearly seen that the LTT model best describes the experimental data at 2.7 GPa, a pressure in which the long range structure displays HTT order. Furthermore, in the $\hat{e}|\hat{a}$ data the R-factor (misfit) for the La-O bonds is 4.3% for the LTT model, 8.9% for the LTO, and 13.6% for the HTT. The improved fit quality with the LTT model is best visualized by plotting the back Fourier transform of the $\hat{e}|\hat{a}$ data containing La-O(2) bonds (Fig. 4.4). Besides yielding worse fits, the LTO and HTT models lead to unphysical structural parameters, the former leading to a factor of two increase in the La-O(2) splitting, and the later resulting in a abrupt ~ 10 fold increase in the Debye-Waller factor (Fig. 4.5). All attempts of modeling the local structure with LTT/LTO/HTT mixtures failed, our results pointing to over 95% of LTT phase.
The pressure dependence of the in plane La-O(2) distances in the LTT model is displayed in Fig. 4.6. Noticeably, the average of these distances measured by EXAFS and by diffraction (from lattice parameters) agrees remarkably well, being further evidence that the LBCO$_{1/8}$ high pressure local structure is properly described by the LTT model.

Figure 4.4: Fourier transform of the EXAFS data at 2.7 GPa. The LTT and LTO models are compared on the left, while the LTT and HTT are on the right. The back Fourier transform is displayed in the bottom.
Although present to the highest pressure measured (5 GPa), the LTT splitting reduces as a function of pressure (Fig. 4.6). While we cannot rule out local distortions other than rigid tilts causing the reduced La-O(2) splitting due to the limited spatial resolution in our experiment, previous high-pressure powder diffraction work on La$_{1.48}$Nd$_{0.4}$Sr$_{0.12}$CuO$_4$ (LNSCO) suggests a rigid reduction of the tilt angle with pressure driven by the larger compressibility of the rocksalt LaO$_2$ layer relative to that of the CuO$_2$ layer [216]. In fact, diffraction from (200) and (006) Bragg peaks points to a larger compressibility of the $a$ axis (2.0(1) 10$^{-3}$ GPa$^{-1}$) compared to the $c$ axis (1.3(1) 10$^{-3}$GPa$^{-1}$) (Fig. 4.7) as also found in LNSCO; thus a rigid rotation is likely to also take place in LBCO$_{1/8}$. It is known that the intensity of the (100) peak scales with the square of the macroscopic tilt angle, $\varphi^2$ [13,216–218]. Figure 4.3 shows that the reduction of the local $\varphi^2_L$...
is not proportional to the (100) intensity. This is consistent with the presence of an order-disorder component to the pressure-induced LTT-HTT phase transition (i.e. $\varphi^2 \neq \varphi_L^2$).

Figure 4.6: Top: Pressure dependence of in-plane La-O(2) distances (black and red). The average in plane La-O(2) distance measured by EXAFS (full triangles) is compared to the results derived from diffraction (open triangles). Bottom: Difference between La-O(2) distances as a function of pressure.
4.1.4 **High Pressure LTT and Charge Order Domains**

The relationship between the local LTT tilts and charge order (CO) was investigated at high pressure using single crystal diffraction. The (1.5 1.5 2) peak is allowed by both LTT and LTO phases. Its pressure dependence (Fig. 4.8) points to a suppression of intensity to ~ 1.7 GPa (note break in vertical scale), in agreement with the weaker (100) peak findings (Fig. 4.3). However, while the (100) intensity drops below the detection limit at the onset of the HTT phase, the (1.5 1.5 2) remains measurable. In agreement with previous findings, the LTT-HTT transition is followed by a severe broadening of the (1.5 1.5 2) peak. In fact, its correlation length matches that of the CO at high-pressure (~ 80 Å) as seen by the comparable peak width (Fig. 4.8 (b)). The presence of local LTT tilts, seen by EXAFS, is strong evidence that these domains display LTT symmetry. Further increase in pressure suppresses LTT and CO domains concomitantly (Fig. 4.8(c)). These results point to an intrinsic relationship between these two types of domains, indicating that CO is pinned by local LTT order.

Figure 4.7: Lattice parameters determined by measuring (200) and (006) Bragg peaks
Figure 4.8: (a) (1.5 1.5 2) Bragg peak as a function of pressure. (b) The peak width (inversely proportional to the correlation length) of (1.5 1.5 2) and CO peaks match in the high pressure HTT phase. (c) The CO and (1.5 1.5 2) Bragg peak intensity display similar pressure dependence above the LTT-HTT transition.

### 4.1.5 Phase Diagram and $T_c$ Pressure Dependence
Our measurements have established the presence of local LTT domains within the macroscopic high-pressure HTT phase. These results require an updated phase diagram (Fig. 4.9), which explicitly shows the intrinsic relationship between local LTT order and CO domains found here.

The simultaneous occurrence of LTT and CO domains with similar correlation lengths shows that local LTT order is sufficient to pin stripes. However, this result does not address the origin of the LTT tilts. The small LTT domains may persist by pinning at defects or due to small non-hydrostaticity, enabling CO to exist in the macroscopic HTT phase. On the other hand, the EXAFS data indicates that the local structure is mostly unchanged at the LTT-HTT structural boundary. Therefore, it is conceivable that CO forces the quenched LTT disorder to remain

Figure 4.9: Updated phase diagram of LBCO$_{1/8}$. Includes data from Ref. [70].
present. In this scenario, the suppression of CO at high-pressure would drive the disappearance of LTT domains. Noticeably, the CO suppression starts at a similar pressure at which the sample becomes superconducting at 5 K (Fig. 4.9). Therefore, competition between CO and superconductivity may be responsible for such electronically driven suppression of LTT domains. This indicates the necessity of tracking the CO and LTT domains ordering temperature under pressure in order to understand their relationship with the emergent superconducting state.

At ambient pressure, the suppression of $T_c$ at 1/8 doping is attributed to a frustrated Josephson junction coupling along the $c$ axis [15,16,219]. While small pressure (< 3 GPa) increases the $T_c$ of samples slightly away from 1/8 to nearly optimal values ($T_c \sim 32$ K), at 1/8 it remains suppressed to at least 15 GPa [214]. The current results indicate that, similarly to CO, superconductivity is unaffected by the LTT-HTT phase transition (Fig. 4.10), demonstrating that these electronic states are insensitive to the details of the long range structure. The suppression of

![Figure 4.10: Relationship between $T_c$, La-O(2) splitting, and the suppression of CO.](image-url)
measurable static CO domains is also insufficient to accelerate the enhancement of superconductivity. Remarkably, the $T_c$ is observed to scale with the La-O(2) splitting (Fig. 4.10). Given the strong correlation between CO and LTT domains observed, the short ranged LTT tilt correlation appears to be sufficient to pin local CO, which locally retains the frustrated Josephson coupling, therefore controlling $T_c(P)$. Similar measurements on dopings away from 1/8 are necessary to investigate the accuracy of this scenario.

### 4.1.6 Final Remarks

In this work, pressure was used to tune the electronic ground state of LBCO$_{1/8}$ while probing its structural and electronic ordering in the short and long range. It was demonstrated that the macroscopic structural order is decoupled to both CO and superconductivity, as these electronic states are unaffected by the long range LTT-HTT transition. On the other hand, CO is shown to be tightly bound to the presence of local LTT domains of same correlation length, and superconductivity appears to scale with the local LTT distortion. This result indicates that superconductivity and charge ordering observed in many cuprates are connected to the short/medium structural order, pointing to the necessity of investigating the structural motif at the appropriate length scale.

Finally, the proximity of magnetic ordering and superconductivity in high-$T_c$ compounds has triggered many suggestions that electron pairing in these materials is driven by magnetic fluctuations, such as stripes [1,56]. Both EXAFS and diffraction are femtoseconds probes. Therefore, the current result is unable to determine the timescale of the CO, LTT domains, and local LTT tilts in the high-pressure phase LBCO$_{1/8}$. Investigating the evolution of spin fluctuations with pressure and its relationship with the emergent superconductivity is desired.
4.2 Lanthanides

The $4f$ level in heavy lanthanides is atomic-like at ambient pressure. It contributes to Fermi surface properties by spin polarizing the conduction electrons via exchange interaction [71]. Upon increased pressure, the reduced volume is expected to broaden the $4f$ states and bring them closer to the Fermi level. The enhanced interaction between the $4f$ level and the Fermi surface is theoretically challenging, and expected to trigger a plethora of novel ground states [41,91,220]. In particular, the high-pressure volume collapse observed in many lanthanides may signal the onset of $4f$-conduction electron hybridization (Kondo interaction) and/or direct $4f$-$4f$ interaction. In this work a combination of x-ray spectroscopies and transport measurements on pure lanthanide metals, and their dilute magnetic alloys with Y are used to investigate the volume collapse transition in Gd (59 GPa [221,222]) and Tb (53 GPa [123]). Most of the results presented here are published in Ref. [18].

4.2.1 On the Promotional, $s\rightarrow d$ Transfer and Mott Models

Both promotional model and $s\rightarrow d$ transfer models explain the volume collapse through changes in electronic occupation ($4f$ and $5d$ respectively) (see section 2.2.2). Consequently, these models can be investigated by XANES $L_3$ measurements. In Fig. 4.11 the pressure dependence of the Tb $L_3$ edge XANES is displayed, while similar Gd data is available in the literature [124]. This absorption edge is dominated by the dipolar $2p_{3/2}\rightarrow 5d$ excitation, thus the observed pressure-induced suppression of the white line (main peak above the absorption threshold) observed in both lanthanides indicate a concomitant increase in $d$ occupation in both cases (absorption edge depends on density of empty $5d$ states, see section 3.4.2). On the other hand, a change in $4f$ occupation would result in a shift of the $L_3$ absorption edge by $\sim 10$ eV [207–209].
This would be marked by a shift into location of the 4+ arrow shown in Fig. 4.11, which clearly does not occur to the highest pressure measured. Therefore, the XANES data for both Gd and Tb are inconsistent with the promotional model. Our data is in agreement with the continuous pressure induced $s \rightarrow d$ transfer that takes place under pressure in these lanthanides, that is known to be responsible for their multiple high pressure structural phase transitions [79]. Noticeably, Tb’s white line stops changing after the volume collapse (Fig. 4.11), in contrast with the apparent continuous suppression seen in Gd [124]. Although the L$_3$ edge data are consistent with an $s \rightarrow d$ electron transfer volume collapse picture, there is no clear evidence that this mechanism is the only one possible.
In the Mott model, the volume collapse is driven by a transition into a 4\textit{f} band (see section 2.2.2). The nature of the localized 4\textit{f} moment can be probed by non-resonant L\textit{\gamma} x-ray emission spectroscopy [120,125]. The splitting of the L\textit{\gamma} line is related to the exchange interaction between the 4\textit{f} and excited 4\textit{d} states. A Mott transition, which delocalizes the 4\textit{f} states, would lead to a much reduced 4\textit{f}-4\textit{d} overlap and exchange interaction, mostly suppressing the splitting.

Fig. 4.12 displays the pressure dependence of the Tb L\textit{\gamma} emission. Similar data for Gd has been published [125]. The results for Tb and Gd clearly show a persistent L\textit{\gamma} splitting across their volume collapses (at 53 and 59 GPa, respectively), demonstrating that the 4\textit{f} level in Gd and Tb

![Figure 4.12](image-url)
remains localized, and invalidating the Mott model. However, the high-quality data obtained for Tb shows a small and continuous shift in of the L$_{\gamma'}$ shoulder towards larger energy ($\sim$ 5% of the total splitting) (Fig. 4.12). Unfortunately, the noise level in the Gd data incapacitates a detailed comparison, hampering the ability to understand this phenomenon. Interestingly, recent high-pressure L$_{\gamma}$ experiments in Eu collected by Dr. Wenli Bi do not display such shift [223]. Therefore, we speculate that the observed shift occurs due to pressure enhancement of crystal fields, which would slightly reduce the strength of the local 4$f^8$ moment of Tb, but would not affect the half-filled Eu 4$f^7$ [210].

4.2.2 $T_c(P)$ in Y(RE) Alloys and the Kondo Model

As discussed in section 2.2.1, the emergence of Kondo interactions in magnetic impurities alloyed into superconducting hosts is expected to strongly suppress the superconducting
transition. Therefore, further insight into the volume collapse transition of Gd and Tb was obtained from resistivity measurements of the superconducting $T_c$ on Y(0.5 at.% Gd) and Y(0.5 at.% Tb) at high pressures.

### 4.2.2.1 - Y(RE) Alloys Characterization

To ensure the quality of the alloys produced, x-ray fluorescence and EXAFS measurements were performed. Fig. 4.13 displays the fluorescence spectra from the three alloys used in this thesis. The incident photon was set to 7.55 keV, which lies between the L$_3$ ($2p_{3/2} \rightarrow 5d$ excitation)
and \( L_2 \, (2p_{1/2} \rightarrow 5d) \) edges for Gd and Tb, but above both edges for Pr. The \( 2p_{1/2} \) excitation leads to the extra \( L\beta_1 \) and \( L\gamma \) lines observed, and the absence of the \( L\beta_2 \) emission line in Gd and Tb is due to its overlap with the strong elastic scattering peak \((E = 7.55 \text{ keV})\). The presence of dopants in the alloys is evident by the element specific emission lines observed.

The element specificity of EXAFS turns it into a great tool to investigate the local structural around dopants \([195]\). The Fourier transformed EXAFS spectra for the Y(RE) alloys are shown in Fig. 4.14. Attempts to model the data with first neighbor RE-Y and RE-RE bonds were performed. The results indicate that the RE-RE fraction was zero within the experimental error \((\sim 5\%)\), demonstrating the absence of RE clusters in the alloy. Furthermore, the measured RE-Y distances indicate that the RE impurity distorts the local environment to retain its atomic size (see Table 4-1).

Table 4.1: Y-RE distances measured with EXAFS are compared to RE-RE distances obtained by diffraction in pure RE metals \([224]\). Y-Y distance in pure Y metal is 3.6474 Å \([224]\).

<table>
<thead>
<tr>
<th>RE</th>
<th>XAFS (Å)</th>
<th>Diffraction (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr</td>
<td>3.65(2)</td>
<td>3.6725(7)</td>
</tr>
<tr>
<td>Gd</td>
<td>3.62(2)</td>
<td>3.6360(9)</td>
</tr>
<tr>
<td>Tb</td>
<td>3.59(1)</td>
<td>3.6010(3)</td>
</tr>
</tbody>
</table>

**4.2.2.2 – Conduction Band Equivalency between the Alloys and Pure Lanthanides**

Mapping the results obtained in RE alloys into the pure lanthanides is a potential challenge due to the different structural and electronic environment that the lanthanide ion experiences in the dilute or concentrated cases. In order to minimize the effect of the environment the choice of superconducting host is critical.
Yttrium is a light rare earth that superconducts above 30 GPa [135,225,226]. That $T_c$ monotonically increases with pressure, reaching a maximum ~ 20 K at ~ 110 GPa [226], greatly facilitates the comparison with results from the alloys. Y also displays a strikingly similar atomic volume at ambient and high pressures (Fig. 4.15), therefore facilitating homogenous mixing in the alloys. Furthermore, Y displays the same set of pressure induced phase transitions as Gd and Tb, except for the presence of an fcc phase in Gd [221]. Finally, Y has three valence electrons ($5s^24d^1$), displaying a very similar conduction band to the heavy lanthanides, a fact that is corroborated by the observed $s\rightarrow d$ transfer driven phase transitions at high pressure [127,227].

That Y is indeed a great choice of superconducting host is evidenced by the results from the EXAFS measurements at ambient pressure (Table 4.1). A clear lanthanide contraction is observed in the RE-Y distances of the Y(RE) alloys with increasing atomic number. This contraction occurs because the additional $4f$ electron in heavier lanthanides poorly screens the extra nucleus charge, leading to an increased attraction between the nucleus and the outer spd
4.2.2.3 – Y(RE) $T_c(P)$ and the Kondo model

In order to validate the method to be employed in the study of Gd and Tb, resistivity measurements were performed in Y(1 at.% Pr) by Prof. Takahiro Matsuoka from Gifu University in Japan while visiting Prof. Schilling’s group. The effect of Pr doping on the $T_c(P)$ of La(Pr) and
Y(Pr) alloys has been previously investigated [228]. However, these experiments did not achieve high enough pressures (~ 25 GPa) for $T_c$ fully recover (see inset of Fig. 4.16). The present data are displayed in Fig. 4.16. Pr’s volume collapse triggers a strong suppression of $T_c$, driving it below 1.5 K at 27.5 GPa. Remarkably, superconductivity is strongly recovered starting at ~ 58 GPa, exactly the behavior expected as the Kondo temperature ($T_k$) achieves high enough values to trigger the spin shielding of the local moment.

A positive 4f-conduction band exchange interaction is expected to occur in heavy lanthanides at low pressures due to the strongly localized nature of 4f electrons. Therefore, a reduction in Y’s $T_c$ is expected within AG theory (see section 2.2.1). This is precisely the behavior observed for

Figure 4.17: Pressure dependence of $T_c$ in Y(0.5 at. % Gd) alloy.
the Y(Gd) sample throughout the measured pressure range (Fig. 4.17). Particularly, no discontinuity is observed across Gd’s volume collapse, demonstrating that its 4f level is unperturbed across this transition.

In contrast, $T_c(P)$ for Y(Tb) drastically deviates from that of pure Y across Tb’s volume collapse pressure (Fig. 4.18). The non-hydrostaticity inherent to this resistance setup leads to a pressure gradient across the sample. At a given pressure, a large $dT_c(P)/dP$ will broaden the superconducting transition in the resistance temperature dependence, while if $dT_c(P)/dP \sim 0$, the transition will be sharp. Therefore, the much sharper transition observed at higher pressures (inset Fig. 4.18) confirms the remarkably constant $T_c(P)$ behavior above $\sim 55$ GPa (Fig. 4.18).

The L$\gamma$ XES experiment demonstrated that Tb’s local moment is preserved to at least 70 GPa. Therefore, the suppression of $T_c$ in Y(Tb) across Tb’s volume collapse is strong evidence that the magnitude of the 4f-conduction band exchange interaction ($J$) in Tb is increasing around its volume collapse. An enhanced positive $J$ ($J_+$) would lead to a stronger suppression of $T_c$ through the AG mechanism [102]. Such increase could occur through enhanced spatial overlap between the 4f and conduction band wavefunctions. However, it is very unlikely that such enhanced overlap would occur in Tb and not in Gd as their conduction bands and 4f radial distributions are very similar [77]. On the other hand, an enhanced negative $J$ ($J_-$) would suppress $T_c$ within the MHZ mechanism [106–108] (see section 2.2.1). $J_-$ is controlled by the 4f-conduction band hybridization. The closer proximity of Tb’s 4f$^8$ state to the Fermi level compared to Gd’s 4f$^7$ ($\sim 3$ eV vs. $\sim 9$ eV, respectively) makes the former much more likely to exhibit 4f-conduction band hybridization, thus explaining the suppression observed in Tb but not in Gd. Furthermore, the extensive work on Ce and Pr, points to a tendency of pressure driving 4f levels into instability within a Kondo picture.
Unfortunately, no evidence of Kondo minima was observed in any experiment performed here. This is likely due to the typically small minima size coupled to the largely non-hydrostatic measurement. Furthermore, the emergence of superconductivity hampers the ability to observe the Kondo minima. Despite the existence of robust circumstantial evidence pointing to the emergence of Kondo interaction in Tb above its volume collapse, further experiments are necessary to verify this result.

Figure 4.18: Pressure dependence of $T_c$ in Y(0.5 at.% Tb). Inset: Resistance temperature dependence at 30.9 and 81.4 GPa.
4.2.3 Final remarks

The emergence of Kondo interactions across Tb’s volume collapse is evidence that the Kondo model at least in part explains this transition, while in Gd this transition is independent of the $4f$ state. However, it is unlikely that such similar volume collapse transitions in these neighboring lanthanides in the periodic table would have very distinct origins. Noticeably, the trend observed in Fig. 4.19 points to a larger transition pressure but smaller volume collapse size the heavier the lanthanide. This trend is only broken in Tb. Therefore, we speculate that an $s\rightarrow d$ volume collapse in Tb is further aided by the onset of Kondo interactions.

Although the details of the mechanism driving the volume collapse transition remains to be solved, this work pioneers in demonstrating the presence of electronic instabilities in Tb’s $4f$

![Diagram of the volume collapse observed in lanthanides](image)

Figure 4.19: Diagram of the volume collapse observed in lanthanides [111,112,123,221,222,240–245].
state above its volume collapse. Later experiments by Ph.D. candidate Jinhyuk Lim demonstrated the presence of similar instabilities in Dy across its volume collapse [229]. The departure of the very robust 4f level in heavy lanthanides from the atomic-like picture with pressure presents a great opportunity to investigate the consequences of mixing such localized states into the conduction band. In fact, J. Lim has started such investigations by probing the magnetic ordering of heavy lanthanides at high pressures [128]. A remarkable increase in the magnetic ordering temperature \( T_o \) was observed in Tb and Dy above \( \sim 70 \) GPa. In Dy \( T_o \) lies above room temperature for pressures above \( \sim 120 \) GPa, being the largest transition temperature ever observed in a pure lanthanide. It is argued that the enhanced magnetic ordering occurs through the conversion of Tb and Dy into Kondo lattice systems at extreme pressures [128]. Within this model, the strengthening of \( J \) should initially enhance magnetic ordering, scaling as \( |J|^2 \). A further increase in \( J \) is expected to lead to a competition between magnetic ordering and the ever growing Kondo screening that scales as \( e^{-N(\epsilon_F)/|J|} \), leading to the collapse of magnetic ordering and screening of the local moment [88,90]. This quantum phase transition has been argued to favor exotic ground states such as unconventional superconductivity [100,220].

### 4.3 Alkali Metals

The nearly free electron model that describes the alkali metals very well at ambient pressure has been argued to break down at moderate pressures [23–25]. Despite great interest in understanding the emerging electronic correlations, little experimental work has been done to investigate their ground state, and those were mostly focused on Li’s superconductivity [138,139,144]. Motivated by the recent theoretical prediction of a high-
pressure magnetic ground state in K [148], we studied the structural and electronic ground state of K, Rb, and Cs with x-ray powder diffraction and XANES.

4.3.1 Low Temperature Structures

4.3.1.1 Potassium

Potassium’s structural phase transitions are clearly observed by the appearance/suppression of diffraction peaks (Fig. 4.21). The bcc to fcc transition is observed at 13±1 GPa, while K-III phase is stable above 21±2 GPa. No bcc/fcc coexistence was observed; at 20.8 GPa the fcc/K-III phases were observed to coexist.
K-III phase is a complex host/guest structure (Fig. 4.20) [156]. Host structure (I4/mcm space group) reflections are observed at low temperature, but only one reflection from the guest phase (C-centered tetragonal) is seen at $2\theta \approx 8.7^\circ$. The much weaker guest phase peaks is consistent with room temperature data [156,160], likely occurring due to the smaller number of atoms in this phase (~ x5 less than the host phase) and the larger disorder in this sublattice [156]. Attempts to reproduce the diffractogram with other known alkali phases failed, further indicating that the observed phase is the incommensurate K-III.

Figure 4.21: K diffractogram pressure dependence.
Although the current data quality is insufficient to verify the guest structure transitions observed at room temperature [160], cₖ/a ratio and $\gamma (= c_h/c_g)$ display a minima above 35 GPa.
(Fig. 4.22) consistent with the behavior observed at room temperature at the onset of K-IIIb phase, indicating that the same transition may occur at low temperature.

The crystal structures predicted to be magnetic in K between 18.5-22 GPa are different from those observed at room temperature [22,148]. These phases were also not observed in this experiment at 10 K (Fig. 4.24). Nevertheless, if the predicted magnetic phases are ignored, DFT correctly finds K-III as the ground state above 20 GPa [148].

Figure 4.24: K diffractogram at 19.5 and 23 GPa compared to the predicted magnetic structures [148].
4.3.1.2 - Rubidium

The bcc to fcc transition in rubidium at low temperature occurs at 8.9±1 GPa. Rb-III \((oC52)\) phase is stable above 15.7±1 GPa, with fcc/Rb-III coexistence seen at 15.7 GPa (Fig. 4.25). Rb-III is observed to the highest pressure measured of 24.5 GPa, surpassing the stability range of Rb-IV and Rb-V observed at room temperature [22] (see Fig. 4.30).

The \(oC52\) structure \((C22\bar{2}1\) space group) is remarkably complex; its 52 unit cell atoms are distributed between seven inequivalent sites, and the structural refinement at room temperature was only possible through single crystal diffraction [156]. Such low symmetry allows an
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enormous number of reflections spanning most of the measured $2\theta$ range (Fig. 4.26), making the indexing of peaks less reliable. Therefore, in order to verify the validity of this structure, Rietveld refinements were performed by fixing the fractional atomic positions to those found at room temperature [156]. Although this method is not expected to yield good fitting to the current data, a reasonable agreement between model and data is observed (Fig. 4.26). Differences in amplitudes remain, these are likely related to different fractional atomic positions in the unit cell and/or poor powder averaging.

### 4.3.1.3 - Cesium

The bcc to fcc transition in Cs occurs at 3.4±0.3 GPa at low temperature (Fig. 4.27). Further compression leads to fcc/Cs-IV ($tI_4$) coexistence between 5.4±0.1 GPa and 6.1±0.3 GPa, after which the Cs-IV becomes stable to at least 13.4 GPa. No sign of the very low symmetry Cs-III ($oC84$) phase, stable only between 4.2 GPa and 4.3 GPa [153], are seen at low temperature. Even
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though the pressure step sized (0.3 GPa) used here prevents a definitive conclusion, the observed fcc-tI4 coexistence at 5.5 and 5.8 GPa is evidence that the Cs-III phase is not a possible ground state. This conclusion is also reached by DFT [148].

4.3.1.4 - Atomic Volumes

The pressure dependence of the atomic volume (unit cell volume divided by the number of atoms in it) of K, Rb, and Cs is displayed in Fig. 4.28, and agrees very well with the observed at ambient pressure [151,160,230]. The remarkable softness of the alkalis observed at room
temperature is reproduced at low T, Cs atomic volume for instance is reduced by a factor of 2 with the application of ~ 5 GPa. This behavior is understood as a combined effect of the weak metallic bonding and increasing $d$ character of the conduction band with pressure. While no
volume discontinuity is observed across the bcc to fcc transition, a sizeable volume collapse is seen at the emergence of the post-fcc phase.

### 4.3.2 Temperature Dependence of Structural Phases

While K displays the same phases at low and room temperatures to 42 GPa, albeit shifted towards higher transitions pressures, Rb and Cs display larger differences in their phase diagrams (Fig. 4.30). In the former, the Rb-III phase is stable to at least 24.5 GPa, ~ 9 GPa higher than seen at room temperature, overcoming the pressure range where Rb-IV and -V phases were expected to be stable [22]. In Cs, the low symmetry Cs-III phase is not observed. The Rb- and
Cs-III phases are complex layered structure, which display the same type of in plane order, but with different layer stacking [231]. The mismatching of these layers is believed to be unstable since the sliding of layers is prevented by a small energy barrier, which would explain their short range of stability (∼ 0.1 GPa in Cs, and ∼ 1.6 GPa in Rb at room temperature) [22]. The extended extended range for the Rb-III phase at low temperature supports this argument. Even though the absence of Cs-III seems to contradict this proposal, it is likely that Cs-III just becomes energetically unstable at low temperature, as suggested by DFT [148].

Figure 4.31: XANES pressure dependence of K, Rb K-edge and Cs L₃-edge together with the respective FEFF and FDMNES simulations.
4.3.3 XANES

The pressure dependence of XANES at the K-edges of K and Rb and L$_3$-edge of Cs is displayed in Fig. 4.31 together with its simulations using FEFF8 [197] and FDMNES [205]. The absorption cross section is dominated by the dipolar contribution, thus at the K-edge (1s core excitation) the photoelectron is mostly sensitive to the density of empty $p$ states, and at the L$_3$-edge ($2p_{3/2}$ core excitation) to the empty $d$ states. Strong pressure dependence is observed in Rb and Cs data. In the former, an increase in the lowest energy peak is observed, indicating an increase in the number of empty $p$ states, while in the later the white line is suppressed, pointing to a reduction in the empty $d$ states. These qualitative observations are consistent with an enhancement in $d$ occupation at the expense of $sp$ electrons.

Contrary to Rb and Cs, the K data are of much lower quality. For K’s K-edge (3.608 keV) the two partially perforated anvils (200 µm of diamond) and the beamline’s Be x-ray windows attenuate the beam by ~ 3000x. Although it yielded enough x-ray intensity to collect data, the spectrum was largely contaminated by the presence of high energy harmonics in the nominally monochromatic x-ray beam. Both undulator and monochromator used at 4-ID-D allow the x-ray third harmonic, i.e. Si(333) reflection at $E = 3 \times E[Si(111)] = 10.824$ keV photons. At the higher third harmonic energy, the beamline/diamonds attenuates the beam by only ~1.4x. Attempts to reduce harmonic contamination were performed by using the reflection cutoff of a Si flat mirror and by detuning the double crystal monochromator, yet the data is still largely distorted. Given that the two approaches to calculate K’s XANES agree, and that both approaches describe the Rb and Cs data very well, we argue that the lack of agreement between experiment and theory seen in Fig. 4.31 is due to harmonic contamination. Note that harmonics are expected to reduce the amplitude of the oscillations, as observed [195]. Furthermore, the EXAFS analysis used to
calibrate pressure in K’s K-edge measurements also points to a strong suppression of the EXAFS oscillations amplitudes. Despite these issues, the pressure dependence of the XANES data for K appears to be consistent with the calculations, as pressure mostly broadens the first peak in the spectra.

### 4.3.4 Electronic Structure

The agreement between experiment and simulation (Fig. 4.31) provides validation of the calculated electronic structure. In the FEFF approach, the interatomic potential is approximated by overlapping muffin-tins. Although this imposes a severe limitation to the potential shape, the calculated partial density of states ($pDOS$) contains all valence electrons. On the other hand, FDMNES uses full potentials calculated using DFT. However, here the interstitial electrons are treated as plane waves, thus their angular momentum information is lost. Consequently, DFT yields only angular momentum specific local DOS ($lDOS$). Nevertheless, the total $DOS$ calculated with both methods is similar, being further evidence that the calculated electronic structure is correct.
The increase in the $d$ character of the conduction band occurs even for the lowest calculated pressures (Fig. 4.32). The very large volume reduction observed in the bcc phase (see Fig. 4.28) leads to only modest increases in $d$ occupation ($N_d$). No significant discontinuity in orbital occupation is observed across the bcc-fcc transition. A faster increase in $N_d$ is seen within the fcc phase at the expense of a similar decrease in both of $s$ and $p$ electron occupancy. The onset of the low symmetry phases is accompanied by a sudden reduction in the number of $s$ electrons.

The $spd$ LDOS obtained by DFT is displayed in Fig. 4.33. Clearly pressure does not shift the $spd$ states, instead strong $spd$ hybridization is observed as the $LDOS$ for each orbital becomes

Figure 4.33: K (a), Rb (b), and Cs (c) LDOS pressure dependence calculated using DFT.
more and more alike. Across the fcc→post-fcc transition, a clear splitting of the DOS at the Fermi energy is observed, being consistent with an electronically driven symmetry reduction. Furthermore, the more localized character of the occupied valence states at the highest pressures indicate the accumulation of valence charges in the interstitial sites as discussed in section 4.3.6.

### 4.3.5 Correlation between Structural and Electronic Order

Perhaps the most prevalent explanation for the phase transitions observed in the alkalis is the FS-BZ mechanism [163,170–172]. A relevant feature of this mechanism is the emergence of strong Bragg peaks in close proximity to $2k_F$, where $k_F$ is the free-electron Fermi surface radius, which opens a pseudo-gap at the Fermi level. Such pseudo-gap is consistent with the present
DFT calculations for Rb and Cs (Fig. 4.33). Therefore, experimental validation of this process can be addressed by evaluating the “closeness” factor $\eta = 2k_F/q$, where $q$ is the reciprocal lattice vector of a Bragg reflection. If $1.0 < \eta < 1.05$, the FS-BZ mechanism is argued to be operational. The number of valence electrons used for the calculation of $k_F$ is usually taken as the number of $sp$ electrons ($z$) only, since $d$ states tend to strongly deform the Fermi sphere [163]. Fig. 4.34 displays the diffractograms of K, Rb, and Cs within their post-fcc phases together with the position of the $\eta$ calculated for a conduction band formed only by $sp$ electrons ($z = 1$) and using the $sp$ occupation calculated by FEFF (see Fig. 4.32). Only Rb in the $z = 1$ case is consistent with the FS-BZ mechanism. However, the remarkable similarity between the experimental and simulated XANES is strong evidence that $z \neq 1$. Furthermore, it has also been proposed that the Host/Guest structure of K is stabilized through a FS-BZ mechanism involving 2.6 valence electrons per atom due hybridization with the inner $p$ state [172], which is in strong disagreement with the current data. Therefore, the ground state phase transitions of heavy alkalis cannot be explained within the FS-BZ mechanism.

The structural behavior across the actinide series is remarkably similar to the behavior of pressure in alkalis under pressure [169] (see section 2.3.2). It has been argued that the structures of metals could be explained by a competition of a Madelung contribution, which favors high symmetry phases, and Peierls distortion, favoring low symmetry [175]. While high symmetry is achieved in systems with delocalized conduction bands, low symmetry is favored when the localized character is enhanced. The three alkali metals studied here display conduction bandwidths of about 1.5 eV in the fcc phase (Fig. 4.33), in excellent agreement with the predicted ~1.2 eV maximum bandwidth necessary for the a Peierls distortion to occur in Fe [175]. Note that the comparison between Fe and the heavy alkalis at high pressure is
reasonable as, at the fcc→post-fcc boundary, the conduction band already has a significant d electron character (Fig. 4.34), bringing these alkalis closer to the properties of transition metals [232]. Finally, it is noticeable that the minima depth, hence the “degree of localization” of the conduction band, correlate with the complexity of the high-pressure structure of these alkalis, in agreement with the expectation from this theory.

The emergence of low symmetry phases can also be understood as a consequence of electronic localization [23–25] (see section 2.3.2). According to the FEFF calculations, the bcc→fcc transition happens at \( N_s = 0.535 \pm 0.010 \) electrons, and the fcc→post-fcc at \( N_s = 0.46 \pm 0.01 \) electrons. Such remarkable similarity in \( s \) orbital occupation is evidence that the occupation of each orbital play a significant role in this transition.

### 4.3.6 Electronic Ordering and Superconductivity

The emergence of magnetic order in alkalis arising from the high-pressure electronic localization is an exciting possibility [148]. Although the observed crystal structures suggest lack of magnetic ordering in \( K \) at 10 K (Fig. 4.24), only magnetic measurements are able to definitely address this question. Attempts at using the x-ray magnetic circular dicroism (XMCD) technique in \( K \), \( Rb \), and \( Cs \) lead to inconclusive results. Even in the absence of magnetic ordering, the increase in electron localization should lead to a larger paramagnetic response (increased local moment) which might also be of interest. Nevertheless, if the magnetically ordered phases in \( K \) are ignored, DFT successfully predicts the fcc→post-fcc transition for \( K \), \( Rb \) and \( Cs \) [148].

Among the alkalis, only \( Li \) and \( Cs \) are known to superconduct [138,139]. The \( T_c \) in \( Cs \) reaches only 1.4 K and is observed only in the ~11-15 GPa range, right at the boundary between the \( tI4 \) and \( oC16 \) phases [19]. Attempts to theoretically reproduce the observed superconductivity
using BCS theory have failed [140,233]. Furthermore, the theoretically predicted superconductivity in K and Rb has not been experimentally detected [140,141,145,234].

The relatively high-symmetry post-fcc phase observed in Cs allows an easier identification of the pressure induced electronic localization (Fig. 4.35). A “stripe-like” charge order is observed in the Cs-IV phase. These stripes are along the $b$ and $c$ directions, rotating 90° between consecutive planes and translating half of a unit cell between two consecutive planes with same orientation (Fig. 4.35). Little contact between the in-plane stripes occur due to the presence of close ionic cores, but a stronger interaction between stripes is observed between two planes at the
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**Figure 4.35:** Valence electron spatial distribution in the observed phases of Cs.
crossing points (see Fig. 4.35). This charge order is remarkably similar to that observed in the La$_{1.875}$Ba$_{0.125}$CuO$_4$ studied in this thesis and described in section 2.1.1, including the same 90° rotation between planes and translation by half of unit cell between consecutive stripes with same orientation. The only difference is the periodicity within the plane, which is understood by the different number of valence (1) and doped (0.125) electrons. The Cs-V phase was not observed to 13.4 GPa at low temperature. This phase displays the localization of electrons into octahedral pockets [235], which has been reproduced in calculations here using the room temperature structure and lattice parameters for 19.6 GPa (Fig. 4.35) [149]. This structure displays Cs-only and Cs/electron pockets layers, these pockets substitute Cs atoms and attract the neighbors, distorting the Cs-only layer. This localization process is clearly observed by an increase in resistivity [19]. However, we note that a significant $DOS$ at the Fermi level is observed in these phases; hence this localization process does not lead to insulating behavior.

### 4.3.7 Final Remarks

In this thesis, the electronic and structural ground state of heavy alkalis were investigated. Low symmetry phases are shown to emerge at 10 K at approximately same pressure as at room temperature (Fig. 4.30). Understanding the mechanism of such low symmetry phases in metals is of interest. At ambient pressure, low symmetry phases in metals are only observed in some actinides [169] and Hume-Rothery alloys [236], and are explained to be due a Peierls distortion in the former [175] and the Fermi surface – Brillouin zone interaction in the later [237]. The emergence of a pseudo-gap in the low symmetry phases, a property of both mechanisms, is observed. The FS-BZ mechanism is unable of describing the low symmetry phases for K and Cs, but it cannot be discarded for Rb. However, the current results points to a strong increase in $d$ character in the conduction band that localizes states at the Fermi level, pointing to a Peierls
scenario. Furthermore, such deviation from a spherical Fermi surface is inconsistent with the FS-BZ mechanism.

The consequences of such electronic localization to the alkali properties are still largely unverified. The suggested emergence of magnetic ordering in K seems to disagree with the structural data. On the other hand, stripe-like charge ordering is theoretically suggested in Cs. Remarkably, superconductivity in Cs appears at the boundary between Cs-IV and -V phases [19], where the charge ordering is being suppressed, bearing strong resemblance to results on LBCO$_{1/8}$ where $T_c$ increases as charge order is suppressed. There is mounting experimental evidence that charge order is an intrinsic property of high-$T_c$ cuprates and iron pnictides [51,53,238,239]. However, the role of stripes in superconductivity is a matter of intense debate, with arguments ranging from these being competing ground states to being part of the same mechanism [1,34]. Consequently, the presence of superconductivity and stripes in close proximity in a monoatomic metal is quite exciting and demands further experimental and theoretical verification.
Chapter 5

Summary

The behavior of strongly correlated electrons is of general interest due to exotic and unexplained ground states observed in these systems. In this thesis high-pressure was used to tune different systems in/out of the strongly correlated state, while x-ray and transport techniques probed their properties.

In La$_{1.875}$Ba$_{0.125}$CuO$_4$ pressure suppresses the macroscopic CuO$_6$ tilt angle, leading to suppression of long range LTT order. Persistent charge order in the macroscopic HTT phase has been previously used to argue that charge order does not necessitate the CuO$_6$ tilt. This scenario has proved to be inaccurate as local LTT tilts persist even in the absence of long range LTT order, being intrinsically coupled to charge order domains. Furthermore, the pressure-enhanced superconducting $T_c$ appears to only correlate with the local CuO$_6$ tilt angle, suggesting that very short ranged LTT tilts are sufficient to pin charge order.

The localized 4$f$ state in Gd and Tb was investigated at extreme pressure to probe for deviations from its atomic-like character. While Gd’s 4$f^7$ configuration proved to be remarkably stable (up to at least 120 GPa), the 4$f^8$ level of Tb becomes unstable above ~ 55 GPa. Such instability emerges through 4$f$-conduction band hybridization detected by the onset of Kondo interactions in measurements of the superconducting $T_c$ of Y(RE) alloys. Therefore, Tb appears to become a dense Kondo lattice system at high pressure. Kondo lattices are of significant interest as they are host to many exotic phenomena, such as unconventional superconductivity [100,220]. Similar results have been obtained in Dy [229], and the
consequences of the suggested Kondo lattice state for magnetic ordering are under current investigation [128].

Finally, the structural and electronic ground state of K, Rb, and Cs was investigated at high-pressure. The present experimental evidence points to the emergence of remarkable low symmetry phases due to the suggested pressure-induced electronic localization. Furthermore, pressure strongly enhances the $d$ character of the conduction band. Localized $d$ states are prone to magnetic ordering as recently suggested [148], however our results imply that magnetic ordering is not achieved in these alkalis in the measured pressure range. Nevertheless, the electronic localization in Cs leads to a remarkable charge ordered state that strongly resembles that observed in La$_{1.875}$Ba$_{0.125}$CuO$_4$, including the presence of superconductivity in Cs coupled to the suppression of such charge ordered phase. Experimental validation of such a state and its relationship with superconductivity could provide important clues into the mechanism of high-$T_c$ superconductivity in cuprates and pnictides.
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