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Abstract

Many distributed real-time systems face the challenge of dynamically maximizing system utility in response to fluctuations in system workload. We present the MultiParametric Rate Adaptation (MPRA) algorithm for discrete rate adaptation in distributed real-time systems with end-to-end tasks. The key novelty and advantage of MPRA is that it can efficiently produce optimal solutions in response to workload variations such as dynamic task arrivals. Through offline preprocessing MPRA transforms an NP-hard utility optimization problem to the evaluation of a piecewise linear function of the CPU utilization. At run time MPRA produces optimal solutions by evaluating the function based on the CPU utilization. Analysis and simulation results show that MPRA maximizes system utility in the presence of varying workloads, while reducing the online computation complexity to polynomial time.

I. INTRODUCTION

An increasing number of distributed real-time systems operate in dynamic environments where system workload may change at run time [1]. A key challenge faced by such systems is to dynamically maximize system utility subject to resource constraints and fluctuating workload. For instance, the Supervisory Control and Data Acquisition (SCADA) system of a power grid may experience dramatic load increase during cascading power failures and cyber attacks. Similarly, the arrival rate of service requests in an online trading server can fluctuate dramatically. However, such systems must meet stringent resource constraints despite their fluctuating workload. In particular, such systems need to enforce desired CPU utilization bounds on multiple processors in order to provide overload protection and meet end-to-end deadlines. Therefore, online adaptation must be adopted to handle workload changes in such systems.

Online adaptation introduces several important challenges. First, online adaptation should maximize system utility subject to multiple resource constraints. For example, many distributed real-time systems must enforce certain CPU utilization bounds on multiple processors in order to prevent system crash due to CPU saturation and meet end-to-end deadlines. Second, many common adaptation strategies only support discrete options. For example, an admission controller must make binary decision (admission/rejection) on a task. While task rate adaptation can allow a system to adapt at a finer granularity [2][3][4][5][6][7], many real-time applications (e.g., avionics [8] and Multiple Bit-Rate Video) can only run at a discrete set of predefined rates. Unfortunately, utility optimization problems with discrete options are NP-hard [9]. Furthermore, despite the difficulty of such problems, a real-time system must adapt to workload changes quickly, which requires optimization algorithms to be highly efficient at run time.

Existing approaches to utility optimization in real-time systems can be divided into two categories: optimal solutions and efficient heuristics. Approaches based on integer programming or dynamic programming have been proposed to optimize utility [9][10]. While these approaches produce optimal solutions, they are computationally expensive and cannot be used online. On the other hand, a number of efficient heuristics have been proposed for online adaptation [11][9][8][12]. However, these algorithms can only produce sub-optimal solutions in terms of system utility.

To overcome the limitations of existing approaches, we present the MultiParametric Rate Adaptation (MPRA) algorithm for online adaptation in real-time systems. MPRA employs task rate adaptation as the online adaptation mechanism, which is supported by a broad range of real-time applications, such as digital control [3], video streaming, and avionics [8]. Specifically, MPRA is designed to handle end-to-end
tasks that may only execute at a discrete set of rates on multiple processors. This task model introduces significant challenges to optimal online adaptation algorithms.

The key novelty and advantage of our approach is that it can efficiently produce optimal solutions online in face of workload changes caused by dynamic task arrivals and departures. The MPRA algorithm is based on multiparametric mixed-integer linear programming (mp-MILP) [13]. Through offline preprocessing MPRA transforms an NP-hard utility optimization problem to the evaluation of a piecewise linear function of the CPU utilization. At run time MPRA produces optimal solutions by evaluating the function based on the workload variation. Specifically, the primary contributions of this paper are three-fold:

- We present MPRA, a novel algorithm for discrete rate adaptation in distributed real-time systems with end-to-end tasks;
- We provide analysis that proves that our algorithm produces optimal system utility in face of workload changes with the online rate adaptation running in polynomial time;
- We present simulation results that demonstrate that MPRA maximizes system utility in the presence of dynamic task arrivals, with the online execution time comparable to efficient suboptimal heuristics and two orders of magnitude lower than a representative optimal solver.

The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 formalizes the optimization problem addressed in this paper. Section 4 presents the design and complexity analysis of our algorithm. Section 5 provides simulation results. Finally, Section 6 concludes this paper.

II. RELATED WORK

Several projects investigated the problem of maximizing system utility in real-time systems. Rajkumar et al. proposed the QoS-based Resource Allocation Model (Q-RAM) [14] for utility optimization in distributed real-time systems. Lee et al. presented several optimal algorithms for the Q-RAM model based on integer programming and dynamic programming [9][10]. These approaches are computationally expensive and unsuitable for online adaptation in real-time systems. To improve the efficiency of the solutions, the authors also proposed several efficient heuristic algorithms that can only produce sub-optimal solutions [11][9][10][15][16]. Specifically, they presented heuristic algorithms with bounded approximation ratio for the single-resource case [10][15]. However, the heuristic algorithms for multi-resource problems do not have analytical bounds on the approximation ratio [15]. Note that the multi-resource case is common in distributed real-time systems in which each processor is a separate resource.

Various system-wide schemes have been studied to improve system utility. The authors in [17][18][19] have developed middleware solutions that support mediating application resource usage using application QoS levels for single processor systems. Abdelzaher et al. developed a QoS-negotiation model and incorporated it into an example real-time middleware service, called RTPOOL, in [8]. All of the projects developed middleware systems that aim to improve system utility by dynamically adjusting the QoS levels of applications. However, they employ heuristic algorithms that cannot produce optimal solutions.

Recently, Lee et al. introduced a method called service class configuration to address the online adaptation problem with dynamic arrival and departure of tasks in distributed real-time systems [12]. This method avoids running optimization procedures at run time by designing a set of service classes offline, which will be used adaptively depending on the system state. While service classes can effectively improve the efficiency of online adaptation, it cannot produce optimal solutions. In contrast, MPRA can produce optimal solutions with efficient online execution.

Several task rate adaptation algorithms have been proposed for single-processor [3][2][7] and distributed real-time systems [5][20]. All the above solutions assume that task rates can be adjusted in a continuous range. As discussed in Section 1, this assumption does not hold in many applications that only support discrete configurations. HySUCON [6] is a heuristic algorithm for real-time systems that supports discrete task rates. However, it is designed for single processor systems and cannot produce optimal solutions. There are two important differences between our work and earlier work on rate adaptation. First, our work deals with real-time systems with discrete task rates, while none of the aforementioned rate adaptation
algorithms (with the exception of [6]) is designed to handle discrete rates. Moreover, none of them can maximize system utility.

III. PROBLEM FORMULATION

We now formulate the discrete rate adaptation problem in distributed real-time systems.

A. End-to-End Task Model

The system is comprised of \( m \) periodic tasks \( \{T_i|1 \leq i \leq m\} \) executing on \( n \) processors \( \{P_i|1 \leq i \leq n\} \). Task \( T_i \) is composed of a graph of subtasks \( \{T_{ij}|1 \leq j \leq m_i\} \) that may be located on different processors. We denote the set of subtasks of \( T_i \) that are allocated on \( P_j \) as \( S_{ij} \). Due to the dependencies among subtasks each subtask \( T_{ij} \) of a periodic task \( T_i \) shares the same rate as \( T_i \). Each task \( T_i \) is subject to an end-to-end relative deadline \( d_i \) related to its period \( \tau_i \). Each subtask \( T_{ij} \) has an execution time \( c_{ij} \).

We assume each task only supports a set of discrete task rates for online adaptation. A task running at a higher rate contributes a higher utility to the system at the cost of higher utilization. We denote the set of discrete rate choices of task \( T_i \) as \( \hat{R}_i = \{r_i^{(0)}, ..., r_i^{(k_i)}\} \) in increasing order. The set of utility options for task \( T_i \) is denoted by \( Q_i = \{q_i^{(0)}, ..., q_i^{(k_i)}\} \) where \( q_i^{(j)} \) is the utility value contributed by \( T_i \) when it is configured with \( r_i^{(j)} \). Note that we do not make any assumption about a task’s utility values. For example, they do not need to be a linear or polynomial function of the task rate. MPRA can handle arbitrary utility values assigned to discrete task rates. Task utility values for different rates can be represented by a lookup table, which is specified by application designers based on domain knowledge. Admission control is a special case of discrete rate adaptation, in which each task only have two rate choices: zero when the task is evicted and a fixed non-zero rate when task is admitted.

B. Discrete Rate Adaption Problem

Before formulating the discrete rate adaptation problem, we first introduce several notations:

- \( R: R = [r_1, ..., r_m] \) is the task rate vector where \( r_i \) is the current invocation rate of task \( T_i \). Therefore we have \( r_i \in R_i, 1 \leq i \leq m \).
- \( Q_i: Q_s \) is the system utility, i.e., the combined utility of all the tasks defined as the weighted sum of the task utilities \( Q_s = \sum_{i=1}^{m} w_i q_i \) where \( q_i, q_i \in Q_i, \) is the current task utility of \( T_i \) and \( 0 \leq w_i \leq 1, 1 \leq i \leq m \), are weights describing the relative importance of the tasks.
- \( D: D = [d_1, ..., d_n] \) is the workload variation vector where \( d_i \) is the change to the utilization of the \( i^{th} \) processor caused by workload variations, e.g., dynamic arrivals and departures of tasks with fixed rates. The worst-case execution times and rates of the tasks that introduce workload variations are known and can be used to calculate \( D \). For example, denote the set of tasks that newly arrive as \( S_a \) and the set of tasks that just depart as \( S_b \). Then \( d_i = \sum_{T_{ij} \in S_a} \sum_{T_{ij} \in S_{ij}} c_j r_j - \sum_{T_{ij} \in S_b} \sum_{T_{ij} \in S_{ij}} c_j r_j \) where \( S_{ij} \) is the set of subtasks of \( T_i \) that run on processor \( P_i, c_j \) is the worst-case execution time of subtask \( T_{ij} \), and \( r_j \) is the current rate of \( T_j \).
- \( U: U = [u_1, ..., u_n] \) is the CPU utilization vector where \( u_i \) represents the utilization of the \( i^{th} \) processor. \( u_i \) is calculated by \( u_i = d_i + \sum_{1 \leq j \leq m} \sum_{T_{ij} \in S_{ij}} c_j r_j \).
- \( B: B = [b_1, ..., b_n] \) is the utilization bound vector where \( b_i \) is the utilization bound of the \( i^{th} \) processor specified by user.

The discrete rate adaptation problem can be formulated as a constrained optimization problem. The goal is to maximize the system utility via rate adaptation in response to workload changes, i.e.

\[
\max_R \sum_{i=1}^{m} w_i q_i \tag{1}
\]

\(^1\)A non-greedy synchronization protocol [21] can be used to remove release jitter of subtasks.
subject to

\[ r_i \in R_i, 1 \leq i \leq m \quad (2) \]

\[ U \leq B \quad (3) \]

The constraint (2) indicates that each task can only be configured with predefined rates. The utilization constraint (3) is used to enforce certain CPU utilization bounds on multiple processors in order to meet two real-time requirements:

**Meeting end-to-end deadlines.** Real-time tasks must meet their end-to-end deadlines in distributed real-time systems. In the end-to-end scheduling approach [21], the deadline of an end-to-end task is divided into subdeadlines of its subtasks, and the problem of meeting the end-to-end deadline is transformed to the problem of meeting the subdeadline of each subtask. A well-known approach for meeting the subdeadlines on a processor is by enforcing the schedulable utilization bound [22][23]. To meet end-to-end deadlines, a user sets the utilization set point of each processor to a value below its schedulable utilization bound. We can apply various subdeadline assignment algorithms [24][25] and schedulable utilization bounds for different task models [22][23] presented in the literature.

**Overload protection.** Many distributed systems must avoid saturation of processors, which may cause system crash or severe service degradation [26]. On COTS operating systems that support real-time priorities, high utilization by real-time threads may cause kernel starvation [27]. The utilization constraint (3) allows a user to enforce desired utilization bounds for all the processors in a distributed system.

The discrete rate adaptation problem is NP-hard as it can be easily reduced to the 0-1 Knapsack Problem [28]. It is therefore impractical to apply standard optimization approaches to discrete rate adaptation in distributed real-time systems. There exist several approximation algorithms for the 0-1 Knapsack Problem that run in polynomial time [29][30]. However, those algorithms can only handle problems for the single-resource case and cannot be applied for multi-resource problems.

**IV. Design and Analysis of MPRA**

In this section, we present the design and analysis of MPRA. We first give a brief overview of the general framework of multiparametric programming. Next, we transform the discrete rate adaptation problem to an mp-MILP problem and design MPRA that instantiates the multiparametric programming approach for optimal and efficient rate adaptation in distributed real-time systems. Finally, we present the complexity analysis of our algorithm.

**A. Multiparametric Programming**

Multiparametric programming is a general framework for solving mathematical programming problems with constraints that depend on varying parameters [31]. Multiparametric programming includes an offline and an online algorithm. The offline algorithm partitions the space of varying parameters into regions. For each region, the objective and optimization variables are expressed as linear functions of the varying parameters. For a given value of the varying parameter, the online algorithm computes the optimal solution by evaluating the function for the region which includes the parameter value.

The multiparametric approach has been extended for multiparametric mixed-integer linear programming problems (mp-MILP) [13]. The algorithm presented in [13] uses a Branch and Bound strategy to solve multi-parametric 0-1 mixed-integer linear programming problems of the following form:

\[ \min_x z(\theta) = cx \quad (4) \]

subject to

\[ Ax \leq b + F\theta \quad (5) \]

\[ G\theta \leq g \quad (6) \]
where the elements of the optimization vector $x$ can be either continuous or binary variables, and the vector $\theta$ is a vector of parameters varying in $\Xi = \{\theta | G\theta \leq g; \theta \in \mathbb{R}^s\}$. The optimal solution to this problem is a piecewise affine (PWA) function with a polyhedral partition of the following form

$$x(\theta) = P_i\theta + q_i, \text{ if } H_i\theta \leq k_i, i = 1, \ldots, N_r$$

where the regions $\Theta_i \triangleq \{\theta \in \Xi : H_i\theta \leq k_i\}, i = 1, \ldots, N_r$ form a partition of the entire space of varying parameters. The optimality of the mp-MILP approach is ensured by exhaustiveness, as in any standard Branch and Bound algorithm.

We observe the mp-MILP approach is suitable for real-time systems that must handle workload changes by switching among discrete configurations. The key advantage of the multiparametric programming is that, while the offline component may have a high time complexity, the online step can generate optimal solutions efficiently. As a result, the optimal solution can be computed quickly in response to workload changes. This characteristic makes it very suitable for the discrete rate adaptation problem. To our knowledge MPRA is the first instantiation of the general multiparametric programming approach in the area of real-time systems.

### B. Problem Transformation

The key step in the design of MPRA is to transform the discrete rate adaptation problem presented in Section III-B to an mp-MILP problem. We start with the end-to-end admission control problem, which is a special case of discrete rate adaptation, followed by the general case.

1) **End-to-end Admission Control:** In admission control, each task $T_i$ only has two rate choices: $r_i^{(0)}$ ($r_i^{(0)} = 0$, i.e., $T_i$ is evicted) and $r_i^{(1)}$ ($r_i^{(1)} > 0$, i.e., $T_i$ is admitted). We introduce an admission vector $X$ with $m$ elements to represent rate choices for all tasks such that

$$x_i = \begin{cases} 
1 & \text{if } T_i \text{ is admitted} \\
0 & \text{if } T_i \text{ is evicted} 
\end{cases}$$

(9)

We introduce an $n \times m$ matrix $F$, where $f_{ij} = \sum_{T_j \in S_{ij}} r_j^{(1)} c_{ji}$, i.e., the total utilization of task $T_j$’s subtasks on processor $P_i$ if $T_j$ is admitted, and $f_{ij} = 0$ if no subtask of $T_j$ is allocated on processor $P_i$. The CPU utilization vector $U$ follows the following relationship with the workload variation vector $D$ and the admission vector $X$:

$$U = FX + D$$

(10)

If we assume the task utility contributed by $T_i$ is zero when it is evicted, i.e., $q_i^{(0)} = 0$, then the task utility of $T_i$ can be obtained by $q_i^{(1)} x_i$ where $q_i^{(1)}$ is the task utility contributed by $T_i$ when it is admitted. We introduce a vector $Q$ such that $q_i = w_i q_i^{(1)}$, $1 \leq i \leq m$. Thus, the system utility can be obtained by $Q = QX$. By denoting $D_N = B - D$, we transform this admission control problem to the following mp-MILP problem with $D_N$ as the varying parameter:

$$\min_X (-QX)$$

subject to

$$FX \leq D_N$$

$$x_i \in \{0, 1\}, 1 \leq i \leq m$$

(12)

(13)

The constraint (12) enforces the CPU utilization bounds specified by user on all processors. The constraint (13) indicates that each task only supports a set of discrete task rates.
Example: Suppose there are two processors and three tasks in the system. As shown in Figure 1, $T_1$ has only one subtask $T_{11}$ on processor $P_1$, $T_2$ has two subtasks $T_{21}$ and $T_{22}$ on processors $P_1$ and $P_2$, respectively. $T_3$ has one subtask $T_{31}$ allocated to processors $P_2$. We have

\[
X = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}, \quad F = \begin{bmatrix} r_1^{(1)} c_{11} & r_2^{(1)} c_{21} & 0 \\ 0 & r_2^{(1)} c_{22} & r_3^{(1)} c_{31} \end{bmatrix},
\]

\[
Q = \begin{bmatrix} w_1 q_1^{(1)} & w_2 q_2^{(1)} & w_3 q_3^{(1)} \end{bmatrix}, \quad D_N = \begin{bmatrix} b_1 - d_1 \\ b_2 - d_2 \end{bmatrix}.
\]

2) Discrete Rate Adaption: We first introduce a rate adaptation vector $X$ with $\tilde{m}$ elements, where $\tilde{m} = \sum_{1 \leq i \leq m} k_i$ and $k_i$ is the number of non-zero rate choices of task $T_i$, to represent the rate configuration of the system such that

\[
x_i = \begin{cases} 1 & \text{if } T_i \text{ is configured with } r_i^{(j)} \\ 0 & \text{otherwise} \end{cases}
\]

where $l = \sum_{1 \leq s < i} k_s + j$, $1 \leq i \leq m$, and $1 \leq j \leq k_i$. Each 0-1 element in $X$ corresponds to one non-zero rate choice of some task in an appropriate order. For instance, if there are two tasks in the system and each task has two non-zero choices, then $X = [0 \ 1 \ 1 \ 0]$ indicates that task $T_1$ and $T_2$ are configured with $r_1^{(2)}$ and $r_2^{(1)}$, respectively. The task rate vector $R$ can be obtained by $R = ZX$, where $Z$ is an $m \times \tilde{m}$ matrix such that

\[
z_{il} = \begin{cases} r_i^{(j)} & \text{if } \sum_{1 \leq s < i} k_s < l \leq \sum_{1 \leq s \leq i} k_s \\ 0 & \text{otherwise} \end{cases}
\]

where $1 \leq i \leq m$, $1 \leq l \leq \tilde{m}$, and $j = l - \sum_{1 \leq s < i} k_s$. Each row in $Z$ is associated with one task and contains the information of the non-zero rate options for the task. Again, if there are two tasks in the system and each task has two non-zero choices, then $Z = \begin{bmatrix} r_1^{(1)} \ 0 & r_1^{(2)} \ 0 & 0 \ r_2^{(1)} \ 0 & r_2^{(2)} \ 0 \end{bmatrix}$.

We then introduce an $n \times m$ matrix $H$, where $h_{ij} = \sum_{T_{ij} \in S_{ij}} c_{ij}$, i.e., the total execution time of task $T_j$'s subtasks on processor $P_i$, and $h_{ij} = 0$ if no subtask of $T_j$ is allocated on processor $P_i$. The model that characterizes the relationship between $U$ and $X$ is given by

\[
U = HZX + D
\]

To describe the relationship between $Q_s$ and $X$, we introduce a vector $\tilde{Q}$ such that $\tilde{q}_i = w_i q_i^{(j)}$ where $l = \sum_{1 \leq s < i} k_s + j$, $1 \leq i \leq m$, and $1 \leq j \leq k_i$. Each element in $\tilde{Q}$ corresponds to one non-zero rate choice of some task. Thus, the system utility is calculated by $Q_s = \tilde{Q}X$. By denoting $D_N = B - D$ and $G = HZ$, we re-formulate the discrete rate adaptation problem as following:

\[
\min_X (-QX)
\]

subject to

\[
GX \leq D_N
\]
\( x_i \in \{0, 1\}, 1 \leq i \leq \bar{m} \)  \hspace{1cm} (19)

\[
\sum_{1 \leq s < i} x_j \leq 1, 1 \leq i \leq m
\]  \hspace{1cm} (20)

The constraint (18) enforces desired CPU utilization bounds on all processors. The constraint (19) shows that each task only supports a set of task rate choices. For each task only one rate choice can be selected at a time, which is ensured by the constraint (20).

Considering \( D_N \) as the varying parameter vector and \( X \) as the optimization vector, we have transformed the discrete rate adaptation problem to an mp-MILP problem.

**Example:** We still use the example workload shown in Figure 1 to demonstrate how to formulate a discrete rate adaptation problem. In this example each task has two non-zero rate options. Then \( \bar{m} = 6 \).

We have

\[
X =\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 
\end{bmatrix}, \quad Z =\begin{bmatrix}
r_1^{(1)} & r_1^{(2)} & 0 & 0 & 0 & 0 \\
0 & 0 & r_2^{(1)} & r_2^{(2)} & 0 & 0 \\
0 & 0 & 0 & 0 & r_3^{(1)} & r_3^{(2)}
\end{bmatrix}
\]

\[
H =\begin{bmatrix}
c_{11} & c_{21} & 0 \\
0 & c_{22} & c_{31} 
\end{bmatrix}, \quad D_N =\begin{bmatrix}
b_1 - d_1 \\
b_2 - d_2 
\end{bmatrix}
\]

\[
Q =\begin{bmatrix}
w_1 q_1^{(1)} & w_1 q_1^{(2)} & w_2 q_2^{(1)} & w_2 q_2^{(2)} & w_3 q_3^{(1)} & w_3 q_3^{(2)}
\end{bmatrix}
\]

The constraint (20) can be described by

\[
\begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0
\end{bmatrix} X \leq \begin{bmatrix}
1 \\
1 \\
1
\end{bmatrix}
\]

C. Design of MPRA

After transforming the discrete rate adaptation problem to an mp-MILP problem, we present the MPRA algorithm that can produce optimal rate adaptation solutions online in response to workload changes such as dynamic arrival and departure of tasks. As shown in Figure 2, MPRA has both offline part and online part. In the following, we present the functionality of each component in detail.

1) **Offline Components:** The offline part of MPRA including an mp-MILP Solver and a Search Tree Generator only executes once before the system starts running. It first invokes the mp-MILP Solver to generate the PWA function and then calls the Search Tree Generator to build a binary tree for the representation of the PWA function.

**mp-MILP Solver:** MPRA invokes the mp-MILP Solver to divide the \( n \)-dimensional space of \( D_N \) into multiple regions and generates the PWA function which expresses \( X \) as a linear function of \( D_N \) for each region. The mp-MILP Solver implements a Branch and Bound algorithm that recursively fixes the 0-1 variables in \( X \) and builds an enumeration tree to generate the PWA function. Each node in the tree corresponds to an intermediate mp-MILP problem with all remaining 0-1 variables. The space of \( D_N \) to be considered for this intermediate problem is defined as the set of regions found for the parent node. At each node, an mpLP problem is solved by relaxing the 0-1 variables as continuous variables in \([0,1]\). The solution of a non-leaf node is a lower bound of any integer solution to the intermediate mp-MILP problem. The solution of a leaf node, where all 0-1 variables have been fixed, is an integer solution of the final mp-MILP problem in a set of regions. At any level of the tree, the current solution is compared with the upper bound to eliminate parts of the space of \( D_N \) defined for the remaining nodes. Note that the integer solution at each leaf node is feasible (i.e., meets the utilization constraints), but may not be
optimal for the final mp-MILP problem in terms of system utility, because the regions for different leaf nodes can overlap with each other. This is undesirable because, for some given value of $D_N$ that belongs to the intersection of multiple regions, the online part would have to compare the solutions in all those regions to find the optimal one. To facilitate efficient online calculation, the Solver removes the overlap among the regions for all leaf nodes by dividing them into non-overlapping subregions each corresponding to the optimal solution.

**Search Tree Generator:** It generates a binary tree data structure for the representation of the PWA function generated by the mp-MILP Solver. Each node in the tree corresponds to a polyhedron which consists of a set of regions. An intermediate node contains the affine function for one selected hyperplane that is best for balancing the node’s left and right child in terms of the number of linear functions. Each leaf node maintains one unique linear function that can be evaluated to obtain the optimal solution for any given value of $D_N$ that belongs to the polyhedron corresponding to this node. For a given $D_N$ the online part only evaluates one linear inequality at each level and then select the left or right sub-tree to continue based on the sign. With the help of the binary tree, the time of the evaluation of the PWA function becomes logarithmic in the number of regions.

We implemented the offline part of MPRA using the MPT toolbox [32], which provides an mp-MILP solver [13] and a binary tree generator [33].

2) **Online Components:** Online rate adaptation is triggered by a specified set of events that introduce workload changes. In our implementation rate adaptation is triggered by dynamic arrival and departure of tasks that are not managed by MPRA, such as mission critical tasks with fixed rates. Online rate adaptation works as following:

1. **Trigger:** The Trigger calculates $D$ based on the execution times and rates of the newly arrived tasks or departed tasks and sends the new value of $D$ to the Search Routine.
2. **Search Routine:** After receiving $D$ from the Trigger, the Search Routine traverses the binary tree to locate the region that the current value of $D_N$ belongs to, and then passes the region number to the Evaluator.
3. **Evaluator:** The Evaluator computes the new value of $X$ by evaluating the linear function of the region located by the Search Routine. It then sends the new value of $X$ to Actuators.
4. **Actuator:** the Actuators change the task rates based on the new value of $X$. If the new task rate of $T_i$ is zero, $T_i$ will be evicted.
D. Complexity Analysis

In this section we analyze the complexity of the MPRA algorithm. The complexity of the offline part is exponential in the number of decision variables [34], which is equal to \( \tilde{m} \) for discrete rate adaptation, where \( \tilde{m} = \sum_{1 \leq i \leq m} k_i \), \( m \) is the number of the tasks, and \( k_i \) is the number of none-zero rates of task \( T_i \). Note that the exponential complexity is unavoidable in order to get optimal solutions due to the fact that the discrete rate adaptation is an NP-hard problem. A key advantage of MPRA is that it only incurs exponential complexity in the offline part which is not time critical and can use significant computing resources. In the following, our analysis focuses on the online search routine and the evaluation of the explicit solution, which dominate the online complexity of MPRA.

The complexity of the online search routine depends on \( N_r \), the number of non-overlapping regions generated by the mp-MILP Solver. We first analyze the mp-MILP algorithm to calculate \( N_r \). The mp-MILP Solver implements the Branch and Bound algorithm presented in [13]. There will be \( 2^m \) leaf nodes in the enumeration tree. For each leaf node, all \( \tilde{m} \) binary variables have been fixed and the problem is relaxed to an mpLP problem. Based on the results in [35], the upper bound to the number of regions for one leaf node is \( n_r \leq n + 1 \), where \( n \) is the number of processors.

The optimal PWA function of the mp-MILP problem is obtained by removing the overlap among the regions for all leaf nodes. One such region can be divided into at most \( 2^m \) non-overlapping regions because it can be associated with at most \( 2^m \) solutions. After eliminating the intersection among different regions, we get all \( N_r \) non-overlapping regions, which represent a partition of the entire space of \( D_N \). \( N_r \) is bounded by

\[
N_r \leq 2^m \times n_r \times 2^m \leq (n + 1)2^{2\tilde{m}}
\]

The binary tree generated by the Search Tree Generator reduces the complexity of online region search. For a given \( D_N \) we only evaluate one linear inequality at each level, which incurs \( n \) multiplications, \( n \) additions and 1 comparison. Traversing the tree from the root to the bottom, we will end up with a leaf node that gives us the optimal solution. Then we need \( 2\tilde{m}n \) arithmetic operations for the explicit solution evaluation. According to the result in [33], the depth of the binary tree, \( d \), is given by

\[
d = \left\lceil \frac{\ln N_r}{\ln 1/\alpha} \right\rceil \leq \left\lceil \frac{2\tilde{m} \ln 2 + \ln (n + 1)}{\ln 1/\alpha} \right\rceil
\]

where \( 0.5 \leq \alpha < 1 \). The constant \( \alpha \) is related to how imbalanced the binary tree is. A conservative estimate of \( \alpha \) is 2/3 based on the result in [33]. So the worst-case number of arithmetic operations required for online search and evaluation is \((2n + 1)d + 2\tilde{mn}\). Let \( k = \max\{k_1, \ldots, k_m\} \). Then \( \tilde{m} = \sum_{1 \leq i \leq m} k_i \leq km \). Thus, MPRA has time complexity \( O(n\log(n)) + O(mn) \), where \( m \) is the number of tasks and \( n \) is the number of the processors.

V. Evaluation

In this section, we present simulation results for both admission control and discrete rate adaptation. Our simulation environment is composed of an event-driven simulator implemented in C++ and the online part of MPRA. The offline pre-processing of MPRA is done in MATLAB.

In our simulation, the subtasks on each processor are scheduled by the Rate Monotonic scheduling (RMS) algorithm [36]. Each task’s end-to-end deadline \( d_i = m_i/r_i \), where \( m_i \) is the number of subtasks of task \( T_i \) and \( r_i \) is the current rate of the task. The deadline of each task is evenly divided into subdeadlines for its subtasks. The resultant subdeadline of each subtask \( T_{ij} \) equals to its period, \( 1/r_i \). Hence we choose the schedulable utilization bound of RMS [36] as the utilization bound on each processor: \( b_i = n_i(2^{1/n_i} - 1) \), \( 1 \leq i \leq n \), where \( n_i \) is the number of subtasks on \( P_i \). \( b_i \) is dynamically calculated online based on \( n_i \) and therefore changes upon task arrivals and departures. MPRA can also be used with other scheduling policies and their suitable utilization bounds.

We develop a workload generator to create end-to-end tasks and the workload for each set of the experiments. In our simulation, every task can be evicted, i.e., \( r_i(0) = 0, 1 \leq i \leq m \). \( r_i(1) \) of task \( T_i \) is the
reciprocal of task period $\tau_i$, which follows a uniform distribution between 100 ms and 1100 ms. Each task has two non-zero rate options in the experiments of discrete rate adaptation, where the ratio $r_i(2)/r_i(1)$ is uniformly distributed between 1.5 and 3. The task utility value $q_i(0)$ of $T_i$ when the task is evicted is zero and $q_i(1)$ at rate $r_i(1)$ is randomly generated using a uniform distribution between 0.5 and 2. The ratio of the utilities at different rates, $q_i(2)/q_i(1)$ is uniformly distributed between 1.5 and 3. All weights are set to 1 for simplicity in our simulation, i.e., $w_i = 1, 1 \leq i \leq m$. The number of subtasks of each task ranges from 1 to 4 and all subtasks are randomly allocated on all processors. The worst-case execution time $c_{ij}$ of subtask $T_{ij}$ is obtained by $c_{ij} = u_{ij}\tau_i$, where $u_{ij}$, the utilization of $T_{ij}$, is uniformly distributed from 0.05 to 0.2.

We compare MPRA against three existing algorithms: *bintprog*, *amrmd1* [9], and *amrmd_dp* [16].
**Fig. 4.** Admission Control: Utility Improvement over Heuristics

**bintprog** is a binary integer linear programming solver provided by the commercial Optimization Toolbox from MATLAB 7. **bintprog** is a representative optimization solver that can produce optimal solutions, which is used to validate the optimality of MPRA. **amrmd1** and **amrmd_dp**, where **amrmd** stands for Approximate Multi-Resource Multi-Dimensional Algorithm, are two representative efficient heuristic algorithms for utility optimization in real-time systems. **amrmd_dp** can perform better than **amrmd1** in terms of utility at the cost of longer execution time than **amrmd1**. However, **amrmd1** and **amrmd_dp** may produce sub-optimal solutions and do not have theoretical error bounds as mentioned in [15].

In our experiments, online adaptation operations are triggered by new task arrivals. The performance

---

2The authors also present another algorithm called **amrmd_cm** to address the co-located point problem of **amrmd1** in [16]. It performs exactly the same as **amrmd1** here because no co-located points exist in the discrete rate adaptation problem.
metric used throughout the simulation is utility improvement, $\delta$, which is defined by $\delta = (Q_{MPRA} - Q_b)/Q_b$, where $Q_{MPRA}$ and $Q_b$ are the system utilities produced by MPRA and a baseline algorithm, respectively, after they make the online adaptation in response to the same new task arrivals.

In order to evaluate the efficiency of MPRA, we also investigate its online execution time and compare it with three baselines. The execution times are measured on a 2.52GHz Pentium 4 PC with 1 GB RAM. To achieve fine grained measurements, we use the high resolution timer gethrtime provided by ACE [37]. This function uses an OS-specific high-resolution timer that returns the number of clock cycles since the CPU is powered up or reset. The gethrtime function has a low overhead and is based on a 64 bit clock cycle counter on Pentium processors. To estimate the average computation overhead of an online adaptation operation, we run each online execution for 100 times as a subroutine. The result is then divided by 100 to get the execution time of a single execution.

A. End-to-end Admission Control

We randomly generated 20 workloads in the simulation of end-to-end admission control. Each workload comprises 8 end-to-end tasks executing on 4 processors. In the following, we present two sets of experiments to evaluate the performance of the four algorithms in the presence of new task arrivals. The new tasks are mission critical periodic tasks that must be executed at the cost of other tasks.

In the first set of experiments, a new task with utilization of 0.2 is activated at each of the processors at 250000, 500000, 750000, and 1000000 time unit, respectively, which triggers online admission control four times. Figure 3 plots CPU utilizations and the system utility of one run. As seen in Figure 3(a)(b) MPRA, amrmd1, and bintprog enforce the utilization bounds on all processors by evicting tasks in response to the workload increase. Figure 3(c) shows that MPRA achieves higher system utility than amrmd1. MPRA and bintprog produce the same optimal rates and hence achieve the same system utility in all the experiments. These results are consistent with the optimality of MPRA.

We run the other set of experiments by varying the CPU utilization of the new arrival task from 0.2 to 0.5. Four identical new tasks are activated after 250000 time units on four processors simultaneously. Consequently, online admission control is triggered to maximize system utility while enforcing the utilization bounds. We plot the average and maximum utility improvements achieved by MPRA over amrmd1 and amrmd_dp under different utilization variations caused by the new tasks in Figure 4. As shown in Figures 4(a)(b) MPRA consistently achieves higher system utility than both amrmd1 and amrmd_dp under different degrees of workload variations. Moreover, as seen in Figures 4(c) MPRA can improve the system utility by as high as 26% and 19% over amrmd1 and amrmd_dp, respectively. Our results demonstrate that, while state-of-the-art heuristics such as amrmd1 and amrmd_dp may achieve good (but suboptimal) performance on average, they may result in significantly lower system utility in certain cases. This observation is consistent with the fact that the heuristics do not have analytical bounds on the
distance from optimal solutions. In contrast, a fundamental benefit of MPRA is that it can always achieve *optimal* system utility in face of workload variations. The analytical guarantee on optimal system utilities can be highly desirable to dynamic mission-critical applications.

Figure 5 plots the average online execution times of all four algorithms. MPRA, *amrmd1*, and *amrmd_dp* are more than two orders of magnitude faster than *bintprog*. For instance, when the new task has an utilization of 30%, MPRA incurs an overhead of only 100 microseconds, while *bintprog* needs about 100 milliseconds to generate the same optimal rate assignments. The results show that MPRA can provide optimal admission control for end-to-end tasks with comparable online overhead as efficient suboptimal heuristics.
B. Discrete Rate Adaptation

In the simulation of discrete rate adaptation each workload includes 6 end-to-end tasks executing on 4 processors. The results are based on 20 randomly generated workloads.

We use similar sets of experiments as those presented in the previous section to investigate the performance of the four algorithms when applied for discrete rate adaptation. In the first set of experiments, a new task arrives at each processor at 250000, 500000, 750000, and 1000000 time unit, respectively. The CPU utilization of each new task is 0.2. As shown in Figure 6, all algorithms maintain acceptable utilizations on all processors in face of new task arrivals. However, both MPRA and bintprog generate optimal rates that result in higher system utilities than amrmd1 in response to new task arrivals.

In the second set of experiments, to generate workload variations, a new task arrives at each of the
four processors simultaneously at 250000 time unit. When new tasks arrive, rate adaptation is triggered to enforce the desired utilization bound and maximize system utility. Figure 7 plots the utility improvements achieved by MPRA over amrmd1 and amrmd_dp as the utilization of the new task increases from 0.2 to 0.5 in different runs. Similar to results for admission control, MPRA consistently achieves same utilities as bintprog and outperforms both amrmd1 and amrmd_dp in terms of system utility. MPRA achieves as high as 35% utility improvement over both amrmd1 and amrmd_dp.

The average execution-times of the four approaches when applied for discrete rate adaptation are shown in Figure 8. MPRA’s online overhead is more than two orders of magnitude lower than that of bintprog while generating the same optimal solutions. MPRA remains comparable to amrmd1 and amrmd_dp in terms of online overhead.

VI. CONCLUSIONS AND FUTURE WORK

We have developed the MPRA algorithm for optimal and efficient discrete rate adaptation in distributed real-time systems. We first transform the discrete rate adaptation problem as an mp-MILP problem. We then present the design and complexity analysis of MPRA which proves that MPRA can reduce its online complexity to polynomial time through offline preprocessing. Simulation results demonstrate that MPRA maximizes the system utility in face of workload variations, with the online execution time more than two orders of magnitude lower than a representative optimization solver. Moreover, it consistently outperforms efficient heuristics in terms of system utility at comparable online overhead. While we focus on admission control and discrete rate adaptation in this paper, the multiparametric approach may be applicable to a broad range of adaptive systems with discrete configurations. In the future we plan to extend our work to other online adaptation mechanisms such as task reallocation or dynamic voltage scaling.

In this paper we evaluate the performance of MPRA in response to dynamic task arrivals. Our next step is to explore other workload changes such as execution time variations. In the current implementation MPRA deals with workload changes that can be calculated explicitly. Our approach may be combined with event-driven feedback control to deal with uncertainties in system workload based on measured CPU utilization. The extension is part of our future work.

REFERENCES


