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1. INTRODUCTION

Long running reactive service applications are a fundamental part of today’s computing environments. These applications are often quasi-cyclic [9] in nature, endlessly repeating similar sets of activities according to temporal or system events. Usually, these applications (1) share common computing resources and middleware infrastructure to reduce system costs, (2) use multi-threading to support concurrent execution of activities, and (3) schedule threads preemptively to make such concurrency temporally predictable.

Two major challenges in the verification of such systems are to represent their time and event semantics with high fidelity, and to apply analysis techniques that remain decidable and tractable across the wide variety of system concurrency and scheduling semantics that may arise in practice. Our previous research [17] has shown that incorporating domain-specific information into reusable formal models based on timed automata both increases the cost of analysis and offers new ways to mitigate that cost. For example, thread identifiers added to model run-to-completion semantics must be managed carefully to avoid over-constraining possible executions, but also allow the state space to be pruned accurately, e.g., for leader election in a thread pool [17].

In addition to the time and event semantics of the application and its supporting middleware, the effects of schedulers and other mechanisms for policy enforcement also must be considered in the verification of correct system behavior. Our previous work on verification of real-time systems considered a restricted but widely used class of scheduling policies (rate-monotonic scheduling of fixed-period tasks [17]) in which preemption only occurs at well defined points. However, many quasi-cyclic real-time systems have less constrained scheduling semantics. For example, in the example application we consider in more detail in Section 3, the relative progress of a related set of video processing pipelines may be kept within a specified bound [2], but may allow preemption points to vary dynamically as a function of application inputs or the system’s operating environment.

The challenge posed by these more general scheduling semantics is that verifying correct behavior of systems with more widely dispersed preemption raises crucial questions, about the fidelity with which concurrency can be represented, and the decidability and tractability with which it can be analyzed. Furthermore, as we discuss in Section 2, there are important limitations on the ability of existing techniques to address these challenges, which in turn motivate the research presented in this paper.

In this paper we present a novel extension of quasi-cyclic state space reduction techniques [9] to timed systems, with the effect of allowing systems scheduled with bounded fairness to be verified tractably and with reasonable fidelity. In this approach, models of the individual process are composed into a single time domain with the result being an infinite state timed automaton (called a time domain automaton) in which each state represents an equivalence class of all possible execution interleavings that result in a particular event ordering. We then show that schedulers which enforce bounded fairness also prune the state space that is explored, giving a timed quasi-cyclic structure with well defined bounds.

The rest of this paper is structured as follows. Section 2 describes other work related to the approach presented in this paper. Section 3 discusses a video processing application that is representative...
of the broader class of applications whose scheduling semantics motivate and guide our approach, and discusses the analysis challenges posed by that class of applications. Section 4 describes how timed automata models can be parameterized with domain-specific scheduling information, and how analytic bounds on the behavior of the system can be transformed into bounds on the structure of the state space that must be verified. Section 5 presents a case study in which we apply our parameterized modeling techniques to analyze the time and event semantics of the example application presented in Section 3, and evaluate how well our approach captures the actual behavior of that application. Finally, Section 6 presents conclusions and describes future work.

2. RELATED WORK

The most relevant general purpose modeling techniques (stopwatch automata [5], timed automata [1], and untimed finite automata) have important limitations for modeling preemptively scheduled systems: (1) checking stopwatch automata models may be undecidable, (2) the time representation in traditional timed automata is incompatible with the operations needed to model preemption, and (3) the resulting state space for untimed finite automata is intractably large.

Stopwatch automata, where clocks’ derivatives can be either zero or one, would seem to be a natural way to model preemptively scheduled systems. In preempted states, the clock’s derivative would be set to zero, and in a running state, the clock’s derivative would be set to one. However, because a system can change state infinitely many times between any two time values it has been shown that many scheduling problems are undecidable using stopwatch automata [14]. More powerful tools like Hytech [12], also allow verification of stopwatch automata, but in general may run into similar concerns with decidability and tractability.

Another approach for modeling systems with preemption is to use timed automata, a restricted form of stopwatch automata, where all clocks’ derivatives must be one. Because clock values can take on any nonnegative real value, these systems have potentially infinitely many states. To allow state exploration to terminate, states must be collapsed into a finite set of equivalence classes. For timed automata model checkers like UPPAAL [3] and IF [4] this is done by using timed difference bound matrices [8] (TDBM).

To model preemptive scheduling the model checker must write out values of individual clocks and restore them later when a process is rescheduled. However, the TDBM stores disjunctions of inequalities that represent generally infinite clock values. Therefore, writing out the value of the clock requires picking a subset of possible clock values and splitting the current state into a number of states equal to the cardinality of the subset. The larger this subset the faster the propagation of states in the state transition system, leading quickly to intractability, while the smaller the subset, the less fidelity the model has to the modeled system.

A third approach for modeling systems with preemption is to discretize time. In this case, the system needs no clocks and can be modeled using finite automata. State exploration is now simply the task of assigning each quantum to a process. There are, however, exponentially many such orderings and thus full exploration takes exponential time: except for restricted systems or verification over small windows of execution, this method may be impractical.

The limitations of these general purpose modeling approaches have given rise to a number of other approaches, which capture and leverage additional information about the structure of the system itself. One such approach is to compose automata based on common interfaces and sets of resources [13, 6]. Another relevant approach is to identify quasi-cyclic structures in the system’s execution, which can be used to reduce the state space that must be checked [9]. A third approach is to use abstract interpretation in combination with model checking [7] to reason about event interleaveings and paths of execution in the system. While each of these approaches has influenced the work in this paper, none of them provides the combined ability to analyze relative resource consumption, timing, and preemption that is needed for verification of the kinds of systems we describe in Section 3.

3. MOTIVATING EXAMPLE

The research presented in this paper is motivated by the problem of verifying real-time systems in which (1) thorough analysis of the system’s behavior with respect to timing and event ordering constraints is needed to verify its correctness; but (2) analysis is complicated by scheduling semantics that allow threads to be preempted at dynamically variable points in time, e.g., due to application-specific variations in task execution times, or environment-specific variations in wireless network bandwidth.

Figure 1 illustrates the high level architecture of such a system, which abstracts the structure of several specific applications that were the focus of our previous work [18, 2, 11]. The important features of the system architecture include:

- server-side devices and/or repositories that capture and/or store streams of related images (e.g., frames of a video stream, or tiles of a large static image);
- multiple server-side tasks that capture, compress, and transmit each image;
- a network across which image streams are transmitted;
- multiple client-side tasks that receive, decompress, and display each image; and
- client-side devices where images are displayed.

Within the overall system architecture, alternative concurrency architectures and scheduling policies may be appropriate for different applications. For example if the image processing is a best effort activity that shares resources with other more critical processing [11], then a concurrency architecture that has different thread lanes for different levels of criticality, atop a priority-based thread scheduling mechanism [10] may be appropriate. This approach is well suited for enforcing a variety of classical real-time scheduling policies [10], including the rate-monotonic policy to which our previous verification approach was applied [17].

However, for other applications, such as a multi-camera video monitoring system for security, fire detection, and process control in an automated industrial plant, hardware may be dedicated explicitly to the capture, distribution, and processing of video streams. In this case, the challenge is less to isolate critical processing from interference by non-critical tasks, but rather to ensure synchronization and then reduce end-to-end latency of multiple related video
streams. For such an application, a pipelined concurrency model, in which multiple copies of each task, each with its own thread of execution (e.g., according to the Active Object pattern [15]) may be appropriate: (1) if a task is blocked on input or output, other tasks can be using the CPU and other resources to make progress; (2) tasks can be distributed or mapped to multiple processors easily if those additional resources are made available; and (3) all threads (and thus the execution of all tasks) can be placed under common scheduling control at either the operating system or middleware level [2].

Figure 2 illustrates such a concurrency architecture, with a separate processing pipeline connecting each server-side image source to a distinct client-side display. Each active object implements a particular stage in a concurrent processing pipeline:

- multiple server-side video devices (or image repository searches) capture images concurrently;
- each captured image is then compressed concurrently with other images;
- compressed images are transmitted concurrently across the network;
- compressed images are received concurrently on the client;
- received images are decompressed concurrently;
- the client-side display for each pipeline is updated with its decompressed images, concurrently with the other pipelines.

While our previous work has shown that such a system can be built using open-source real-time operating systems and middleware, and that appropriate scheduling semantics can be enforced effectively and efficiently [2], verification of such a system remains an open problem despite our previous progress on modeling the semantics of the middleware mechanisms involved [17]. The remaining challenge is to develop a combined framework for evaluating the effects of different scheduling policies (the scheduling model) on different concurrency architectures (the process model) in such a system, in a manner that can support decidable and tractable reasoning about preemption and its related complications. Section 4 describes our development of such a framework, and Section 5 presents a verification case study using that framework, both of which are major contributions of this paper.

4. QUASI-CYCLIC TIMED STRUCTURES

To improve scalability of model checking for real-world systems, Dwyer, et al., introduced the idea of a quasi-cyclic structure, in which a predicate over system states produces a projection of the state space in which a set of sub-states – with the same values for a subset of the system’s state variables – is visited recurrently [9]. Such quasi-cyclic structures occur naturally in many systems with cyclic timing and/or event semantics. When they do, their regular structure can make verification of these systems tractable by reducing the time and/or space needed to search the state space.

However, each such quasi-cyclic projection is domain-specific, and must be constructed based on (1) a model of the system’s states and (2) a bounding predicate whose constraint results in a quasi-cyclic projection. In this section we show how timed automata and fair scheduling can be combined to give quasi-cyclic structures for verification of preemptively scheduled systems.

Several extensions to the work in [9] are needed in order to take advantage of quasi-cyclic structures in preemptively scheduled systems. First, for real-time systems timed automata (rather than untimed automata) often are the most natural way to model system states. We use timed automata models to capture important features of preemptively scheduled processes, as is described in Section 4.1.

Second, the effects of preemption must be modeled in a way that is amenable to extracting a quasi-cyclic structure, i.e., allowing identification of common values of key variables (particularly regarding time). We do this by composing the individual process models into a single automaton with a common time domain, as is described in Section 4.2. This automaton in turn allows us to evaluate the timing and event ordering semantics resulting from the composition of the underlying process models, including the effects of preemption on the possible event orderings in the system.

Third, the quasi-cyclic structure must be extracted based on constraints on system execution that bound the possible event structures. In Section 4.3 we focus specifically on how different constraints produce quasi-cyclic projections that can reduce the complexity of verification for systems like those in Section 3.

For clarity, throughout this section we illustrate key features of our approach using only a pair of processes. However, the approach and equations presented here generalize to arbitrary numbers of processes. We also evaluate the approach with a case study involving five processes, in Section 5.

4.1 Process Models

In this paper we use the term process to refer to any modular unit of execution, such as a single thread or a group of related threads (e.g., within a pipeline as shown in Figure 2 in Section 3). We start by capturing key features of system processes as timed automata, as is shown for two process in Figure 3. The transitions represent
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Figure 3: Process Automata P1 and P2

distinct events in the system, the process models’ states (P1.0, P1.1, P2.0, and P2.1) record execution times (x1 and x2), and the guards on each transition and the invariants in each state represent minimum and maximum bounds on the demand function [16] of each process.

4.2 Time Domain Automaton

We use time domains to represent multiple automata sharing a single resource and the resulting possible event structures and their time boundaries. To compose the automata shown in Section 4.1 into the same time domain, we now make use of their guards and invariants. The composition of these two automata into the same time domain generates a single infinite state timed automaton, which for sake of discussion we call a time domain automaton. This automaton represents every feasible ordering of events and
the invariants and guards that govern when, given the underlying process structure, these events could occur. Figure 4 shows the first states of the time domain automaton resulting from composing the process automata shown in Figure 3.

**Figure 4: P1||P2 in a Single Time Domain τ**

Each edge in the time domain automaton is an edge from one of the composed process automata. Each state in a time domain automaton is described by the set of states each process automaton would be in and the possible values of the following variables: τ (the system time) and \( p_i \) (the relative time for process \( i \)). Because \( τ \) is the sum of the values for the individual processes, the bounds for \( τ \) can be calculated from the bounds on each \( p_i \), as follows:

\[
A_1 \leq p_1 \leq B_1 \\
\vdots \\
A_k \leq p_k \leq B_k \\
\sum_{i=1}^{k} A_i \leq τ \leq \sum_{i=1}^{k} B_i
\]

The bounds on each \( p_i \) are functions of the path from the initial state to the current state in the time domain automaton. This path can be projected onto the individual process models.

Intuitively, the minimum bound for \( p_i \) is the minimum possible computational resource needed for the process to make the progress it has made. Mathematically, it is a function of the path taken in the time domain automaton to the current state. A subset of the edges in this path will correspond to an edge in process automaton \( i \), although the subset might be empty. Each edge in this subset is associated with a guard in the process automaton. The minimum bound is the sum of these associated guard values for each edge in the subset.

Similarly, the maximum bound for \( p_i \) is the maximum computational resource that could be granted to the process without guaranteeing it will move to a new state. It too is a function of the path taken to the current state. Mathematically, it is the sum of the invariants for each state in the process model that the time domain automaton has passed through, including the current state.

Despite having infinitely many states, this time domain automaton can be treated as a normal timed automaton for the purposes of composition with other timed automata. In addition, composition of separate time domain automata is trivial, because as can be seen in Figure 4, the resulting automaton has no clock resets: after composition time is still represented by a single variable.

Without a way of enforcing an equivalence partition over the states in the time domain automaton, full exploration is impossible. However, full exploration to any finite \( τ \) is possible, but even for these more limited searches, the state space grows exponentially as time moves away from the origin. This is partially offset by the fact that the time domain automaton is quasi-cyclic, as illustrated by the rectangles around related states in Figure 4. Following [9], the quasi-cyclic nature of time domain automata can be exploited to reduce the space requirements dramatically for a state space exploration out to any given value of \( τ \).

### 4.3 Constraints and Quasi-Cyclic Structures

Time domain automata capture the semantics of all possible system event orderings, while constraints model system behaviors that bound possible event orderings. As examples, we discuss three forms of constraints: (1) fairness constraints, (2) bounded delay constraints and (3) event based constraints.

**Fairness constraints:** In each state bounds exist for each process’ execution time as well as the total system execution time. The ratio of process execution time to total system time represents the **fairness** of the state, and its bounds can be calculated for a state as a whole. To handle cases where the time domain automaton represents a resource partition of less than 100%, we introduce \( \sigma_{min} \) and \( \sigma_{max} \) which represent the minimum and maximum resource allocations, which in turn construct the fairness values to the range \([0, \sigma_{max}]\). Equation 1 shows the fairness bounds for a state as a whole.

\[
\frac{\sigma_{min} A_i}{A_i - B_i + \sum_{j=1}^{k} B_j} \leq \frac{p_i}{τ} \leq \frac{\sigma_{max} B_i}{B_i - A_i + \sum_{j=1}^{k} A_j}
\]

The minimum and maximum fairness values are located at one of the boundary points of the variable space that describes the state. Because the variables take on only positive, real values, minimizing the lower fairness bound simply requires minimizing all values that appear only in the numerator while maximizing those that appear only in the denominator. For most real systems a set of fairness constraints must be satisfied, often taking the form of a conjunction of inequalities. As generated, each state in the time domain automaton can be tested, and exploration can be stopped at any state whose fairness values contradict the fairness constraints. The remaining subset, while still potentially infinite, captures all event structures that could achieve the fairness constraints.

**Bounded delay constraints:** Another kind of constraint commonly imposed on real systems bounds the delay between two events. Consider the constraint ‘P1.1 transitions to P1.0 followed by P2.1 transitioning to P2.0 within 40 time units.’ To explore what event structures are possible under this constraint, and thus to gauge its effect on the full time domain automaton, we construct a new automaton, regions of which are untimed, and others which are generated like a time domain automata.

Until the system sees the first event covered by the constraint, the possible timings of the events in the system are inconsequen-
tial. Once the event occurs, we generate states as we would for a time domain automaton until one of two conditions occurs: (1) the possible values of $\tau$ in the state and the constraint condition are in contradiction (e.g. $\tau \geq 44$ and $\tau \leq 40$) or (2) the second event covered by the constraint occurs and we return to the untimed region of the automaton. Each bounded delay constraint generates an automaton, and these automata can be composed to create a single automaton that represents the conjunction of all constraints.

**Event based constraints:** Another type of constraint can be expressed as an untimed finite state automaton, which captures allowed event interleaveings directly. Examples of this type of constraint and their effects are described next in Section 4.4. No matter what kind of constraint or set of constraints is applied, the result is a state space that is a subset of the full time domain automaton. These constraints result in a bounded time domain automaton with an induced quasi-cyclic state space. Model checking of the bounded time domain automaton can be done to any finite value of $\tau$ to ensure that (1) its state space is non-empty, (2) it has satisfying states that extend out to the given $\tau$ value, and (3) desired properties within the state-space are maintained.

### 4.4 Fair Scheduling Example

To illustrate how the modeling approach described in Sections 4.1 through 4.3 applies to a real-world system, we now give a basic example based on the system architecture and concurrency architecture of the video processing pipeline system illustrated in Figures 1 and 2 in Section 3. Although for purposes of illustration we concentrate on the case of only two pipelines, the examples presented here are the basis for the five pipeline example used in the evaluation in Section 5.

We begin with a process model for each pipeline as shown in Figure 5. Each process $i$ is a simple one state automaton whose upper and lower execution times are bounded by $\alpha_i$ and $\beta_i$, respectively.

![Figure 5: Video Pipeline Process Model](image)

We then model a scheduling decision function (SDF) that ensures that each video pipeline publishes frames in lockstep, such that their relative progress is kept within a specified bound of at most one frame (where one frame is processed by each execution of an entire pipeline). As in our previous work we will consider the case where this bound is a single frame. A simple SDF can be designed to enforce this behavior directly, by defining a constraining automaton (which we call the **SDF automaton**) over the frame processing events. The SDF automaton for constraining the two pipelines case is shown on the left side of Figure 6, and for purposes of illustration the right side of Figure 6 also shows the SDF automaton for the three pipelines case.

Each state in an SDF automaton is labeled with an array $a$ (of length equal to the number of pipelines) that shows the relative frame progress of each pipeline. As pipeline $i$ completes a frame the SDF transitions to the state labeled with a 1 in the $i$th slot in the array, or back to the origin if all other pipelines have completed their frame for the current iteration. For the general case of $k$ pipelines, the SDF automaton is a $k$-dimensional hyper-cube with $2^k - 1$ distinct states (because the first and final states are identical).

Using time domain automata we can examine the effects of applying this SDF to the running pipelines. For simplicity we first look at the effect of the SDF on the 2 pipeline example, and then extend it to arbitrary numbers of pipelines.

As we have seen before, the state space of the resulting time domain automaton is quasi-cyclic. If we project a path in that time domain automaton onto the 2 process SDF automaton in Figure 6, the path cycles through the SDF automaton some number of times. This value, which we call $n$, can be used to partition the states in the time domain automaton. As is shown in Figure 7 the bounds for $p_i$ in each state in a partition is a linear function of $n$. Because we can write the bounds for $p_i$ as linear functions of $n$ the same holds true for the fairness bounds for process $i$. These equations are shown in Figure 8, including their convergence as $n$ approaches infinity.

From the 2 pipeline example we can derive general equations for $k$ pipelines. As we saw earlier, each state is labeled with an array, and the time domain automaton that results from applying the SDF can be partitioned with the variable $n$. That means every state in the time domain automaton can be uniquely identified by the value of $n$ and the array representing the current state in the SDF automaton. General equations for $p_i$ can be written in terms of $n$ and $a[i]$, the $i$th entry in the array labeling the state in the SDF automaton. This is shown in Equation 2.

$$(n + a[i])\alpha_i \leq p_i \leq (n + a[i])\beta_i + \beta_i$$

(2)

We can also derive general fairness equations for the $k$ pipeline case by using the derived $p_i$ bounds in conjunction with the fairness equation introduced previously (Equation 1). From these we can derive general formulas for the fairness bounds as $n$ approaches infinity, shown as Equation 3.

$$\frac{\sigma_{\min} \alpha_i}{\alpha_i - \beta_i + \sum_{j=1}^{k} \beta_j} \leq \frac{p_i}{\tau} \leq \frac{\sigma_{\max} \beta_i}{\beta_i - \alpha_i + \sum_{j=1}^{k} \alpha_j}$$

(3)

Another interesting feature of this constraint automaton is that in some states one or both the fairness bound equations are independent of $n$ and equal to the limit case fairness bound equation. These states are described in Equations 4 and 5. The states described by Equation 4 are states in which process $i$ has just finished publishing the first frame in the current iteration. The states described by Equation 5 are states in which process $i$ is the last pipeline not to
Figure 7: Relative Time Bounds for 2-Process Composition

Figure 8: Fairness Bounds for 2-Process Composition
have published its frame in the current iteration.

\[ \frac{\sigma_{\text{min}} \alpha_i}{\alpha_i - \beta_i + \sum_{j=1}^{k} \beta_j} \leq \frac{p_i}{\tau} \text{ if } a[j \neq i] = 0 \text{ and } a[i] = 1 \]  

\[ \frac{p_i}{\tau} \leq \frac{\sigma_{\text{max}} \beta_i}{\beta_i - \alpha_i + \sum_{j=1}^{k} \alpha_j} \text{ if } a[j \neq i] = 1 \text{ and } a[i] = 0 \]  

5. CASE STUDY

To evaluate the applicability of the modeling framework presented in Section 4 to the kinds of systems described in Section 3, we now consider a case study consisting of five video pipelines running on a single CPU, scheduled according to the frame-progress fair scheduling policy discussed in Section 4.4. Because the resulting quasi-cyclic structure has 31 distinct states we do not depict it, but simply note that it is a 5-dimensional generalization of the cube shown for three processes in Figure 6.

To illustrate the independence of the individual processes in the quasi-cyclic structure, and to demonstrate the specificity of the scheduling decision function, we assigned some common and some distinct demand bounds to the processes: pipelines 1 and 3 used between 70 and 80 msec of execution each time one of them ran; pipelines 2 and 4 used between 80 and 90 msec of execution each time one of them ran; pipeline 5 used between 100 and 110 msec of execution each time it ran. The processing of each pipeline was triggered every 500 msec, so the total utilization is thus between 80% and 90%, i.e., reasonably heavily loaded but feasibly schedulable. Finally, the actual demand for each execution of a pipeline was a normally distributed random sample in the range from that pipeline’s lower bound to its upper bound.

We used the processes’ execution time bounds directly as their \( \alpha \) and \( \beta \) parameters, as is summarized in Table 1. These parameters are used to compute minimal and maximal progress bounds for each process over the state space, as follows. The first state in the quasi-cyclic structure is labeled with array \( a = <0,0,0,0,0> \).

<table>
<thead>
<tr>
<th>Pipeline</th>
<th>( \alpha )</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>90</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>110</td>
</tr>
</tbody>
</table>

The scheduler-enforced utilization is between 80% and 90%, so the fairness bounds are calculated using \( .80 = \sigma_{\text{min}} \) and \( .90 = \sigma_{\text{max}} \). Using Equation 2, we calculate bounds for each \( p_i \).

\[ 70n \leq p_1 \leq 80n + 80 \]

\[ 80n \leq p_2 \leq 90n + 90 \]

\[ 70n \leq p_3 \leq 80n + 80 \]

\[ 80n \leq p_4 \leq 90n + 90 \]

\[ 100n \leq p_5 \leq 110n + 110 \]

With these bounds, \( \sigma_{\text{min}}, \sigma_{\text{max}}, \) and Equation 3 we calculate the specified fairness bounds for the system.

\[ \frac{.80(70n)}{440n + 370} \leq \frac{p_1}{\tau} \leq \frac{.90(80n + 80)}{410n + 80} \]

In practice, tighter bounds on the system execution may be available empirically. For instance, the observed utilization by the pipelines in our experiments was 87.35%. Setting both \( \sigma_{\text{min}} \) and \( \sigma_{\text{max}} \) to that value, we can derive empirical bounds, which are tighter than the specified bounds. Note that the specified bounds are still necessary for verification, because the empirical bounds may not reflect the system’s worst case behavior.

We compared the derived bounds to the actual behavior of a 5-pipeline system under middleware-based fair-progress group scheduling control. For those experiments, we used the test application and middleware-based group scheduling framework described in [2], configured with a frame-progress-fair scheduling decision function, run atop a Linux 2.6.12 kernel with the KURT-Linux and RT (version 0.7.50-04) patches. Figure 9 shows both sets of bounds and the measured progress of each process. Other than the points at which the scheduler ensures that all pipelines have made consistent progress, any particular pipeline may wait until the very last state of the quasi-cyclic structure to make any progress, or may make its entire progress in the first state of the quasi-cyclic structure. Thus, the progress bounds are step functions with the maximal bound increasing only in the first state of the quasi-cyclic structure, and the minimal bound increasing only in the last state of the quasi-cyclic structure. The observed behavior of the processes falls within these analytical bounds, as expected.

Because the semantics of the particular scheduling decision function used in these experiments is to ensure that each pipeline completes processing of an image frame before any are allowed to begin processing their next image frame, it is also useful to examine the behavior of the system relative to the calculated bounds at those enforced scheduling points. Figure 10 shows an abstraction of the data presented in Figure 9 consisting only of the enforced scheduling points. As Figure 9 shows, the progress within a given quasi-cyclic structure need not be significantly constrained, other than by coarse overall bounds, and thus model checking of the behavior within each stage of a quasi-cyclic structure may be appropriate for some systems. However, for systems that are more tolerant of minor variations in progress, the abstraction illustrated in Figure 10 may suffice, in which case the cost of verification is reduced to an analysis of the bounds enforced by the scheduler (and possibly a verification of the scheduler itself).
Figure 9: Total Progress and Calculated Bounds for all Processing Pipelines
Figure 10: Observed Progress and Calculated Bounds at Scheduling Points
6. CONCLUSIONS AND FUTURE WORK

In this paper we have discussed several ways in which quasi-cyclic structures can be identified and exploited in preemptively scheduled real-time systems. Our modeling approach presented in Section 4 supports analysis based on a variety of different kinds of constraints, including fairness constraints, bounded delay constraints, and event based constraints. Our case study in Section 5 showed how our approach can be applied to verification of a particular kind of system with a unique concurrency architecture and scheduling semantics.

Our future work will focus on the nuances of state space exploration under different kinds of domain-specific constraints. In particular, we will investigate (1) the semantics of different combinations of fairness constraints, bounded delay constraints, and timing constraints; and (2) how quasi-cyclic structures can be identified and leveraged in verification of systems with different combinations of those constraints.
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