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With the emergence of industrial standards such as WirelessHART, process industries are adopting Wireless Sensor-Actuator Networks (WSANs) that enable sensors and actuators to communicate through low-power wireless mesh networks. Industrial monitoring and control applications require real-time communication among sensors, controllers and actuators within end-to-end deadlines. Deadline misses may lead to production inefficiency, equipment destruction to irreparable financial and environmental impacts. Moreover, due to the large geographic area and harsh conditions of many industrial plants, it is labor-intensive or dangerous to change batteries of field devices. It is therefore important to achieve long network lifetime with battery-powered devices.

This dissertation tackles these challenges and make a series of contributions. (1) We present a new end-to-end delay analysis for feedback control loops whose transmissions are scheduled based on the Earliest Deadline First policy. (2) We propose a new real-time routing algorithm that increases the real-time capacity of WSANs by exploiting the insights of the delay analysis. (3) We develop an energy-efficient routing algorithm to improve the network lifetime while maintaining path diversity for reliable communication. (4) Finally, we design a distributed game-theoretic algorithm to allocate sensing applications with near-optimal quality of sensing.
Chapter 1

Introduction

With the emergence of industrial standards such as WirelessHART [26] and ISA100 [16], process industries are adopting Wireless Sensor-Actuator Networks (WSANs) that enable sensors and actuators to communicate through low-power wireless mesh networks [184]. Industrial process control applications impose stringent end-to-end latency requirements on data communication. To support a feedback control loop, the network periodically delivers data from sensors to a controller and then delivers its control input data to the actuators within an end-to-end deadline. Consequences of deadline misses in data communication may range from production inefficiency, equipment destruction to irreparable financial and environmental impacts.

To meet the stringent real-time performance requirements of control systems, there is a critical need for fast end-to-end delay analysis for real-time flows that can be used for online admission control. We present a new end-to-end delay analysis for periodic flows whose transmissions are scheduled based on the Earliest Deadline First (EDF) policy. Our analysis comprises novel techniques to bound the communication delays caused by channel contention and transmission conflicts in a WSAN. Furthermore, we propose a technique to reduce the pessimism in admission control by iteratively tightening the delay bounds for flows with short deadlines. Experiments on a WSAN testbed and simulations demonstrate the effectiveness of our analysis for online admission control of real-time flows.

Routing has significant impacts on reliability, real-time capacity and network lifetime. The core contributions of this dissertation tackles the real-time communication and network lifetime problems in WSAN routing. We first design real-time routing algorithms that leverage the insights from the delay analysis. By incorporating conflict delays in the routing decisions,
our real-time routing algorithms allow WSANs to accommodate more feedback control loops while meeting their deadline constraints.

Our second contribution to routing addresses the energy constraints of field devices in WSANs. Since many industrial devices operate on batteries in harsh environments where changing batteries are labor-intensive, WSANs need to achieve long network lifetime. To meet industrial demand for long-term reliable communication, we propose efficient graph routing designs to maximize network lifetime of WSANs. We first formally formulate the network lifetime maximization problem for WSANs under graph routing and prove it is NP-complete. We then propose the optimal algorithm and two more efficient algorithms to prolong the network lifetime of WSANs. Experiments in a physical testbed and simulations show our linear programming relaxation and greedy heuristics can improve the network lifetime by up to 50% while preserving the reliability benefits of graph routing.

Besides industrial WSANs, we have seen wireless sensor networks built as an integrated infrastructure shared by multiple environmental monitoring applications. Given the resource constraints of sensor devices, it is important to optimize the allocation of applications to maximize the overall quality of sensing. Recent solutions to this challenging application allocation problem are centralized in nature, limiting their scalability and robustness against network failures and dynamics. We present a distributed game-theoretic approach to allocate monitoring applications. We first transform the application allocation problem to a submodular game and then develop a decentralized algorithm that only employs localized interactions among neighboring devices. We prove that the network can converge to a pure strategy Nash equilibrium with an approximation bound of $1/2$. Simulations based on three real-world datasets demonstrate that our algorithm is competitive against a state-of-the-art centralized algorithm in terms of quality of sensing.

The rest of this dissertation is organized as follows. Chapter 2 introduces the WSAN system model we used in our dissertation. Chapter 3 presents our end-to-end delay analysis for Earliest Deadline First (EDF) scheduling policy. Chapter 4 presents our real-time routing design. Chapter 5 presents our energy-efficient graph routing design. Chapter 6 discusses our distributed application allocation design in shared sensor networks. Chapter 7 concludes this dissertation.
Chapter 2

Network Model of Wireless Sensor-Actuator Networks

We consider a WSAN architecture based on the WirelessHART standard \[26\]. A WSAN (as shown in Figure \[2.1\]) consists of a gateway, multiple access points, and a set of field devices. The gateway is wired to the access points. The access points and network devices are all equipped with half-duplex radio transceivers compatible with the IEEE 802.15.4 physical layer. The gateway communicates with field devices, such as sensors or actuators, through the access points. The access points and the field devices form a wireless mesh network. We use network device to refer any device in the system, including the gateway, an access point and a field device.

The WSAN adopts centralized network management, where a network manager (usually running in the gateway) manages all devices. The network manager gathers the network topology information from the network devices, and generates and disseminates the routes and transmission schedule to all network devices. This centralized network management architecture, adopted by the WirelessHART standard, enhances the predictability and visibility of network operations at the cost of scalability.

The WSAN adopts a Time Division Multiple Access (TDMA) MAC layer protocol on top of the IEEE 802.15.4 physical layer. All devices across the network are synchronized. Time is divided into 10 ms slots, and each time slot can accommodate one data packet transmission and its acknowledgment. The WSAN supports multi-channel communication using channels defined in the IEEE 802.15.4 standard. Only one transmission is scheduled on each channel across the whole network to avoid potential collision between concurrent transmissions in a
same channel. While this conservative design reduces network throughput and scalability, it avoids interference between transmissions within the network and thereby enhances reliability and predictability, which are important for industrial applications.

2.1 Routing Model

As specified in the WirelessHART standard, WSANs adopt both source routing and graph routing. In source routing, a single path from the source to the destination is used to deliver packets, as shown in Figure 2.2(a).

In graph routing, redundant routes are provided to handle link failures, as shown in Figure 2.2(b). In a graph route, a single path is used as primary path (solid arrows in Figure 2.2(b)). For each network device on the primary path, except the destination, a backup path (dashed arrows in Figure 2.2(b)) is provided to handle link failures. For example, backup path $u \rightarrow w \rightarrow d$ is built to handle the failure of link $\overrightarrow{uv}$.

We study a network topology $G = (V, E)$ as a set of network devices $V$ and directed links between network devices $E$. A link here can be a wireless link between two field devices, a
wireless link between an access point and a field device, or a wired link between an access point and the gateway. We define a graph route as follows:

Definition 1. Given a source $s$ and a destination $d$, a graph route $R = \{\phi_0, \phi_1, \cdots, \phi_k\}$ is a set of paths from $s$ to $d$. $\phi_0$ is the primary path. Every network device $v_i$ on the primary path $\phi_0$, except the destination $d$, has a backup path $\phi_i$ from itself to the destination which does not include $v_i$’s outgoing link on the primary path.

Clearly, a graph route can tolerate any single link failure. If a link on the primary path fails, there is a backup path to tolerate this failure.

A WSAN can support multiple process control loops, each of which introduces a periodic data flow in the network. Each flow has a period, a sensor, and an actuator. For each flow, there are two graph routes: an uplink graph route and a downlink graph route. The uplink graph route starts from the sensor and ends at the gateway. A downlink route starts from the gateway and ends at the actuator.
2.2 Transmission Scheduling Model

In a WSAN, a time slot can be a dedicated slot or a shared slot. In a dedicated slot, only one transmission is scheduled. However, in a shared slot, multiple contending transmissions can be scheduled.

In source routing, only dedicated slots are used. As shown in Figure 2.3(a), one transmission and one retransmission are scheduled on dedicated slots for each link on the source route to handle a transmission failure.

In graph routing, both dedicated slots and shared slots are used. For each device on the primary path, the network manager allocates two dedicated slots for a transmission and a retransmission on its outgoing link on the primary path, followed by a third shared slot on its outgoing link on its backup path. Thus, each link on the primary path is assigned two dedicated slots and links on backup paths are assigned to shared slots. Since a WSAN usually employs only high-quality links, shared slots are therefore assigned to backup paths to reduce delay and enhance bandwidth.
We show an example of scheduling on a graph route in Figure 2.3(b). Each transmission on the primary path is scheduled twice on dedicated slots, and each transmission on the backup path is scheduled only once on a shared slot. Note we use three channels in this example, so transmissions $\vec{vd}, \vec{uw}$, and $\vec{yz}$ can be scheduled in the same time slot 5 on three different channels.
Chapter 3

Delay Analysis of EDF Scheduling for Wireless Sensor-Actuator Networks

Industry is adopting Wireless Sensor-Actuator Networks (WSANs) as the communication infrastructure for process control applications. To meet the stringent real-time performance requirements of control systems, there is a critical need for fast end-to-end delay analysis for real-time flows that can be used for online admission control. This chapter presents a new end-to-end delay analysis for periodic flows whose transmissions are scheduled based on the Earliest Deadline First (EDF) policy. Our analysis comprises novel techniques to bound the communication delays caused by channel contention and transmission conflicts in a WSAN. Furthermore, we propose a technique to reduce the pessimism in admission control by iteratively tightening the delay bounds for flows with short deadlines. Experiments on a WSAN testbed and simulations demonstrate the effectiveness of our analysis for online admission control of real-time flows.

3.1 Introduction

With the emergence of industrial standards such as WirelessHART [26] and ISA100 [16], process control industries are adopting Wireless Sensor-Actuator Networks (WSANs) in which sensors and actuators communicate through low-power multi-hop wireless mesh networks [184]. Since excessive communication delay may lead to severe degradation of control performance or even instability of the control system, it is critical to estimate worst-case end-to-end communication delays for real-time flows in WSANs [182]. Moreover, fast delay
analysis is needed for online admission control and network reconfiguration in response to
dynamic changes of channel conditions in industrial environments.

In this chapter, we present a new delay analysis for periodic flows in WSANs in which
transmissions are scheduled based on the *Earliest Deadline First (EDF)* policy, a common
real-time scheduling policy that has been found to be an effective transmission scheduling
policy for real-time WSANs in recent studies [172].

Our new delay analysis can be used to derive end-to-end delay bounds for real-time flows
in WSANs. The key feature of our analysis lies in a novel approach to combine two types
of delays in a WSAN: contention delays due to limited number of wireless channels, and
conflict delays caused by conflicts among concurrent wireless transmissions involving a same
device. Furthermore, we reduce the pessimism in admission control by iteratively tightening
the delay bounds for flows with short deadlines.

We evaluate our delay analysis through experiments on a 63-node WSAN testbed and sim-
ulations. The experiment results demonstrate our delay analysis provides safe bounds of
real end-to-end delays. The simulation results show that our delay analysis is effective in
term of acceptance ratio when used for admission control. We also provide a comprehensive
simulation study that compares a state-of-the-art fixed priority scheduling algorithm [171]
and a dynamic priority scheduling algorithm [172]. Our simulations show EDF outperforms
fixed priority scheduling [171] in term of real-time performance, while delivering competitive
acceptance ratios to the existing dynamic priority scheduling policy at lower computational
cost.

The rest of the chapter is organized as follows. Section 3.2 reviews related works. Section
3.3 describes the EDF scheduling policy. Section 3.4 presents the delay analysis. Section 3.5
evaluates our delay analysis through experiments and simulations. Section 3.6 concludes the
chapter.
3.2 Related Works

Real-time transmission scheduling in wireless sensor networks received considerable attention \[186\]. In contrast to previous works on traditional sensor networks, our research investigates real-time WSANs based on recent industrial standards such as WirelessHART with unique features. For example, our analysis is designed for wireless mesh networks running a multi-hop and multi-channel TDMA protocol. In contrast, the network model in previous works is based on single channel \[27,59,61,107,151,155\], or CSMA/CA MAC protocol \[151,173\]. While some earlier works \[27,59,61,107,155\] analyze fixed priority scheduling in wireless networks, we focus on EDF scheduling, which is a dynamic priority scheduling policy. The probabilistic delay analyses for EDF proposed in \[104\] are not suitable for industrial WSANs that require safe bounds on network delays. Earlier efforts on real-time schedulability analysis for EDF \[45,46\] adopt a cellular network structure and require wireless nodes with full-duplex transceivers.

In the area of industrial WSANs, earlier works study the transmission scheduling for WSANs with simple topologies such as linear \[214\], tree \[180,211\] and cluster tree topologies \[192\]. Transmission scheduling of real-time flows for arbitrary WSAN topologies has been studied in \[172\]. It presents a real-time scheduling algorithm based on branch-and-bound and a dynamic priority scheduling algorithm called C-LLF. However, it does not present any delay analysis to derive its delay bound, therefore requires laying out the entire transmission schedule of the whole network, which incurs high computation delays in admission control. Near optimal rate selection for fixed priority scheduling has been studied in \[167,168\]. End-to-end delay analysis for fixed priority scheduling in WSANs has been proposed in \[169,170\]. The performance of fixed priority scheduling highly depends on the priority assignment, which is proven to be a difficult problem, and near-optimal priority assignment algorithms incur significant computational cost when used online.

While dynamic priority scheduling represents an attractive alternative to fixed priority scheduling, end-to-end delay analysis for dynamic priority scheduling has not been studied for WSANs. Our work provides an end-to-end delay analysis for EDF scheduling policy, which is a commonly used dynamic priority scheduling algorithm in real-time systems \[32,38,39\] and outperforms the state-of-the-art fixed priority scheduling algorithms in WSANs in our simulation study.
3.3 EDF Scheduling

The WirelessHART standard supports two types of routing: source routing and graph routing. Source routing provides a single route for each flow, whereas graph routing provides multiple redundant routes in a routing graph and therefore enhances reliability through route diversity. Our analysis currently assumes source routing and can be easily extended to a model where each flow has multiple source routes and sends redundant packets through every route to enhance reliability. Supporting graph routing is part of our future work.

We consider a set of periodic flows \( F = \{F_1, F_2, \ldots, F_N\} \) to be scheduled on \( m \) channels. Each flow
\[
F_k = (D_k, T_k, \alpha_k, \phi_k, C_k)
\]
is characterized by a relative deadline \( D_k \), a period \( T_k \), a start time \( \alpha_k \), a route \( \phi_k \) and a transmission count \( C_k \). The route \( \phi_k \) is composed of a sequence of links in the network from the source device \( s_k \) to the destination device \( a_k \). To enhance reliability, at most \( \kappa \) (re)transmissions are scheduled for one link. Once the sender receives the acknowledgment, it will discard other retransmission retries. The transmission count \( C_k \) equals the total number of (re)transmissions scheduled for one packet of this flow along its route, i.e., \( C_k = |\phi_k| \kappa \), where \( |\phi_k| \) is the length of \( \phi_k \).

We follow the constrained deadline model where the deadline of each flow is within its period, i.e., \( D_k \leq T_k \). Hence different packets of the same flow cannot co-exist in the network in the same time slot. For flow \( F_k \), a new packet is released at source node \( s_k \) in the beginning of each period. We use \( P_{k,j} \) to refer to the \( j^{th} \) packet of the flow \( F_k \), whose release time is \( r_{k,j} = \alpha_k + (j - 1) T_k \). Packet \( P_{k,j} \) needs to be delivered to the destination \( a_k \) through a sequence of transmissions along \( \phi_k \). If \( P_{k,j} \) is delivered to the destination at slot \( f_{k,j} \) through its route, its end-to-end delay \( R_{k,j} \) is \( f_{k,j} - r_{k,j} + 1 \). A packet needs to complete all its transmissions before its absolute deadline \( d_{k,j} = r_{k,j} + D_k \). We use \( R_k \) to denote the end-to-end delay of flow \( F_k \), which is the maximum end-to-end delay of all its packets.

The network manager generates schedules for all field devices up to the hyper-period, i.e., the least common multiply of \( \{T_k, k = 1, \ldots, n\} \). When generating schedules, the network manager follows the EDF scheduling policy. For all released packets, each packet is assigned a priority based on its absolute deadline. The packet with an earlier absolute deadline is
assigned a higher priority. At any time slot, if there remains an available channel, among all released but not delivered packets which do not conflict with packets already scheduled in this time slot, the packet with highest priority is scheduled to this slot. This process repeats until all channels are occupied or all remaining packets conflict with at least one scheduled packet. Transmissions of the same packet can be scheduled on different channels at different time slots.

### 3.4 Worst-Case End-to-End Delay Analysis

In this section, we present our worst-case end-to-end delay analysis for real-time flows under the EDF policy. A set of real-time flows is schedulable if every flow has a worst-case end-to-end delay that is no greater than its deadline. Given a set of real-time flows, our goal is to derive an upper bound on the worst-case end-to-end delay of every flow. The delay analysis can be used as a schedulability test of the flow set under EDF.

#### 3.4.1 Terminology

Before analyzing the delays, we first introduce the terminology used in the analysis. We say a packet is **ready** if it is released and not delivered yet. We say a packet **executes** in a time slot if it has a transmission scheduled in this time slot. A packet can be delayed for two reasons.

- **Conflict delay:** Due to the half-duplex radio, two transmissions conflict with each other if they share a node (sender or receiver). Then only one of them can be scheduled at current time slot. Therefore, if a packet conflicts with another packet that has already been scheduled in the current time slot, it has to be postponed to a later time slot, resulting in conflict delay.

- **Contention delay:** As a WSAN does not allow concurrent transmissions in a same channel, each channel can only accommodate one transmission across the network in each time slot. If all channels are assigned to transmissions of other packets, a packet must be delayed to a later slot, resulting in contention delay.
To be more precise, we define the conflict delay of packet $P_{k,j}$ as the number of time slots when packet $P_{k,j}$ is delayed because it conflicts with higher priority packets. We denote conflict delay of packet $P_{k,j}$ as $Y^f_{k,j}$. We define the contention delay of packet $P_{k,j}$ as the number of time slots when $P_{k,j}$ is delayed because all the channels are occupied by higher priority packets and none of them conflict with $P_{k,j}$. We denote contention delay of packet $P_{k,j}$ as $Y^t_{k,j}$. Then the end-to-end delay of packet $P_{k,j}$ is

$$R_{k,j} = Y^f_{k,j} + Y^t_{k,j} + C_k,$$

where $C_k$ is the transmission count of $P_{k,j}$ along its route.

We define the interference of a flow $F_l$ on packet $P_{k,j}$ as the number of slots when $P_{k,j}$ waits for transmissions of packets belonging to $F_l$. We denote flow $F_l$’s interference on packet $P_{k,j}$ as $I_{k,j}(l)$. Note the terminology interference refers to the time a packet is delayed by transmissions associated with another flow. It is not related to interference between concurrent wireless transmissions, which cannot occur in a WSAN because it does not allow concurrent transmissions in a same channel. We further categorize flow $F_l$’s interference on packet $P_{k,j}$ into two: conflict interference $I^f_{k,j}(l)$ and contention interference $I^t_{k,j}(l)$. Flow $F_l$’s conflict interference on packet $P_{k,j}$ is the number of time slots when $P_{k,j}$ is delayed due to conflicting transmissions belonging to flow $F_l$. $F_l$’s contention interference on $P_{k,j}$ is the number of time slots when $P_{k,j}$ waits while transmissions of flow $F_l$ are executed and do not conflict with $P_{k,j}$. By definition, we have

$$I_{k,j}(l) = I^f_{k,j}(l) + I^t_{k,j}(l).$$

In the rest of this section, we present the worst-case delay analysis in following 4 steps.

1. We analyze the end-to-end delay bound of a packet given the interference of the other flows.

2. We derive an upper bound of a flow’s conflict and contention interferences on a packet.

3. Combining 1) and 2), we give the upper bound of the end-to-end delay of a flow.
4. We reduce the pessimism in admission control by iteratively tightening the delay bounds of flows with short deadlines.

### 3.4.2 Conflict and Contention Delays

In this subsection we analyze the conflict delay and contention delay of a packet. Consider a packet $P_{k,j}$ of flow $F_k$ released at time $r_{k,j}$ with absolute deadline $d_{k,j}$. We want to analyze the end-to-end delay of $P_{k,j}$ assuming both the conflict interferences and contention interferences of all the other flows on $P_{k,j}$ are given.

**Lemma 1.** The conflict delay $Y_{k,j}^f$ of $P_{k,j}$ is upper bounded as follow:

$$Y_{k,j}^f \leq \sum_{l \neq k} I_{k,j}^f(l).$$  \hspace{1cm} (3.3)

**Proof.** For any time slot within $Y_{k,j}^f$, $P_{k,j}$ is delayed by conflict if and only if there is at least one scheduled higher priority packet conflicting with it. Let one of these higher priority packets belong to flow $F_l$. Recall the definition of $F_l$’s conflict interference $I_{k,j}^f(l)$ is the number of time slots when $P_{k,j}$ is delayed due to conflicting transmissions belonging to flow $F_l$. By definition, this time slot is a part of $F_l$’s conflict interference $I_{k,j}^f(l)$.

Since our statement is not limited to a specific time slot within $Y_{k,j}^f$, we show any time slot in which $P_{k,j}$ suffers one conflict delay indeed belongs to at least one flow’s conflict interference on $P_{k,j}$. Therefore, the total conflict delay of $P_{k,j}$ is bounded by the sum of conflict interferences of all other flows. \[\square\]

**Lemma 2.** The contention delay $Y_{k,j}^t$ of $P_{k,j}$ is upper bounded as follow:

$$Y_{k,j}^t \leq \left\lfloor \frac{\sum_{l \neq k} I_{k,j}^t(l)}{m} \right\rfloor.$$  \hspace{1cm} (3.4)

**Proof.** We follow the same reasoning of the proof of the Lemma\[\square\] For any time slot, $P_{k,j}$ is delayed by contention if and only if all channels are occupied by higher priority packets.
and none of them conflict with $P_{k,j}$. Then in this time slot, there must be $m$ higher priority packets scheduled and none of them conflict with $P_{k,j}$.

Let $I_{k,j}'(l)$ denote the number of time slots when 1) $P_{k,j}$ is ready but not executing, 2) $F_l$ is executing and 3) none of the executing packets conflict with $P_{k,j}$. Then the contention delay of $P_{k,j}$ is upper bounded by $\left\lfloor \frac{\sum_{l \neq k} I_{k,j}'(l)}{m} \right\rfloor$. Recall that $I_{k,j}'(l)$ is the number of time slots when 1) $P_{k,j}$ is ready but not executing, 2) $F_l$ is executing and 3) $F_l$ does not conflict with $P_{k,j}$. Comparing the set of time slots within $I_{k,j}(l)$ and $I_{k,j}'(l)$, we see the latter one is a subset of the former one, so $I_{k,j}'(l)$ is no greater than $I_{k,j}(l)$. Therefore, $Y_{k,j}'$ is upper bounded by $\left\lfloor \frac{\sum_{l \neq k} I_{k,j}'(l)}{m} \right\rfloor$.

To meet $P_{k,j}$’s deadline, the end-to-end delay of $P_{k,j}$ should satisfy the following condition: $R_{k,j} = Y_{k,j}' + Y_{k,j} + C_k \leq D_k$. To make flow $F_k$ schedulable, this condition should hold for all its packets.

### 3.4.3 Upper Bound of Interferences

The conflict and contention delay bounds in Lemma 1 and Lemma 2 depend on the conflict and contention interferences. To give the worst-case end-to-end delay $R_k$ of each flow $F_k$, the most straightforward approach is to compute every other flow $F_l$’s conflict interference and contention interference on every packet of $F_k$ up to the hyper-period. However, this is computationally expensive. We therefore derive upper bounds of the interferences that can be computed efficiently.

![Figure 3.1: Worst-case workload of flow $F_l$](image-url)
To start, we analyze the upper bound of the interference $I_{k,j}(l)$ which is the sum of conflict interference $I_{k,j}^{c}(l)$ and contention interference $I_{k,j}^{t}(l)$. It is obvious that the interference of flow $F_i$ on any packet $P_{k,j}$ cannot exceed its workload within $P_{k,j}$’s lifetime $[r_{k,j}, d_{k,j}]$, where flow $F_i$’s workload is the number of time slots when it executes. We denote the workload of $F_i$ within $[r_{k,j}, d_{k,j}]$ as $W_{k,j}(l)$. The worst-case workload would be a upper bound of the interference. We show the worst-case workload in Figure 3.1 when the absolute deadline of one packet of $F_i$ aligns with the absolute deadline of $P_{k,j}$. In the figure, upper arrows and down arrows represent release times and absolute deadlines of packets, respectively. $P_{k,j}$ is the $j^{th}$ packet of flow $F_k$. $C_l$, $D_l$ and $T_l$ are the transmission count, the relative deadline and the period of $F_i$ respectively. $r_{k,j}$ and $d_{k,j}$ are the release time and the absolute deadline of packet $P_{k,j}$, respectively. Dashed areas are time slots when transmissions of packets are scheduled. We give the following lemma to upper bound $F_i$’s workload.

**Lemma 3.** The workload of $F_i$ within $[r_{k,j}, d_{k,j}]$ is upper bounded as follow:

$$W_{k,j}(l) \leq \lfloor D_k/T_l \rfloor C_l + \min(C_l, D_k \mod T_l),$$

where $D_k \mod T_l$ is the remainder of $D_k$ divided by $T_l$.

**Proof.** We discuss the workload of $F_i$ in three cases:

- $D_k < T_l$
- $D_k \geq T_l$ and $(D_k \mod T_l) < D_l$
- $D_k > T_l$ and $(D_k \mod T_l) \geq D_l$

In the first case, deadline of flow $F_k$ is less than period of flow $F_i$. Within $[r_{k,j}, d_{k,j}]$, there is at most one packet of $F_i$ active. Then the maximum workload of $F_i$ is $\min(C_l, D_k)$, which follows this lemma.

In the second case, deadline of $F_k$ is no less than period of $F_i$, and $D_k \mod T_l$ is less than $D_l$. First, if $D_k \mod T_l$ equals 0, then the number of flow $F_i$’s packets within $[r_{k,j}, d_{k,j}]$ is $D_k/T_l$, and the total workload is $(D_k/T_l)C_l$, which follows this lemma. Then, we assume $D_k \mod T_l > 0$, this is the exact case we show in Figure 3.1 there is one carry-in packet of flow.
\(F_l\), which is released before \(P_{k,j}\) and delivered after \(P_{k,j}\)’s release. The number of \(F_l\)’s packets within \([r_{k,j},d_{k,j}]\) is \([D_k/T_l]\). And the carry-in packet’s workload is \(\min(C_l, D_k \mod T_l)\). Then the total workload is \([D_k/T_l]C_l + \min(C_l, D_k \mod T_l)\), which also follows this lemma.

In the third case, the number of packets of \(F_l\) that are completely contained in \([r_{k,j},d_{k,j}]\) is \(\lfloor D_k/T_l \rfloor + 1\), given that \(D_k \mod T_l \geq D_l\). The workload of \(F_l\) is \((\lfloor D_k/T_l \rfloor + 1)C_l\). Because \(D_k \mod T_l \geq D_l \geq C_l\), the workload provided by this lemma is \([D_k/T_l]C_l + \min(C_l, D_k \mod T_l)\).

Then this case follows the lemma as well.

We have an upper bound of \(F_l\)’s interference on packet \(P_{k,j}\) as:

\[
I_{k,j}(l) \leq W_{k,j}(l) \leq \lfloor D_k/T_l \rfloor C_l + \min(C_l, D_k \mod T_l).
\] (3.5)

We use \(\hat{I}_{k,j}(l)\) to denote this upper bound. Then we have

\[
\hat{I}_{k,j}(l) = \lfloor D_k/T_l \rfloor C_l + \min(C_l, D_k \mod T_l).
\] (3.6)
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\caption{An example to show conflict delay}
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Now we derive the upper bound of flow \(F_l\)’s conflict interference \(I_{k,j}^f(l)\) on packet \(P_{k,j}\). Let \(S_k(l)\) denote the maximum conflict interference that one packet of flow \(F_l\) can incur on one packet of flow \(F_k\). Packets of flows \(F_k\) and \(F_l\) conflict with each other when their transmissions
share at least one node. So $S_k(l)$ is the number of $F_k$'s transmissions that share nodes with $F_l$’s transmissions. It depends on the number of links in $F_l$’s route that share nodes with $F_k$’s route as well as the number of (re)transmissions scheduled on each link. We can count it based on the routes of the two flows.

As shown in Figure 3.2, $F_k$ and $F_l$ are two flows that share a part of their routes. The number of links in $F_l$’s route that share nodes with $F_k$’s route is 4, and they are $\{u \rightarrow v, v \rightarrow A, A \rightarrow x, x \rightarrow y\}$. For simplicity, assuming only one transmission is scheduled for each link, $S_k(l)$ in this example equals 4. After upper bounding the conflict interference that one packet of $F_l$ can introduce, we can upper bound the total conflict interference that flow $F_l$ can introduce on packet $P_{k,j}$.

Following the same reasoning of analyzing the maximum workload, we have the following corollary.

**Corollary 1.** The conflict interference of flow $F_l$ on packet $P_{k,j}$ is upper bounded as follow:

$$I^f_{k,j}(l) \leq \lfloor \frac{D_k}{T_l} \rfloor S_k(l) + \min(S_k(l), D_k \mod T_l). \tag{3.7}$$

Here we use $\hat{I}^f_{k,j}(l)$ to denote this upper bound of $I^f_{k,j}(l)$, and

$$\hat{I}^f_{k,j}(l) = \lfloor \frac{D_k}{T_l} \rfloor S_k(l) + \min(S_k(l), D_k \mod T_l). \tag{3.8}$$

After upper bounding the interferences of flow $F_l$ on packet $P_{k,j}$, we have the upper bound of end-to-end delay in the following theorem.

**Theorem 1.** The end-to-end delay of flow $F_k$ is upper bounded as follow:

$$R_k \leq \sum_{l \neq k} \hat{I}^f_{k,j}(l) + \left[ \frac{\sum_{l \neq k} (I^f_{k,j}(l) - \hat{I}^f_{k,j}(l))}{m} \right] + C_k = \hat{R}_k.$$

**Proof.** As we showed in Equation (3.1), $R_{k,j} = Y^f_{k,j} + Y^t_{k,j} + C_k$. Combining it with Lemma 1 and Lemma 2 we have following inequation:
\[ R_{k,j} \leq \sum_{l \neq k} I^f_{k,j}(l) + \left\lfloor \frac{1}{m} \sum_{l \neq k} I^c_{k,j}(l) \right\rfloor + C_k. \tag{3.9} \]

From Equations (3.6) and (3.8), we have upper bounds of \( I^f_{k,j}(l) \) and \( I^c_{k,j}(l) \). However, we don’t have an upper bound of \( I^c_{k,j}(l) \). Based on Inequation (3.2), \( I^c_{k,j}(l) = I^f_{k,j}(l) + I^c_{k,j}(l) \).

In any case, \( I^f_{k,j}(l) + I^f_{k,j}(l) \leq \hat{I}_{k,j}(l) \), and \( I^f_{k,j}(l) \leq \hat{I}_{k,j}(l) \). As shown in Equation (3.9), \( I^c_{k,j}(l) \) is divided by \( m \) and floored, which shows \( I^f_{k,j}(l) \) has higher weight than \( I^c_{k,j}(l) \) in the equation. Given the fixed upper bound of \( \hat{I}_{k,j}(l) \), any amount that we reduce from conflict interference and add to contention interference will not increase the end-to-end delay. So we use \( \hat{I}_{k,j}(l) - \hat{I}_{k,j}(l) \) to replace \( I^c_{k,j}(l) \), use \( \hat{I}_{k,j}(l) \) to replace \( I^c_{k,j}(l) \) and get the upper bound of \( R^c \) as the theorem shows. The intuition is we would rather overestimate conflict interference and underestimate contention interference, which will not violate the safety of our upper bound.

\[ \square \]

3.4.4 Improved Delay Analysis

We give an upper bound of end-to-end delay in Theorem 1. Bertogna et al. [39] proposed a technique to iteratively improve scheduability analysis for real-time tasks under EDF scheduling. Inspired by their technique, we propose an Improved Delay Analysis (IDA). From now on, we will call the end-to-end delay analysis in Theorem 1 as the Basic Delay Analysis (BDA) and use it as a foundation of our IDA.

We illustrate the intuition of IDA through an example shown in Figure 3.3. \( \hat{R}_t \) is an upper bound of the end-to-end delay of flow \( F_l \) we obtained through BDA (Theorem 1). We consider the flow \( F_l \)’s interference on packet \( P_{k,j} \). In this example the deadline of packet \( P_{t,h} \) is aligned with deadline of packet \( P_{k,j} \). The upper bound of the end-to-end delay of \( F_l \) is shown in the figure with \( \hat{R}_t \). From the figure, \( P_{t,h} \) is delivered to the destination before absolute deadline of \( P_{t,h} \) as well as the release time of \( P_{k,j} \). Then all transmissions of \( P_{t,h} \) are scheduled before the release of \( P_{k,j} \). Clearly, the interference of \( F_l \) on \( P_{k,j} \) is zero. However, based on BDA, the conflict interference of \( F_l \) on \( P_{k,j} \) is \( S_k(l) \) (maximum conflict delay that \( P_{t,h} \) can incur on \( P_{k,j} \)), and the contention interference of \( F_l \) is not zero either. BDA hence overestimates the
interference in this example, because it ignores the fact that $P_{l,h}$ is delivered well before its deadline.

This observation leads to a way to reduce the pessimism of our analysis. In BDA, the most difficult part is to assure the schedulability of flows with short deadlines, because an overestimation of interference would easily push the end-to-end delay bound of the packet over its short deadline. The intuition behind IDA is to tighten up the interference estimation by considering early completion of packets.

**Observation 1.** Let $\hat{R}_l$ denote an upper bound of end-to-end delay of flow $F_l$, no transmissions of packet $P_{l,h}$ can be scheduled later than $r_{l,h} + \hat{R}_l$. 

---

---
By incorporating this observation, we propose our IDA. In IDA, we use superscript * to denote the new results of variables we already introduced in BDA.

We start by analyzing the upper bounds of interferences. We show the worst-case interference of $F_l$ on packet $P_{k,j}$ in Figure 3.4. Note that we also show the the upper bound of the end-to-end delay $\hat{R}_l$ of $F_l$ in the figure.

**Lemma 4.** Flow $F_l$’s interference on packet $P_{k,j}$ is upper bounded as follow:

$$\hat{I}_{k,j}(l)^* = \min(C_l, \max(0, (D_k \mod T_l) - (D_l - \hat{R}_l))) + \left\lfloor \frac{D_k}{T_l} \right\rfloor C_l.$$  \hfill (3.10)

**Proof.** We discuss in four cases.

- $D_k < T_l$ and $D_k \leq D_l - \hat{R}_l$
- $D_k < T_l$ and $D_k > D_l - \hat{R}_l$
- $D_k \geq T_l$ and $(D_k \mod T_l) \leq D_l - \hat{R}_l$
- $D_k \geq T_l$ and $(D_k \mod T_l) > D_l - \hat{R}_l$

In the first case, deadline of flow $F_k$ is less than period of flow $F_l$. Within $[r_{k,j}, d_{k,j}]$, there is at most one packet of $F_l$ active. Since deadline of $F_k$ is no greater than gap between $F_l$’s upper bound of end-to-end delay $\hat{R}_l$ and its deadline $D_l$. All transmissions of $F_l$ are scheduled before $P_{k,j}$’s release time. Then $F_l$’s interference equals zero in this case, which follows this lemma. This case is exactly what we show in Figure 3.3.

In the second case, there is also at most one packet of $F_l$ active. However, the release time of $P_{k,j}$ is before $F_l$’s upper bound of end-to-end delay. Packet $P_{k,j}$ is released $D_k - (D_l - \hat{R}_l)$ time slots before one packet of $F_l$ complete its transmissions. Then the maximum possible interference is $\min\{C_l, D_k - (D_l - \hat{R}_l)\}$, which also follows this lemma.

In the third case, deadline of $F_k$ is no less than period of $F_l$, and $D_k \mod T_l$ is no greater than $D_l - \hat{R}_l$. First, if $D_k \mod T_l$ equals 0, then the number packets of $F_l$ within $[r_{k,j}, d_{k,j}]$ is
$D_k/T_l$, and the total interference is $(D_k/T_l)C_l$, which follows this lemma. Then, we assume $0 < D_k \mod T_l \leq D_l - \hat{R}_l$. There is one carry-in packet of flow $F_l$, which is delivered before $P_{k,j}$’s release. So its interference on packet $P_{k,j}$ is 0. Then the total interference is $\lfloor D_k/T_l \rfloor C_l$, which also follows this lemma.

In the last case, deadline of $F_k$ is no less than period of $F_l$, and $D_k \mod T_l$ is larger than $D_l - \hat{R}_l$. If $D_k \mod T_l \geq D_l$, there are $D_k/T_l + 1$ packets of $F_l$ contained within $[r_{k,j}, d_{k,j}]$, the total interference is $(D_k/T_l + 1)C_l$, which follows this lemma. If $D_l - \hat{R}_l < D_k \mod T_l < D_l$, the carry-in packet of flow $F_l$ is partial within $[r_{k,j}, d_{k,j}]$, which is exactly what we show in Figure 3.4. The interference of this carry-in packet depends on $D_k \mod T_l - (D_l - \hat{R}_l)$, and equals min$(C_l, (D_k \mod T_l) - (D_l - \hat{R}_l))$. This case follows the lemma as well.

Following the same reasoning of analyzing upper bound of interference, we have following corollary.

**Corollary 2.** Flow $F_l$’s conflict interference on packet $P_{k,j}$ is upper bounded as follow:

$$
\hat{I}_{k,j}^l(l)^* = \min(S_k(l), \max(0, (D_k \mod T_l) - (D_l - \hat{R}_l)))+
\lfloor D_k/T_l \rfloor S_k(l).
$$

(3.11)

Similar to Theorem 1, we give an upper bound of end-to-end delay of $F_k$ here.

**Corollary 3.** The worst-case end-to-end delay of flow $F_k$ is upper bounded as follow:

$$
R_k \leq \sum_{l \neq k} \hat{I}_{k,j}^l(l)^* + \sum_{l \neq k} \left( \frac{I_{k,j}^l(l)^* - \hat{I}_{k,j}^l(l)^*}{m} \right) + C_k = \hat{R}_k^*.
$$

(3.12)

The flow set $\{F_1, F_2, \cdots, F_n\}$ is schedulable if the following statement is true:

$$
\hat{R}_k^* \leq D_k, \quad k = 1, 2, \cdots, n.
$$

(3.13)

We use an iterative algorithm to derive the upper bound of end-to-end delay $\hat{R}_k^*$. In the beginning, the initial upper bound $\hat{R}_k$ is set to $D_k$ for all flows. In each iteration, $\hat{R}_k^*$ is
calculated based on Equation (3.10)-(3.12). At the end of each iteration, for each flow $F_k$, $\hat{R}_k$ is set to $\hat{R}_k^*$. The algorithm enters a new iteration if the flow set is unschedulable and at least one flow has $\hat{R}_k^*$ updated, otherwise it terminates. We show the pseudo-code in Algorithm 1.

**Algorithm 1: Iterative algorithm**

\[
\hat{R}_k \leftarrow D_k, \forall k \leq N; \\
\text{repeat} \\
\quad \text{for } k \leq N \text{ do} \\
\quad \quad \hat{R}_k^0 \leftarrow \hat{R}_k; \\
\quad \quad \text{Calculate } \hat{R}_k^* \text{ based on (3.10)-(3.12)}; \\
\quad \quad \hat{R}_k \leftarrow \hat{R}_k^*; \\
\text{end} \\
\text{until } \hat{R}_k \leq D_k \text{ or } \hat{R}_k = \hat{R}_k^0, \forall k \leq N; \\
\hat{R}_k^* \leftarrow \hat{R}_k, \forall k \leq N;
\]

### 3.4.5 Complexity Analysis

BDA (Theorem 1) is polynomial. The calculation of upper bound of end-to-end delay of flow $F_k$ is $O(n)$ since we have $n$ flows. The complexity of BDA is $O(n^2)$ since we need to calculate the upper bound of end-to-end delay for every flow. The total time complexity is therefore $O(n^2)$.

IDA (Corollary 3) is pseudo-polynomial. The analysis in each iteration is $O(n^2)$ as discussed above. Since there are $n$ flows, and each one’s end-to-end delay can range from $C_k$ to $D_k$, the number of iterations is upper bounded as $O(n \max(D_k - C_k, k \leq N))$. Thus, the overall complexity is $O(n^3 \max(D_k - C_k, k \leq N))$.

### 3.5 Evaluation

We evaluate our end-to-end delay analysis through both experiments on a physical WSAN testbed and simulations.
3.5.1 Experiments on a WSAN Testbed

We evaluate our delay analysis on an indoor WSAN testbed consisting of 63 TelosB motes, located on the fifth floors of Bryan Hall and Jolly Hall of Washington University in St. Louis. We implement a network protocol stack on the testbed, which comprises a multi-channel TDMA MAC protocol and a routing protocol. Time is divided into 10 ms slots and clocks are synchronized across the entire network using the Flooding Time Synchronization Protocol (FTSP) \[143\]. In the routing protocol, we want to find the maximum number of link-disjoint paths for any pair of nodes. We transform this problem into a maximum flow problem by assigning each link with unit capacity and use Edmonds–Karp algorithm \[71\] to generate link-disjoint routes.

Figure 3.5 shows the topology of the WSAN testbed. We use motes 129 and 155 (red circles in Figure 3.5) as access points, which are physically connected to a root server (Gateway). The other motes are used as field devices (red circles in Figure 3.5). Black arrows are wireless links. The Network Manager runs on this root server. The rest of motes work as field devices. For each link in the testbed, we measured its packet reception ratio (PRR) by counting the number of received packets among 250 packets transmitted on the link. Following the practice of industrial deployment, we only add links with PRR higher than 90% to the topology of the testbed. To avoid channels occupied by the campus Wi-Fi, we use IEEE 15.4 channel 11 to 15 in our experiments.

We generate 8 flows in our experiment. The period of each flow is picked up from the range of $2^0\sim7$ seconds, which are typical periods used in process industry as defined in WirelessHART standard \[26\]. The length of the hyper-period is 128 seconds. The relative deadline of each flow equals to its period. All flows are schedulable based on our delay analyses. Each flow has two independent source routes. The maximum length of routes is 13 hops. Through this double-route approach, we enhance the network reliability under link failures. We run our experiments long enough such that each flow can deliver at least 100 packets.

Based on our experimental results, we evaluate our proposed approaches in terms of reliability and delay. We use delivery ratio to measure reliability. The delivery ratio of a flow is defined as percentage of packets that are successfully delivered to destination. Then, we compare the
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Table 3.1: Delivery Ratios of Flows

<table>
<thead>
<tr>
<th>Flow Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Route</td>
<td>0.95</td>
<td>1.0</td>
<td>0.97</td>
<td>1.0</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>2nd Route</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99</td>
<td>0.99</td>
<td>1.0</td>
<td>0.97</td>
<td>1.0</td>
<td>0.42</td>
</tr>
<tr>
<td>Two Routes</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.99</td>
</tr>
</tbody>
</table>
end-to-end delay we collected in experiments with our delay analyses, as well as the delay observed in simulations.

To study the reliability issue, we first measure the link qualities in our testbed. Figure 3.6 shows the cumulative histogram of link qualities (PRR) of 189 links we used in our experiments. Although we only picked up links that have PRR higher than 90% when we selected the links initially, we find some links have much lower PRR than the 90% threshold at run time. For example, link 112 → 129 has the lowest PRR of 12%. The dynamics of wireless links suggest it is necessary to have route redundancy.

Table 3.1 shows the delivery ratios of all 8 flows. We present the delivery ratio of each route as well as the aggregate delivery ratio of the two routes combined. Our results demonstrate the effectiveness of redundant routes in improving reliability. For example, the second route of flow 8 has a delivery ratio of 0.42, which is much lower than our expectation. However, by combing two routes together, flow 8 has a delivery ratio as 0.99.

In Figure 3.7, we compare end-to-end delay from experiment results with delay analyses as well as simulation. We compare five delays for each flow: minimum delay in experiments (EXP_MIN), maximum delay in experiments (EXP_MAX), maximum delay in simulation (SIM), the improved delay analysis (IDA) in Corollary 3, and the basic delay analysis (BDA) in Theorem 1. The results show for every flow, the five delays follow the following order:

\[ \text{EXP_MIN} \leq \text{EXP_MAX} \leq \text{SIM} \leq \text{IDA} \leq \text{BDA}. \]
This shows that our delay analyses are safe upper bounds of the actual delays. In addition, SIM is consistently higher than EXP_MAX, which indicates our simulations can generate test cases with worse delays than those observed on the testbed. In following evaluation, we will provide a more comprehensive evaluation of the delay analyses based on simulations over different network topologies.

3.5.2 Simulations on Random Topologies

Besides the Testbed experiments, we also test our analyses on larger random topologies with simulations. The simulator shares the same routing and scheduling design with our testbed and is written in C++. All simulations are performed on a MacBook Pro laptop with 2.4 GHz Intel Core 2 Duo processor. We generate random networks with 400 nodes and 800 links. Links are chosen randomly and assigned PRR randomly in the range of [0.90, 1.0]. We test our delay analyses on different number of flows by increasing the number of source and destination pairs. The period $T_k$ of the each flow $F_k$ is randomly generated in the range of $2^{3\sim9}$ seconds. The relative deadline $D_k$ of every flow $F_k$ is randomly generated in the range of $(C_k, \beta \ast T_k)$ slots, here $\beta$ is a randomly generated number in range of (0, 1). $C_k$ is the required time slots needed to deliver a packet from the source to the destination. For each flow set, we generate 100 test cases and simulate them on random topologies.

We compare our improved delay analysis (IDA) in Corollary 3 with the basic delay analysis (BDA) in Theorem 1 and the simulation (SIM). Our delay analyses are evaluated in terms of pessimism ratio and acceptance ratio. The former one is used to assess the tightness of the delay analyses, and the latter one is used to evaluate the effectiveness of our analyses for online admission control. For each flow, the pessimism ratio is defined as the ratio of its theoretical upper bound of end-to-end delay given by our analyses to its maximum end-to-end delay observed in simulation. The acceptance ratio is defined as the ratio of the number of test cases deemed schedulable by our analyses (or simulation) to the total number of test cases. A test case is schedulable in simulation if all flow instances released within the hyper-period meet their deadlines.

The acceptance ratios of IDA, BDA and simulation (SIM) are shown in Figure 3.8(a). The acceptance ratio of IDA remains close to simulations. The gap between IDA and SIM
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widens as the number of flows increases, but remains within 30%. This result indicates the effectiveness of IDA for admission control. The acceptance ratio of IDA is much higher than BDA, which shows the IDA highly outperforms BDA in terms of acceptance ratio.

Figure 3.8(b) shows pessimism ratios of IDA and BDA in log scale. Since if a test case is not schedulable under simulation, the simulator could not lay out the schedule of all flows, then we could not get the actual maximum end-to-end delay. So all pessimism ratios here are from test cases that are schedulable under simulation. This result confirms IDA greatly improves the tightness of the delay bound compared to BDA. The pessimism ratio of BDA increases as the number of flows increases. However, the pessimism ratio of IDA remain low despite the increase of number of flows. The median value of pessimism ratio for IDA is always around 2 in our simulations. This figure shows our IDA is scalable to large number of flows.

The time complexity of our algorithms are shown in Figure 3.8(c). The execution time of IDA grows faster than BDA as the number of flows grows while staying in an acceptable region. With 100 flows, the execution time of IDA is under 1.2 seconds, which is acceptable for admission control. Figures 3.8(a)-3.8(c) show the tradeoff between accuracy and time complexity. While IDA runs slower than BDA, it gives a much more precise estimation of end-to-end delay, which leads to a higher acceptance ratio.

3.5.3 Comparative Study of Scheduling Policies

In this subsection, we compare EDF and our Improved Delay Analysis (EDF-IDA) with state-of-the-art dynamic and static priority scheduling algorithms and their delay analyses. For dynamic priority scheduling, we consider Conflict-aware Least Laxity First (C-LLF) [172], which incorporates transmission conflicts into a Least Laxity First scheduling policy. However, there is no delay analysis for C-LLF in the literature. For fixed priority scheduling, we choose Fixed Priority with near optimal priority assignment based on heuristic search (FP) presented in [171], which was shown to significantly outperform traditional priority assignment policies. Delay Analysis for Fixed Priority scheduling policies (FP-DA) has been proposed in [170].
Figure 3.9: Comparison of Different Scheduling Policies
We compare scheduling policies through simulations on random topologies. To fully test the schedulability of different scheduling algorithms, we reduce the periods of flows from the range of $2^{6\sim11}$ to $2^{5\sim10}$. The rest of the simulation setups are same as the previous subsection. Figure 3.9(a) shows the acceptance ratios of different scheduling policies and their delay analyses. Since there is no delay analysis for C-LLF, we only include its acceptance ratio in simulations. Results show in simulations, EDF can schedule more flow sets than FP, which indicates that EDF is indeed an effective scheduling policy in practice. While C-LLF can schedule more flow sets than EDF, there is no schedulability analysis for C-LLF that can be used for fast online admission control. We also compare the acceptance ratios of delay analyses EDF-IDA and FP-DA here. Given the complexity that EDF brings to schedulability analysis, the acceptance ratio of EDF-IDA is slightly lower than FP-DA.

Figure 3.9(b) shows execution time (in log scale) of the delay analyses as well as the priority assignment algorithm needed by FP (denoted as FP-PA). The execution time of FP-PA is much higher than execution time of EDF-IDA and FP-DA. Note that priority assignment is an integral part of fixed priority scheduling and the near optimal priority assignment needs to be performed for admission control of flows. Given the high computational cost of priority assignment algorithm, EDF-IDA provides a more efficient admission test for real-time flows, which is particularly important for WSANs operating under dynamic wireless conditions in industrial environments.

3.6 Summary

With the emergence of industrial standards such as WirelessHART, wireless sensor-actuator networks (WSANs) are gaining rapid adoption in process industries. To meet the stringent real-time performance requirements of process control systems, there is a critical need for fast end-to-end delay analysis to support online admission control of periodic real-time flows in WSANs. This chapter presents a new end-to-end delay analysis for WSANs under Earliest Deadline First (EDF) transmission scheduling, a widely used dynamic priority scheduling policy in real-time systems. Our analysis that can be used to derive end-to-end delay bounds for real-time flows in WSANs at moderate run time overhead. Experiments
on a physical WSAN testbed and simulations demonstrate the effectiveness of our analysis for online admission control of real-time flows.
Chapter 4

Real-Time Routing for Wireless Sensor-Actuator Networks

As process industries start to adopt wireless sensor-actuator networks (WSANs) for control applications, it is crucial to achieve real-time communication in this emerging class of networks. Routing has significant impacts on end-to-end communication delays in WSANs. However, despite considerable research on real-time transmission scheduling and delay analysis for such networks, real-time routing remains an open question for WSANs. This chapter presents a conflict-aware real-time routing approach for WSANs. This approach leverages a key observation that conflicts among transmissions sharing a common field device contribute significantly to communication delays in industrial WSANs such as WirelessHART networks. By incorporating conflict delays in the routing decisions, conflict-aware real-time routing algorithms allow a WSAN to accommodate more real-time flows while meeting their deadlines. Evaluation based on simulations and experiments on a real WSANs testbed show conflict-aware real-time routing can lead to up to three-fold improvement in real-time capacity of WSANs.

4.1 Introduction

With the emergence of industrial standards such as WirelessHART and ISA100.11a, process industries are adopting Wireless Sensor-Actuator Networks (WSANs) that enable sensors and actuators to communicate through low-power wireless mesh networks. In recent years, we have seen world-wide deployment of WSANs. Technical reports from the
process industry show more than 1900 WirelessHART networks have been deployed around
the world, with more than 3 billion operating hours in the field.

Feedback control loops in industrial environments impose stringent end-to-end delay require-
ments on data communication. To support a feedback control loop, the network periodically
delivers data from sensors to a controller and then delivers control commands to the actu-
ators within an end-to-end deadline. The effects of deadline misses in data communication
may range from production inefficiency, equipment destruction to irreparable financial and
environmental damages.

Previous works [170, 172, 200] demonstrate that the end-to-end delays of flows highly depend
on routes. It is important to optimize routes to improve the real-time capacity of WSANs.
Existing routing algorithms usually select routes with the minimum hop count, which in-
roduces high transmission conflicts among different flows. Since high transmission conflicts
cause long end-to-end delays, shortest paths usually lead to a low real-time capacity. This
paper presents our real-time routing algorithms for WSANs. We incorporate conflict delays
into our routing design and propose conflict-aware routing algorithms that allow WSANs
to accommodate more real-time flows. Our conflict-aware routing algorithms reduce con-
flict delays of real-time flows so they can meet their deadline constraints. Our evaluation
shows that our real-time routing algorithms can greatly improve the real-time capacity of
the network.

The rest of the chapter is organized as follows. Section 4.2 reviews the related works.
Section 4.3 discusses the problem formulation. Section 4.4 provides a brief review of the
existing delay analyses, and Section 4.5 presents our real-time routing algorithms. Section 4.6
evaluates our routing algorithms through experiments and simulations, then Section 4.7
concludes the chapter.

4.2 Related Work

WSANs have attracted much attention in the research community [94, 129, 167, 170, 172, 200]
recently. Previous works studied real-time transmission scheduling [61, 130, 172], communica-
tion delay analysis [170, 200] and rate selection [167, 168]. All these works assume the routes
of the flows are given, and do not provide any routing protocol. There has been increasing interest in developing routing algorithms for WSANs. For example, Han et al. [94] propose routing algorithms to build reliable routes based on hop count, but their algorithms do not consider real-time performance.

Real-time routing has been studied in the wireless sensor network community. Xu et al. [207] propose a Potential-based Real-Time Routing (PRTR) protocol that minimizes delay for real-time traffic. However, their end-to-end delay bounds are probabilistic based on network calculus theory, which is not applicable to WSANs that require strict delay bounds. SPEED [98] bounds the end-to-end communication delays by enforcing a uniform delivery velocity. MM-SPEED [74] extends SPEED to support different delivery velocities and levels of reliability. RPAR [58] achieves application-specified communication delays at low energy cost by dynamically adapting transmission power and routing decisions. However, SPEED, MM-SPEED, and RPAR all assume each device knows its location via GPS or other localization services, which is not always feasible in WSANs. Moreover, the stateless routing policies adopted by these algorithms can not provide end-to-end delay bounds. Despite existing results on the general problem of real-time routing, none of the aforementioned work can be applied to WSANs. To meet this open challenge in industrial WSANs, we investigate the problem of real-time routing in WSANs in this paper.

4.3 Problem Formulation

In this section, we discuss the problem formulation. We consider a WSAN with a set of real-time flows $F = \{F_1, F_2, \ldots, F_n\}$. Each flow $F_k = (s_k, d_k, \phi_k, D_k, T_k)$ is characterized by a source $s_k$, a destination $d_k$, a source route $\phi_k$\footnote{The WirelessHART standard supports two types of routing: source routing and graph routing. Source routing provides a single route for each flow, whereas graph routing provides multiple redundant routes in a routing graph and therefore enhances reliability through route diversity. Our routing algorithms currently assume source routing and can be easily extended to a model where each flow has multiple source routes and sends redundant packets through every route to enhance reliability. Supporting graph routing is part of our future work.}, a relative deadline $D_k$, and a period $T_k$.

We assume that all flows are ordered by priorities. Flow $F_i$ has a higher priority than flow $F_j$, if and only if $i < j$. In practice, priorities are assigned based on deadlines, periods, or...
the criticality of the real-time flows. In this work, we use the deadline-monotonic priority assignment policy \[?\], where flows with shorter deadlines are assigned with higher priorities.

Under a fixed priority scheduling policy, the transmissions of the flows are scheduled in the following way. Starting from the highest priority flow \( F_1 \), the following procedure is repeated for every flow \( F_i \) in decreasing order of priority. For the current priority flow \( F_i \), the network manager schedules its transmissions along its route (starting from the source) in the earliest available time slots and on available channels. A time slot is available if no conflicting transmission is already scheduled in that slot. In a WSAN, the complete schedule is divided into superframes. A superframe consists of transmissions in a series of time slots and represents the communication pattern of a group of devices. A superframe repeats itself when it completes all its transmissions.

The goal of our routing algorithm is to find routes for the flows so that every flow can meet its deadline. Shortest path algorithms based on hop count \[94\] are commonly adopted in practice in WSANs. However, as shown in our simulation results presented in this paper, the effectiveness of these algorithms is far from the optimal. Based on the insights from end-to-end delay analyses, we propose two heuristics to assign routes to meet real-time requirements.

### 4.4 Conflict Delay Analysis

In this section, we summarize the delay analysis for WSANs. Previous works have studied end-to-end communication delays in WSANs \[170, 200\]. Based on their analyses, a packet can be delayed for two reasons: conflict delay and contention delay. Due to the half-duplex radio, two transmissions conflict with each other if they share a node (sender or receiver). In this case, only one of them can be scheduled in the current time slot. Therefore, if a packet conflicts with another packet that has already been scheduled in the current time slot, it has to be postponed to a later time slot, resulting in conflict delay. As a WSAN does not allow concurrent transmissions in the same channel, each channel can accommodate only one transmission across the network in each time slot. If all channels are assigned to transmissions of other packets, a packet must be delayed to a later slot, resulting in contention delay.
From existing delay analyses \cite{170,200} as well as our simulations, conflict delay plays a significant role in the end-to-end delays of flows. Furthermore, routing directly impacts conflict delays, whereas contention delays largely depend on the number of channels available. Therefore, in our routing design, we focus only on conflict delay. Saifullah et al. proposed the Efficient Delay Analysis algorithm (EDA) in \cite{170}. Here we briefly discuss their EDA algorithm and our approximation of EDA for our routing design.

We denote the maximum conflict delay that a package of flow $F_k$ suffers from a package of flow $F_i$ as $\Delta_{i,k}$. $\Delta_{i,k}$ is counted based on the routes of the two flows. $\Delta_{i,k}$ equals the number of links in $F_i$’s route that share nodes with $F_k$’s route, times the number of transmissions scheduled on each link. We use $\kappa$ to denote the number of transmissions scheduled for each link. We use an example in Figure 4.1 to show how to count $\Delta_{i,k}$. $F_k$ and $F_i$ are two flows that share a part of their routes. Four links in $F_i$’s route share nodes with $F_k$’s route, which are $\{(u,v), (v,A), (A,x), (x,y)\}$. For simplicity, assuming only one transmission is scheduled for each link, $\Delta_{i,k}$ in this example equals 4.

Given a time interval of $t$ slots, the number of packets of flow $F_i$ that contribute to the delay of a packet of flow $F_k$ during this time interval is upper bounded by $\lceil \frac{t}{T_i} \rceil$. As \cite{170} shows, the worst-case conflict delay of a packet of flow $F_k$ from all packets of flow $F_i$ in a time window $t$ can be bounded as

$$\Theta_{i,k}(t) = \lceil \frac{t}{T_i} \rceil \Delta_{i,k},$$  \hspace{1cm} (4.1)
where \( T_i \) is the period of flow \( F_i \) and \( \Delta^i_k \) is the maximum conflict delay imposed by one packet of flow \( F_i \).

By summarizing conflict delays from all flows with higher priorities than flow \( F_k \), EDA proposes a upper bound of the conflict delay of flow \( F_k \) as

\[
\Theta_k(t) = \sum_{i<k} \left\lceil \frac{t}{T_i} \right\rceil \Delta^i_k.
\]

(4.2)

Based on Equation (4.2), EDA uses an iterative fixed-point algorithm to get the upper bound of \( F_k \)'s conflict delay. However, the iterative fixed-point algorithm is too expensive for our routing algorithms since we will use the delay analysis as a basic component and call it extensively in our routing algorithm. Here, we propose an efficient approximation of EDA.

A packet of flow \( F_k \) can be delayed only within its lifetime \( D_k \) (the relative deadline of flow \( F_k \)). Instead of using an iterative fixed-point algorithm, we use the deadline of flow \( F_k \) as the length of time window. We further ignore the ceiling function and approximate the conflict delay that \( F_k \) can suffer from flow \( F_i \) as

\[
\Theta^i_k = \frac{D_k}{T_i} \Delta^i_k.
\]

(4.3)

By considering conflict delays from all flows, we approximate the conflict delay of flow \( F_k \) as:

\[
\Theta_k = \sum_{i<k} \frac{D_k}{T_i} \Delta^i_k.
\]

(4.4)

We present the pseudocode of our conflict delay analysis algorithm in Algorithm 2. The for loop from line 7 to line 11 has a complexity of \( O(|\phi_i|\log|\phi_k|) \) since one look up takes \( \log|\phi_k| \) in average. The for loop from line 2 to line 11 has a complexity of \( |\mathcal{F}|\phi_i|\log|\phi_k| \). Because \( |\phi_i| \leq |V| \) and \( |\phi_k| \leq |V| \), the complexity of our conflict delay analysis algorithm is \( O(|\mathcal{F}|\|V|\log|V|) \).
Algorithm 2: Conflict Delay Analysis

Function $CDA(G, \mathcal{F}, \kappa)$

\textbf{Input}: A graph $G(V, E)$, a flow set $\mathcal{F} = \{F_1, F_2, \cdots, F_n\}$ ordered by priority, where $F_k = (s_k, d_k, \phi_k, T_k, D_k)$

\textbf{Output}: Conflict delays $\{\theta_1, \theta_2, \cdots, \theta_n\}$ for all flows

\textbf{for each flow} $F_k$ \textbf{from} $F_2$ \textbf{to} $F_n$ do
\begin{align*}
S &= \emptyset; \\
\text{for each link} \ (u, v) \in \phi_k &\text{ do} \\
&\quad \text{insert} \ u \ \text{into} \ S; \\
&\quad \text{insert} \ v \ \text{into} \ S; \\
\text{for each flow} \ F_i \ \text{from} \ F_1 \ \text{to} \ F_{k-1} &\text{ do} \\
&\quad \Delta^i_k = 0; \\
&\quad \text{for each link} \ (u, v) \in \phi_i &\text{ do} \\
&\n\n&\n\n&\quad \text{if} \ u \in S \ \text{or} \ v \in S &\text{ then} \\
&\n\n&\n\n&\quad \Delta^i_k = \Delta^i_k + \kappa;
\end{align*}

\textbf{for each flow} $F_k$ \textbf{from} $F_1$ \textbf{to} $F_n$ do
\begin{align*}
\Theta_k &= 0; \\
\text{if} \ k > 1 &\text{ then} \\
&\quad \text{for each flow} \ F_i \ \text{from} \ F_1 \ \text{to} \ F_{k-1} \ \text{do} \\
&\n\n&\n\n&\quad \Theta_k = \Theta_k + \frac{D_k}{T_i} \Delta^i_k;
\end{align*}
4.5 Real-Time Routing

In WSANs, existing routing algorithms [94] usually take hop count as the metric when selecting routes. As a result, each flow will select a route with the minimum hop count. However, the shortest path does not necessarily lead to the smallest end-to-end delay. As previous delay analyses [170,200] and our simulations presented in Section 4.6 show, conflict delay plays an important role in the end-to-end delay. In this section, we take conflict delay into account in the routing decision and propose our real-time routing algorithms.

As we summarized in Section 4.4, the conflict delay that a flow $F_k$ experiences is approximated as $\Theta_k = \sum_{i<k} D_k T_i \Delta_k^i$, where $T_i$ is the period of a high-priority flow $F_i$, and $\Delta_k^i$ is the maximum conflict delay imposed by one packet of flow $F_i$. To be more specific, $\Delta_k^i$ is the number of transmissions of flow $F_i$ that share nodes with flow $F_k$, which depends on the routes of flows $F_i$ and $F_k$. In our real-time routing algorithms, we aim to reduce the conflict delay caused by high-priority flows under a deadline-monotonic priority assignment that assigns higher priorities to flows with shorter deadlines. This policy can improve the number of flows meeting their deadlines, as shown in our simulation results in Section 4.6.

4.5.1 Conflict-Aware Routing

We discuss our Conflict-Aware Routing (CAR) algorithm, which pick routes with small conflict delays caused by high-priority flows. Our CAR algorithm runs as follows. We assign routes for flows following the priority order, from the highest to the lowest. For each flow $F_k$, we update the link weights based on routes of higher priority flows. If a link $(u, v)$ shares at least one node with a higher priority flow $F_i$’s route, its weight will be increased by $D_k T_i$ based on Equation (4.3). After updating the link weights, we run Dijkstra’s algorithm [65] to find the path $\phi_k$ with the smallest path weight. The algorithm terminates when the flow with lowest priority is assigned with a route $\phi_n$. We present the pseudocode of our CAR algorithm in Algorithm 3.

Figure 4.2 shows an example of our CAR algorithm. In this example, we have two flows, $F_h$ and $F_l$. Flow $F_h$ has a higher priority than flow $F_l$. The flow $F_h$ has a source $p$, a destination $a$, a period 1s, and a deadline 1s. The flow $F_l$ has a source $q$, a destination $a$, a period
Algorithm 3: Conflict-Aware Routing

Function $CAR(G, \mathcal{F})$

Input: A graph $G(V, E)$, A flow set $\mathcal{F} = \{F_1, F_2, \cdots, F_n\}$ ordered by priority with $F_k = (s_k, d_k, T_k, D_k)$

Variable: link weight $w$, link delay coefficient $c$

Output: A route $\phi_k$ for each flow $F_k$

for each link $(u, v) \in E$ do
  $w(u, v) = 1$;
  $c(u, v) = 0$;

for each flow $F_k$ from $F_1$ to $F_n$ do
  if $k > 1$ then
    for each link $(u, v) \in E$ do
      $w(u, v) = 1 + D_k \cdot c(u, v)$;
  
  Find the shortest path $\phi_k$ connecting $s_k$ to $d_k$;
  Assign $\phi_k$ as flow $F_k$'s route;

for each link $(u, v) \in E$ do
  if $(u, v)$ shares at least one node with $F_k$'s route $R_k$ then
    $c(u, v) = c(u, v) + \frac{1}{T_k}$;
Figure 4.2: An example of the CAR algorithm. Red lines represent the route of flow $F_h$. Blue lines represent the route of flow $F_l$. 

(a) Assign initial link weights

(b) Pick the route of $F_h$

(c) Update link weights

(d) Pick the route of $F_l$
4s, and a deadline 4s. We use black lines to represent links in the network, red lines to represent the route of flow $F_h$, and blue lines to represent the route of flow $F_l$. In the first step (Figure 4.2(a)), we assign an initial link weight of 1 for each link in the topology. In the second step (Figure 4.2(b)), we run the shortest path algorithm to get $F_h$’s route as $p \rightarrow b \rightarrow a$. In the second step (Figure 4.2(c)), we update the link weights based on flow $F_h$’s route. If a link $(u, v)$ shares at least one node with any link on flow $F_h$’s route, we add an estimated conflict delay $D_{T_h} = 4$ to the link weight, because each link in flow $F_h$’s route will bring $D_{T_h} = 4$ conflict delay to flow $F_l$ based on the delay analysis in Equation 4.3. In this example, links that could encounter conflict delay from flow $F_h$ will have a link weight of 5. In the fourth step (Figure 4.2(d)), we find the shortest path from flow $F_l$’s source $q$ to its destination $a$, which is $q \rightarrow e \rightarrow c \rightarrow a$ in this example. Note the path we found is different from the shortest path based on hop count $q \rightarrow b \rightarrow a$.

Now we discuss the complexity of the CAR algorithm. We first check the complexity for each flow (one iteration within the for loop at lines 5-13). The complexity to update the link weights is $O(|E|)$. The complexity of the Dijkstra’s algorithm is $O(|E| + |V|\log|V|)$, and the complexity to update the delay coefficients is $O(|E|)$. Then the complexity of each flow is $O(|E| + |V|\log|V|)$. Therefore, the complexity of our CAR algorithm is $O(|F|(|E| + |V|\log|V|))$.

### 4.5.2 Iterative Conflict-Aware Routing

By reducing the conflict delay of low priority flows, we can accommodate more flows while meeting their deadlines. However, CAR is based on flow priorities, and high priority flows are not aware of the routes of low priority flows. We further improve the real-time capacity by introducing an approach where high priority flows also take into account the routes of low priority flows. We introduce our Iterative Conflict-Aware Routing (ICAR) algorithm as Algorithm 4.

The ICAR algorithm terminates when no flows update their routes in the last round or all flows are schedulable under EDA. Within each round, flows pick their routes one by one. For each flow $F_k$, the algorithm first updates link weights based on the routes of other flows. One difference between ICAR and CAR is that lower priority flows can also contribute to
Algorithm 4: Iterative Conflict-Aware Routing

Function ICAR(G, F)

Input : A graph G(V, E), A flow set F = {F_1, F_2, ⋯ , F_n} ordered by priority with F_k = (s_k, d_k, T_k, D_k)
Variable: link weight w, per link flow set S, link delay coefficient c
Output : A route φ_k for each flow F_k
changed = true; schedulable = false;
for each flow F_k ∈ F do
  φ_k = ∅;
for each link (u, v) ∈ E do
  S(u, v) = ∅; c(u, v) = 0;
while changed == true and schedulable == false do
  changed = false; schedulable = true;
  for each flow F_k from F_1 to F_n do
    if k > 1 then
      for each link (u, v) ∈ E do
        if F_k ∈ S(u, v) then
          w(u, v) = 1 + D_k · (c(u, v) - 1/T_k);
        else
          w(u, v) = 1 + D_k · c(u, v);
      Find the shortest path φ_temp connecting s_k to d_k;
      schedulable_temp = EDA(φ_temp);
      if φ_k == ∅ or (φ_temp ≠ φ_k and schedulable_temp == true) then
        routechanged = true; schedulable = schedulable_temp;
      if φ_temp == φ_k or (φ_temp ≠ φ_k and schedulable_temp == false) then
        routechanged = false; schedulable = EDA(φ_k);
      if routechanged == true then
        changed = true;
        for each link (u, v) ∈ φ_k do
          if (u, v) ∈ φ_temp then
            Remove F_k from S(u, v); c(u, v) = c(u, v) - 1/T_k;
      for each link (u, v) ∈ φ_temp do
        if (u, v) ∈ φ_k then
          Insert F_k into S(u, v); c(u, v) = c(u, v) + 1/T_k;
      φ_k = φ_temp;
link weights for $F_k$. ICAR lets higher priority flows be aware of the routes of lower priority flows, and therefore reduces the overlapping of their routes. This leaves a bigger space for low priority flows and gives them a higher chance to find routes which are schedulable. If a new route $R_{temp}$ is found, the algorithm will first check whether flow $F_k$ with this new route is schedulable under EDA. If yes, this new route $R_{temp}$ is assigned to $F_k$ and flow $F_k$ is indicated as schedulable. If not, flow $F_k$ will use its old route $R_k$. If flow $F_k$ is schedulable under EDA, we indicate it as schedulable; otherwise, $F_k$ is unschedulable. The algorithm will enter into a new round if at least one flow is not schedulable and at least one flow has an updated route.

4.6 Evaluation

We evaluate our real-time routing algorithms through both experiments on a physical WSAN testbed and simulations based on the WSAN testbed topology. We compare our Conflict-Aware Routing (CAR) algorithm and the Iterative Conflict-Aware Routing (ICAR) algorithm with the Shortest Path Routing (SP) algorithm. In SP, each flow uses breath-first search algorithm \[65\] to select a route with the minimum hop count.
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Figure 4.4: Delays
4.6.1 Experiments on a WSAN Testbed

We evaluate our routing designs on an indoor WSAN testbed consisting of 63 TelosB motes, located on the fifth floors of two adjacent buildings. Figure 4.3 shows the topology of the WSAN testbed. We use motes 129 and 155 (green circles) as access points, which are physically connected to a root server (the gateway). The other motes are used as field devices (red circles). The network manager as a software runs on this root server. For each link in the testbed, we measure its packet reception ratio (PRR) by counting the number of received packets among 250 packets transmitted on the link. Following the practice of industrial deployment, we only add links with PRRs higher than 90% to the topology of the testbed. We implement a multi-channel TDMA MAC protocol on top of the IEEE 802.15.4 physical layer. Clocks of network devices across the entire network are synchronized using the Flooding Time Synchronization Protocol (FTSP) [143]. Time is divided into 10 ms slots.

We generate 8 flows in our experiment. We use 8 channels in this experiment. The period of each flow is picked up from the range of $2^{4-7} \times 10$ milliseconds. The length of the hyper-period is 128 milliseconds. The relative deadline of each flow equals to its period. All flows are schedulable based on our delay analyses. We run our experiments long enough such that each flow can deliver at least 100 packets.

In Figure 4.4, we compare delays from the experimental results with delay analyses as well as simulation. We compare four delays for each flow: minimum delay in experiments (EXP-MIN), maximum delay in experiments (EXP-MAX), maximum delay in simulation (SIM), and the estimated delay in EDA [170]. We evaluate both the end-to-end delays and the conflict delays. To save space, Figure 4.4(a) shares the same legend with Figure 4.4(b).

First of all, the results show for both the end-to-end delay and conflict delay, every flow has the four delays follow the following order: EXP-MIN $\leq$ EXP-MAX $\leq$ SIM $\leq$ EDA.

This shows that simulation and delay analysis are safe upper bounds of the actual delays. In addition, SIM is consistently higher than EXP-MAX, which indicates our simulations can generate test cases with worse delays than those observed on the testbed.

Figure 4.4(a) compares end-to-end delays of flows based on different routing algorithms: SP, CAR, and ICAR. The results show CAR and ICAR can reduce the end-to-end delays
compared with SP. Furthermore, ICAR can further reduce the delays for flows with low priorities. Given we have enough channels in this experiment, there is no contention delay. We further compare conflict delays of flows in Figure 4.4(b). Clearly, CAR and ICAR can reduce the conflict delays of flows. For example, flow 7 has conflict delays in SP routing. However, its conflict delays in CAR and ICAR routings are zero. By reducing conflict delays, CAR and ICAR can reduce the end-to-end delays of flows.

4.6.2 Simulations

Besides the testbed experiments, we also test our routing algorithms through simulations on testbed topology. The simulator uses the same routing and scheduling design used on our testbed experiments and is written in C++. All simulations are performed on a MacBook
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Pro laptop with 2.4 GHz Intel Core 2 Duo processor. To show the impact of the number of channels, we test our algorithms under different number of channels (4, 8, 12, and 16) in our simulation. We test our routing designs on different numbers of flows by increasing the numbers of source and destination pairs from 2 to 22. The period $T_k$ of the each flow $F_k$ is randomly generated in the range of $2^{4-7} \times 10$ milliseconds. The relative deadline $D_k$ of every flow $F_k$ is equal to its period. For each flow set, we generate 100 test cases and simulate them on testbed topologies.

We first compare the acceptance ratios of CAR, ICAR and SP in Figure 4.5. SP always has the lowest acceptance ratio. Both CAR and ICAR have much higher acceptance ratios than SP when the network has at least 8 channels. ICAR has a higher acceptance ratio than CAR, which shows the benefit of letting flows with higher priorities be aware of the routes of lower priority flows. The performance of our real-time routing algorithms improves.
Figure 4.8: Delays in Analysis
when the number of channels increases. Because when the network has very few channels, contention delay is the main part of end-to-end delay. However, when the network has more channels, the conflict delay becomes the dominant part of the end-to-end delay. Compared to SP, CAR and ICAR can improve the acceptance ratio by 239% and 350% in average with 16 channels, respectively. We further compare the acceptance ratios of CAR, ICAR and SP on efficient delay analysis [170] in Figure 4.6. Our simulation results show CAR and ICAR have higher acceptance ratio in delay analysis compared to SP. Because the delay analysis is pessimistic compared to simulation, acceptance ratios in delay analyses (Figure 4.6) are lower than simulation (Figure 4.5).

We further compare end-to-end delays of CAR, ICAR, and SP in Figure 4.7. Here we draw the average delays of all 100 test cases. We use CF to stand for conflict delay, CT for contention delay, and TC for transmission count (number of transmissions scheduled on the route). When the number of channels is small (4 or 8), the contention delays can be important part of the end-to-end delays. However, when the network has 12 channels, the contention delays are zero, and conflict delays dominate since then. Although CAR and ICAR may lead to routes with longer hop count, their end-to-end delays are smaller than SP in average. Because CAR and ICAR have fewer conflict delays than SP in all cases. The end-to-end delays in delay analysis [170] show the same trend in Figure 4.8.

We compare the execution time of SP, CAR, and ICAR when there are 10 channels in Figure 4.9. The execution time increases as the number of flows increases in all three algorithms. The execution time of three routing algorithms follows this order: SP < CAR < ICAR. SP has the lowest execution time since it uses the breadth-first search algorithm. ICAR has a higher execution time than CAR because it is an iterative algorithm. The execution time of ICAR is less than 200 ms when the number of flows is 22, which is acceptable in real-world operations. We also show the number of iterations in Figure 4.10. The number of iterations increases as the number of flows increases. Even for 22 flows, the maximum number of iterations is 4 in our simulations, which is relatively small when considering the size of the network.
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4.7 Summary

As process industries start to adopt wireless sensor-actuator networks (WSANs) for control applications, it is crucial to achieve real-time communication in this emerging class of networks. Routing has significant impacts on end-to-end communication delays in WSANs. However, despite considerable research on real-time transmission scheduling and delay analysis for such networks, real-time routing remains an open question for WSANs. This paper presents a *conflict-aware real-time routing* approach for WSANs. This approach leverage a key observation that conflicts among transmissions sharing a common field device contribute significantly to communication delays in industrial WSANs such as WirelessHART networks. By incorporating conflict delays in the routing decisions, conflict-aware real-time routing algorithms allow a WSAN to accommodate more real-time flows while meeting their deadlines. Evaluation based on simulations and experiments on a real WSANs testbed show conflict-aware real-time routing can lead to up to three-fold improvement in real-time capacity of WSANs.
Chapter 5

Energy-Efficient Routing for Wireless Sensor-Actuator Networks

Process industries are adopting wireless sensor-actuator networks (WSANs) as the communication infrastructure. The dynamics of industrial environments and stringent reliability requirements necessitate high degrees of fault tolerance in routing. WirelessHART is an open industrial standard for WSANs that have seen world-wide deployments. WirelessHART employs graph routing schemes to achieve network reliability through multiple paths. Since many industrial devices operate on batteries in harsh environments where changing batteries are prohibitively labor-intensive, WSANs need to achieve long network lifetime. To meet industrial demand for long-term reliable communication, this chapter studies the problem of maximizing network lifetime for WSANs under graph routing. We formulate the network lifetime maximization problem for WirelessHART networks under graph routing. Then, we propose the optimal algorithm and two more efficient algorithms to prolong the network lifetime of WSANs. Experiments in a physical testbed and simulations show our linear programming relaxation and greedy heuristics can improve the network lifetime by up to 50% while preserving the reliability benefits of graph routing.

5.1 Introduction

With the emergence of industrial standards such as WirelessHART [26] and ISA100 [16], process industries are adopting Wireless Sensor-Actuator Networks (WSANs) that enable sensors and actuators to communicate through low-power multi-hop wireless mesh networks
The process industry has installed more than 1800 WirelessHART networks and 10 thousands WirelessHART devices around the world, with more than 3 billion operating hours in the field [13].

The limited energy supply of the network devices necessitates the efficient utilization of battery power. Energy consumption is closely coupled with route selection. Selecting a routing path that optimizes energy efficiency can lead to a longer network lifetime. In industrial environments, changing batteries can be dramatically expensive and difficult, e.g., oil fields spanning large areas under harsh environmental conditions. Thus, maximizing the lifetime of the network is an important problem that needs to be tackled.

To support reliable communication over wireless mesh networks, the WirelessHART standard adopts a graph routing approach. A graph route consists of a primary path and multiple backup paths. For each link on the primary path, a backup path is used to handle the link failure. Graph routing introduces unique challenges in energy-efficient routing that has not been investigated in earlier research on energy-efficient routing for wireless sensor networks.

This chapter addresses the network lifetime maximization problem under graph routing. We first formulate the lifetime maximization problem under graph routing based on the WirelessHART standard. We then propose approximation solutions based on linear programming relaxation and greedy heuristics. Specifically, our contributions are five-fold:

- Formulation of the network lifetime maximization problem under graph routing and proof of its NP-completeness.
- An optimal network lifetime maximization algorithm based on integer programming.
- An approximation algorithm through linear relaxation of the integer programming algorithm.
- An efficient greedy heuristics with lower computational complexity.
- Implementation and evaluation of the proposed algorithms on a wireless sensor-actuator network testbed, as well as in large-scale simulations.
Our evaluation shows that the linear programming relaxation and greedy heuristics can greatly improve the network lifetime by up to 50%, and that the greedy heuristic is more efficient than the linear programming relaxation approach.

The rest of the chapter is organized as follows. Section 5.2 reviews the related works. Section 5.3 describes the energy consumption model. Section 5.4 formulates the lifetime maximization problem and proves it is NP-complete. Section 5.5 presents our lifetime maximization graph routing algorithms. Section 5.6 evaluates different graph routing algorithms in experiments and simulations. Section 5.7 concludes the chapter.

5.2 Related Work

There has been increasing interest in developing new routing approaches for WSANs. For example, Han et al. [94] proposed routing algorithms to build graph routes, but this work does not address energy efficiency of graph routing. Energy-aware routing for wireless sensor and ad hoc networks has received significant attention [178]. Stojmenovic and Lin [189] proposed a protocol to minimize total power consumption and extend network lifetime. Chang and Tassiulas proposed to maximize the network lifetime by balancing network traffic among the nodes in proportion to their residual energy [50, 52]. Li et al. [135] proposed a routing protocol that combines the benefits of selecting the path with minimum power consumption and the path that maximizes residual power in the nodes. Doshi et al. [68] implemented a minimum energy routing version of the DSR protocol in a network simulator. Kalpakis et al. [108] studied lifetime maximization problem for tree topology network. In addition, energy-aware geographic routing was studied in [126, 139, 141, 144, 174, 204, 213].

Despite considerable results on the general problem of network lifetime optimization, none of the aforementioned work addresses graph routing, which is an important technique that WirelessHART standard used to achieve reliable communication in industrial settings [176]. Hence they are not applicable for WSANs. To meet this open challenge in industrial WSANs, we investigate the problem of network lifetime maximization under graph routing in WirelessHART networks in this chapter.
5.3 Energy Consumption Model

We analyze the energy consumption under graph routing in this section. Specifically, for a single packet, we analyze the energy consumption of each device on both the primary path and backup paths. Since the scheduling policies for transmission on the primary path and backup path are different, we analyze the energy consumption for them separately. For each transmission on the primary path, two dedicated slots are assigned. If the first transmission succeeds, the following retransmission will not occur and both sender and receiver will turn off their radio at the second time slot. Otherwise, a second retry will happen in the second assigned time slot. If both of the transmissions on the primary path fail, there will be a third retry on the backup path.

Figure 5.1 shows the timing of a transmission in a time slot according to the WirelessHART standard [26]. The top of the timing diagram shows the operation of the sender and the bottom shows that of the receiver. When a shared slot is assigned, the sender will perform the Clear Channel Assessment (CCA) before transmitting the packet. We use $TsMaxPacket$ to denote the amount of time it takes to transmit the longest possible message. When scheduled as the transmission’s receiver, the receiver must enter receive mode. The receiver must keep the radio on to listen to potential packet transmission. We denote the minimum time to wait for start of message as $TsRxWait$. If an intended communication is detected, the receiver keeps listening until it has received the whole packet. Otherwise, the receiver will turn off the radio after the receive window expires. We denote the power of transmitting and receiving a packet as $P_t$ and $P_r$ respectively.
Assume $v_i$ is a network device on the primary path which is scheduled to send one packet to a network device $v_j$. We use $\alpha$ to denote the Packet Reception Ratio (PRR) for this link. Then the probability that it can successfully transmit a packet to its receiver $v_j$ on the first try is $\alpha$. The probability that it fails in the first try and needs to transmit the packet to $v_j$ in the second retry is $1 - \alpha$. So the expected time length that the sender keeps its radio on is

$$\alpha \times TsMaxPacket + 2(1 - \alpha)TsMaxPacket = (2 - \alpha)TsMaxPacket.$$ 

A receiver on the primary path has the same expected time length keeping its radio on for the same reason. By incorporating the current, we get the expected energy consumption of a network device as a sender or a receiver for delivering one packet on the primary path. We denote $E_t$ as the expected energy consumption of device $v_i$ to transmit a packet to $v_j$ on a primary path, thus

$$E_t = (2 - \alpha)P_t \times TsMaxPacket.$$ (5.1)

The expected energy consumption of device $j$ to receive a packet from $i$ on a primary path is:

$$E_r = (2 - \alpha)P_r \times TsMaxPacket.$$ (5.2)

Since transmission on a backup path will happen only when the two consecutive dedicated transmissions fail, the chance that there is an actual packet transmission on a backup path is $(1 - \alpha)^2$ (e.g., less than 0.01 if we use a PRR threshold of 0.9). However, as long as a transmission is scheduled on a link, the receiver needs to turn on the radio and listen for $TsRxWait$ time to check whether there is an incoming packet. Then the expected energy consumption of device $i$ on a backup path to transmit a packet is

$$E_{tb} = (1 - \alpha)^2P_t \times TsMaxPacket.$$ (5.3)

The expected energy consumption of device $i$ to receive a packet on backup path is:

$$E_{rb} = (1 - \alpha)^2P_r \times TsMaxPacket + (1 - (1 - \alpha)^2)P_r \times TsRxWait.$$ (5.4)
Table 5.1 summarizes the power to transmit or receive a packet on the CC2420 radio chip \cite{11}, which is compatible to IEEE 802.15.4 standard (physical layer of WirelessHART standard). Table 5.1 also shows the timing parameters in packet transmission defined in the WirelessHART standard \cite{26}. Based on Table 5.1, we obtain the expected energy consumptions in Table 5.2 assuming a PRR of 90\%, a typical threshold used for blacklisting links in industrial WSANs.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_t )</td>
<td>52.2</td>
<td>mW</td>
</tr>
<tr>
<td>( P_r )</td>
<td>59.1</td>
<td>mW</td>
</tr>
<tr>
<td>( TsMaxPacket )</td>
<td>4256</td>
<td>µs</td>
</tr>
<tr>
<td>( TsRxWait )</td>
<td>2200</td>
<td>µs</td>
</tr>
</tbody>
</table>

Table 5.1: Representative Radio Parameters

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_t )</td>
<td>277</td>
<td>µJ</td>
</tr>
<tr>
<td>( E_r )</td>
<td>244</td>
<td>µJ</td>
</tr>
<tr>
<td>( E_{tb} )</td>
<td>2.2</td>
<td>µJ</td>
</tr>
<tr>
<td>( E_{rb} )</td>
<td>131</td>
<td>µJ</td>
</tr>
</tbody>
</table>

Table 5.2: Expected energy consumption of devices to transmit or receive a packet

Note the expected energy consumption to transmit a packet on a backup link is less than 1\% of the expected energy for transmitting a packet on a primary link. We will ignore \( E_{tb} \) in the remaining part of this chapter.

5.4 Graph Route Lifetime Maximization Problem

In this section, we formulate the Graph Route Lifetime Maximization (GRLM) problem. Our objective is to maximize the lifetime of the network.

**Definition 2.** The network lifetime is the time it takes the first field device to exhaust its battery.
In terms of lifetime optimization, the most significant difference between WSANs and traditional wireless sensor networks is the route diversity. Instead of scheduling transmissions on only one path, WSANs schedule transmissions on both the primary path and backup paths.

**Definition 3.** In a GRLM problem, we are given a graph $G = (V, E)$ with battery $B_v$ for each device $v$, and a set of flows $F = \{f_1, f_2, \cdots, f_N\}$. Each flow $f_k$ has a source $s_k$, a destination $d_k$, and a rate $r_k$. The GRLM problem is to find graph routes for all flows to maximize the network lifetime.

The GRLM problem is NP-complete because even the source routing version of the problem is NP-complete as shown below.

**Proof.** To prove the SRLM problem is NP-complete, we prove its decision version is NP-complete. The decision problem of SRLM is given a network lifetime $T$, whether this network lifetime $T$ can be satisfied.

We begin with the work of Fortune et al. [76], which proved the Maximum Edge-Disjoint Paths problem (MEDP) is NP-complete. In MEDP, we are given an graph $G = (V, E)$, and a set of $k$ device pairs $\Gamma = \{(s_i, t_i) : i = 1, \cdots, k\}$. The goal is to find the maximum subset of pairs from $\Gamma$, along with a path for each chosen pair, so that no two paths share the same link. The decision problem of MEDP is whether a given set of device pairs in $\Gamma$ can satisfy the requirements.

![Reduction Diagram](image)

**Figure 5.2: Reduction**

Clearly, the decision problem of SRLM is in NP since we can verify in polynomial time if a candidate solution provides source routes for all flows and achieves the targeted lifetime.
To show the problem is NP-complete, we reduce it from MEDP, which is known to be NP-complete \cite{76}. The reduction algorithm takes an instance of the MEDP problem as input. Given a graph $G$, we construct an auxiliary graph $G'$ in the following manner. For each link $e$ in $G$ (i.e., $a \to c$ in Figure 5.2), we break it into two links ($a \to f$ and $f \to c$) and add a new link-device ($f$) to connect these two links (Figure 2). All devices in the original graph are assigned with battery capacity as $+\infty$, and all newly added devices are assigned with unit battery capacity 1. For each device pair $(s_i, t_i)$ in $\Gamma$, we create a flow $F_i$ in $G'$ with source $s_i$, destination $t_i$, and unit rate 1. The targeted lifetime of the network is $T = \frac{1}{E_t + E_r}$. Note that $\frac{1}{E_t + E_r}$ is the lifetime of a link-device if only one flow goes through it. To complete the proof, we show that all pairs in $\Gamma$ have link-disjoint paths if and only if the network lifetime of $G'$ is no less than $T$.

$\leftarrow$ If all device pairs have link-disjoint paths in $G$, then the reduced paths in $G'$ can have a network lifetime no less than $T$. Since at most one reduced flow goes through each link-device and the lifetime of each link-device is no smaller than the network lifetime target $T$, the network lifetime of $G'$ is no smaller than $T$.

$\rightarrow$ If the network lifetime of $G'$ is no less than $T$, then there are link-disjoint paths for all device pairs in $\Gamma$. Since the battery of each link-device can support exactly one flow, only one path will go through each link-device, which indicates those paths are edge-disjoint paths. Then we get link-disjoint paths in the original graph $G$.

Given the reduction is in polynomial time and a instance of MEDP is true if and only if the reduced instance of SRML is true, we prove that SRML is NP-hard, as well as NP-complete.

\[ \square \]

### 5.5 Lifetime Maximization Graph Routing Algorithms

In this section, we propose an optimal solution based on integer programming, followed by more efficient solutions based on linear relaxation and a greedy heuristics.
5.5.1 Integer Programming

In this subsection, we formulate the GRLM problem into an integer programming based on our energy consumption model.

All the field devices are powered by batteries, while access points and the Gateway are tethered to wired power sources. The lifetime of a field device is modeled as the initial battery divided by its average power consumption, also refereed as load in this chapter. Here we denote the initial battery capacity of a device \( v_i \) as \( B_i \), and the load as \( L_i \). For access points and the Gateway, batteries are set to be infinity. Our goal here is to maximize the minimum lifetime among all devices, which is expressed as \( \max \min_i \frac{B_i}{L_i} \). This objective function can be transformed to minimize the maximum normalized load \( \gamma_i \), defined as \( \frac{L_i}{B_i} \) for device \( v_i \). Hence the GRLM problem can be formulated as \( \min \max_i \gamma_i \).

We formulate the integer programming as follows. The primary path variable \( x_{i,j}^k \) is a binary variable. If link \( \overrightarrow{ij} \) is used in the primary path for flow \( k \), then \( x_{i,j}^k \) equals 1, otherwise, it equals 0. The same rule is applied to backup path variable \( y_{i,j}^k \). However, since multiple backup paths may share a same link, the backup path variable \( y_{i,j}^k \) is an integer variable, which could be larger than 1.

First, there is only one link used in the primary path among all outgoing links of the source \( s_k \) (5.5a). Then the conservation constraint (5.5b) says the sum of outgoing primary path variables equals the sum of incoming primary path variables at every device except the source and the destination, where \( \delta_{i,j} \) is the Kronecker delta function \([17]\). Here \( \delta_{i,j} \) equals 1 if \( i \) and \( j \) are the same, and 0 otherwise.
Objective: minimize $\Gamma$

\[
\sum_{\rightarrow s_{k,j} \in E} x_{s_{k,j}}^k = 1 \tag{5.5a}
\]

\[
\sum_{\rightarrow j \in E} x_{j,i}^k + \delta_{i,s_k} = \sum_{\rightarrow i \in E} x_{i,j}^k, \forall i \in V \tag{5.5b}
\]

\[
\sum_{\rightarrow j \in E} y_{j,i}^k + \sum_{\rightarrow i \in E} x_{i,j}^k = \sum_{\rightarrow j \in E} y_{i,j}^k, \forall i \in V \setminus \{t_k\} \tag{5.5c}
\]

\[
\sum_{\rightarrow p \in E: p \neq j} y_{i,p}^k \geq x_{i,j}^k, \forall i,j \in E \tag{5.5d}
\]

\[
\gamma_i = \sum_k \frac{T_k}{B_i} \left( \sum_{\rightarrow j \in E} x_{i,j}^k E_t + \sum_{\rightarrow j \in E} x_{j,i}^k E_r + \sum_{\rightarrow j \in E} y_{j,i}^k E_{rb} \right) \tag{5.5e}
\]

\[
\gamma_i \leq \Gamma, \forall i \in V \tag{5.5f}
\]

\[
x_{i,j}^k \in \{0,1\}, y_{i,j}^k \in \mathbb{Z}, \forall i,j \in E \tag{5.5g}
\]

The conservation constraint for backup path variables is different from the constraint for primary path variables, because backup paths do not start from the source of the flow, instead, they start from devices on the primary path. For backup paths, there are two cases. For a device on a backup path but not on the primary path (e.g. network device $z$ in Figure 2.2(b)), it follows the same conservation constraint as the primary path variables, which means the sum of outgoing backup path variables equals to the sum of incoming backup path variables. For a network device which is on both the backup path and primary path (e.g. $u$ in Figure 2.2(b)), it does not have any incoming backup path. However, it still has an outgoing backup path, and the amount of backup path variables equals to the amount of outgoing primary path variables. To incorporate both cases, we formulate this requirement in constraint (5.5c). Basically, the sum of outgoing backup path variables from a device equals to the sum of incoming backup path variables plus the sum of outgoing primary path variables.

Also, since backup link should not coincide with the primary link for the same packet, constraint (5.5d) is added to make sure that the backup path of a link on the primary path does not use this link. Constraint (5.5e) calculates the normalized load $\gamma_i$ of each device $i$. 

64
And constraint (5.5f) guarantees that normalized loads of all network devices are no larger than $\Gamma$. The objective is to minimize the maximum normalized load $\gamma$, which is same to minimize $\Gamma$.

5.5.2 Linear Programming Relaxation

Given the problem is NP-complete, the integer programming approach is extremely slow. We use a linear programming relaxation approach to propose a faster approach. We solve the problem in two steps. In the first step we focus on the primary path variables. In the beginning, we relax each primary path variables $x_{k,i,j}$ from binary to real number within $[0,1]$, and relax each backup path variable $y_{k,i,j}$ from integer to non-negative real number. Then we solve the problem and obtain the solution. We round the variables to 1 if it’s above a threshold $\theta$, otherwise round it to 0. We want to find the highest threshold $\theta$ for primary path variables such that there exists a path from the source to the destination. We use a binary search algorithm to find this threshold. The initial threshold is 0.5. If a path is found, then we increase the threshold to 0.75. Otherwise, we decrease the threshold to 0.25. The binary search algorithm terminates if at least one path is found under a threshold and the step size is less than 0.05.

After the first step, we obtain primary paths for all flows. In the second step, we keep primary path variables fixed and relax backup path variables to non-negative real numbers. Following the same approach in the first step, we use a binary search algorithm to find the highest threshold that we can find a path from the source to the destination. We use the GNU Linear Programming Kit (GLPK) [14] to solve the integer programming and its linear programming relaxation.

5.5.3 Greedy Heuristic

Although we use linear relaxation to speed up the integer programming approach, in practice it is still not efficient enough for large networks. In this subsection, we introduce a greedy heuristic which finds graph routes that lead to high network lifetime and remain computationally efficient. By incorporating the traffic load and battery capacity into the greedy
algorithm, the greedy heuristic picks up a graph route with small normalized load. Our greedy heuristic runs iteratively. In each iteration, we pick up graph routes for flows from the highest rate to the lowest rate. For each flow, we pick up a graph route with minimum load. Our iterative algorithm stops if no improvement can be found in an iteration.

The function the greedy heuristic calls in each iteration is named as Minimum Load Graph Route (MLGR) and is presented in Algorithm 5. We use an algorithm like Dijkstra’s shortest path algorithm. We use \( \lambda \) to record temporary normalized loads for all devices in the network. We maintain a queue \( Q \) which includes all network devices that have an updated normalized load. We also maintain a set \( \Phi \), which includes all devices that can be added into the primary path.

At each step, a device \( u \) with minimum normalized load \( \lambda_u \) is picked up from the queue. If its normalized load \( \lambda_u \) equals \( \infty \), then the remaining devices cannot be added to the primary path. Then MLGR function fails to find a graph route for current flow and returns \( \infty \). If \( u \) is the source, then the MLGR function adds it to the primary path and returns its normalized load \( \lambda_u \). We can obtain the primary path by tracing back through \( H \), and obtain the backup paths with \( P \).

If none of above case is true, we will check \( u \)'s neighbors one by one to see whether they can be added into the primary path. For each neighbor \( v \), we use the Minimum Load Source Route (MLSR) function in Algorithm 6 to check whether there is a path from \( v \) to the destination \( d \) in the graph \( G' = (V, E \setminus \{v,u\}) \) and return the one with the minimum normalized load. We update the normalized load of device \( v \) based on its new normalized load \( \gamma_v + \frac{r_{E_k}+r_{E_{v_k}}}{B_v} \), its parent \( u \)'s normalized load \( \lambda_u \) and the normalized load of the backup path.

Here the MLSR function is a single path version of MLGR. At each step, it picks up the device \( u \) with minimum normalized load \( \lambda_u \). If \( \lambda_u \) equals \( \infty \), then the source \( s \) cannot be connected to the destination \( d \), and MLSR function returns \( \infty \). If the source \( s \) is picked up with a normalized load \( \lambda_s \) less than \( \infty \), then \( s \) is connected with the destination \( d \), and MLSR function returns \( \lambda_s \). The MLSR function can obtain the path from the last hop vector \( H \). If none of above case is true, the MLSR function will check device \( u \)'s neighbors and update their normalized load according to \( u \)'s normalized load \( \lambda_u \).
Algorithm 5: Minimum Load Graph Route

Function \text{MLGR}(G, s, d, r, \gamma, B)

\textbf{Input}: A graph } G(V, E), \text{ source } s, \text{ destination } d, \text{ flow rate } r, \text{ normalized load vector } \gamma, \text{ battery vector } B

\textbf{Variable}: Last hop vector } H, \text{ Backup Paths } P, \text{ temporary normalized load } \lambda

\textbf{Output}: Normalized load of the graph route picked up by the algorithm (\infty if no graph route is found)

\begin{algorithmic}
\FOR {\textit{each vertex } v \in V}
\STATE \lambda_v = \infty;
\STATE H_v = NULL;
\STATE P_v = \emptyset;
\STATE add } v \text{ to } Q;
\STATE \lambda_d = \gamma_d + \frac{rE_r}{B_d};
\ENDFOR

\WHILE {\text{Q is not empty}}
\STATE u = v \in Q with minimum } \lambda_v;
\STATE remove u from Q;
\IF {\lambda_u == \infty}
\STATE return \infty;
\ENDIF
\IF {u == source}
\STATE return } \lambda_u;
\ENDIF
\FOR {\text{each neighbor } v \text{ of } u \text{ within } Q}
\STATE Graph } G' = (V, E \setminus \{uv\});
\STATE temp = \text{MLSR}(G', v, d, P_v, r, \gamma, B);
\IF {temp \neq \infty}
\STATE alt = \max(\lambda_u, \gamma_v + \frac{rE_r + rE_v}{B_v}, temp);
\IF {alt < \lambda_v}
\STATE \lambda_v = alt;
\STATE H_v = u;
\ENDIF
\ENDIF
\ENDFOR
\ENDWHILE
\end{algorithmic}
Algorithm 6: Minimum Load Source Route

Function \text{MLSR}(G, s, d, P_s, r, \gamma, B)

\textbf{Input}: A graph } G\text{, source } s\text{, destination } d\text{, flow rate } r\text{, normalized load vector } \gamma\text{, battery vector } B

\textbf{Variable}: Last hop vector } H\text{, temporary normalized load } \lambda

\textbf{Output}: Normalized load of the source route picked up by the algorithm (\infty \text{ if no graph route is found})

\begin{center}
\begin{tabular}{l}
\textbf{for each} vertex } v \in V \textbf{ do} \\
\quad \lambda_v = \infty; \\
\quad H_v = NULL; \\
\quad \text{add } v \text{ to } Q; \\
\lambda_d = \gamma_d + \frac{rE_d}{B_d}; \\
\textbf{while } Q \textbf{ is not empty do} \\
\quad u = v \in Q \text{ with minimum } \lambda_v; \\
\quad \text{remove } u \text{ from } Q; \\
\quad \textbf{if } \lambda_u == \infty \textbf{ then} \\
\quad \quad \text{return } \infty; \\
\quad \textbf{if } u == \text{ source} \textbf{ then} \\
\quad \quad \text{return } \lambda_u; \\
\quad \textbf{for each} neighbor } v \textbf{ of } u \textbf{ within } Q \textbf{ do} \\
\quad \quad \text{alt} = \max(\lambda_u, \gamma_v + \frac{rE_v}{B_v}); \\
\quad \quad \textbf{if } \text{ alt} < \lambda_v \textbf{ then} \\
\quad \quad \quad \lambda_v = \text{alt}; \\
\quad \quad \quad H_v = u;
\end{tabular}
\end{center}
5.6 Evaluation

We evaluate our routing algorithms through both experiments on a physical WSAN testbed and simulations. We compare our Integer Programming approach (IP), Linear Programming approximation (LP), and Greedy Heuristic algorithm (GH) with the reliable and real-time routing (RRC) approach that Han et al. proposed in [94] and Dijkstra’s shortest path algorithm (SP) [65]. RRC builds uplink and downlink routing graphs for all flows based on hop count. We build a graph route on top of RRC’s routing graph by picking up on path as the primary path and use available alternative paths as backup paths. Because RRC does not fully explore the network to find backup paths, some network devices on the primary path don’t have backup paths. In SP, we first run Dijkstra’s algorithm to get the primary path with shortest hop count, then run the same algorithm to pick up backup paths for each network device on the primary path.

5.6.1 Experiments on a WSAN Testbed

We evaluate our routing designs on an indoor WSAN testbed consisting of 63 TelosB motes, located on the fifth floors of two adjacent buildings. Figure 5.3 shows the topology of the WSAN testbed. We use motes 129 and 155 (green circles) as access points, which are physically connected to a root server (Gateway). The other motes are used as field devices (red circles). The network manager as a software runs on this root server. The rest of motes
Figure 5.4: Cumulative Histogram of Link Qualities

Table 5.3: Delivery Ratios of Flows

<table>
<thead>
<tr>
<th>Routing Approach</th>
<th>Source</th>
<th>Flow Index</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SP</td>
<td></td>
<td>0.993</td>
<td>0.874</td>
<td>0.898</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>RRC</td>
<td></td>
<td>0.992</td>
<td>0.760</td>
<td>0.833</td>
<td>0.996</td>
<td>0.989</td>
<td>0.994</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>GH</td>
<td></td>
<td>0.996</td>
<td>0.886</td>
<td>0.897</td>
<td>0.997</td>
<td>0.998</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>LP</td>
<td></td>
<td>0.997</td>
<td>0.827</td>
<td>0.896</td>
<td>0.998</td>
<td>0.989</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>Graph</td>
<td></td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td></td>
<td>0.996</td>
<td>0.990</td>
<td>0.988</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>RRC</td>
<td></td>
<td>0.998</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>GH</td>
<td></td>
<td>0.998</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>LP</td>
<td></td>
<td>0.998</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 5.5: Expected Network Lifetime relative to SP
work as network devices. For each link in the testbed, we measured its packet reception ratio (PRR) by counting the number of received packets among 250 packets transmitted on the link. Following the practice of industrial deployment, we only add links with PRR higher than 90% to the topology of the testbed. To avoid channels occupied by the campus Wi-Fi, we use IEEE 802.15.4 channel 11 to 15 in our experiments. We implement a multi-channel TDMA MAC protocol on top of the IEEE 802.15.4 physical layer. Clocks of network devices across the entire network are synchronized using the Flooding Time Synchronization Protocol (FTSP) [143]. Time is divided into 10 ms slots.

We generate 8 flows in our experiment. The period of each flow is picked up from the range of $2^{0-7}$ seconds, which are typical periods used in process industry as defined in WirelessHART standard [26]. The length of the hyper-period is 128 seconds. The relative deadline of each flow equals to its period. We run the experiments for 100 rounds of hyper-period (around 3 hours) to collect at least 100 periods of data traces for each flow. Based on the data traces we collected, we evaluate our proposed approaches in terms of delivery ratio and expected network lifetime. The delivery ratio of a flow is defined as percentage of packets that are successfully delivered to destination compared to total number of packets.

The expected network lifetime is calculated based on the collected traces. Because TelosB motes in the testbed are wired powered, we assign virtual battery capacity for each mote randomly from 8000 $J$ to 9000 $J$, where 8640 $J$ is the typical capacity of two AA batteries. We analyze the collected data traces from the experiments to obtain the energy consumption of each network device in 100 rounds of hyper-period. Based on that, we project the expected network lifetime.

To study the reliability, we first measure the link qualities in our test. Figure 5.4 shows the cumulative histogram of link qualities (PRR) of 327 links we used in our experiments. Here we collect link qualities of each link on all 4 channels, so there are 1380 data points in total. Although our link selection process only picks up links with PRR higher than 90%, we find some links have much lower PRR than the 90% threshold at run time. For example, link $158 \rightarrow 156$ under channel 12 has the lowest PRR of 7%. The dynamics of wireless links suggest it is necessary to have route redundancy.

Table 5.3 shows the delivery ratios of all 8 flows. Here we compare the delivery ratio of both graph routes as well as the source routes. We use the primary path of the graph route as
the source route of each flow. We first compare graph routing with source routing. Our results show that graph route provides better delivery ratio than source route. For example, the delivery ratios of all four routing algorithms for flow 2 under source routing are below 0.9. In comparison, their delivery ratios under graph routing are at least 0.99. Our results demonstrate the effectiveness of redundant routes in improving reliability. We also compare the delivery ratios of different routing algorithms under graph routing. RRC has the lowest delivery ratios for flows 1, 2, and 3. That’s because in RRC’s graph routes for flow 1, 2, and 3, 50% of the links on the primary paths don’t have backup paths. The lack of backup paths make RRC vulnerable to link dynamics.

Figure 5.5 represents the expected lifetimes of four routing approaches in one experiment. The figure presents the expected lifetime ratios of different routing approaches compared to SP. The results show SP has the shortest expected lifetime and GH has the longest expected lifetime. GH’s expected lifetime is 37% longer than SP, and LP’s expected lifetime is 33% longer than SP. RRC has a lifetime longer than SP and shorter than LP. Our results show GH and LP are better than SP and RRC in terms of expected network lifetime.

5.6.2 Simulations

Because our Integer Programming approach (IP) is computational complex, it doesn’t halt in 24 hours given the testbed topology. We evaluate all five routing algorithms in a small
Figure 5.7: Simulation Results on Testbed Topology
scale simulation. We use a subset of our testbed with 10 motes and 20 links in this small scale simulation. The simulator shares the same setup with our testbed and is written in C++. All simulations are performed on a MacBook Pro laptop with 2.4 GHz Intel Core 2 Duo processor. We use a trace driven simulation. On each link, we collect results of 250 packet transmissions. We use the first 100 packets to obtain the link quality (PRR) of the link, then use the remaining 150 packets as the evaluation trace. We use links with at least 90% PRR in the simulation. In the simulation, when a packet is transmitted on a link, the simulator will pickup a data point from the evaluation trace. We generate different results by randomly generating network device battery capacities from 8000 J to 9000 J.

Figure 5.6 shows the lifetime ratios of SP, RRC, GH, and LP compared to IP. Our results show GH and LP always have expected network lifetime higher than 50%. The median of GH and LP are 83% and 79%. Compared with IP, SP and RRC have median lifetime ratios as 44% and 47%. The figure shows GH and LP have good expected lifetime compared the IP approach and greatly outperform SP and RRC.

Besides small scale simulations, we also test our algorithms with large number of flows in simulation on whole testbed topology. We evaluate our routing designs on different numbers of flows by increasing the number of sensor and actuator pairs. We compare four routing designs in terms of network lifetime and execution time.

We showed the network lifetime of different routing designs in Figure 5.7(a). In general, network lifetime decreases as the number of flows increases. Because more flows bring more energy consumption to network devices. Furthermore, results show SP always gives the shortest network lifetime, RRC is longer than SP but shorter than GH and LP. GH and LP provide longer network lifetime than the other two. The figure shows GH and LP can improve the network lifetime from SP by up to 43% and 51%.

The computational complexity of four routing algorithms are presented in Figure 5.7(b). The results show LP is much slower than other three algorithms. Because linear programming solver in general is slower than straightforward routing algorithms such as SP and GH. Besides LP, GH has the highest time complexity. However, the maximum execution time in our simulation is around 0.35 seconds, which is acceptable in network design.
5.7 Summary

Industrial WSANs face significant challenges in achieving long-term reliable communication in harsh environments. While the WirelessHART standard adopts graph routing to enhance network reliability, the problem of maximizing network lifetime for graph routing becomes a critical open problem. This chapter introduces and formulates the network lifetime maximization problem for graph routing. We present an optimal graph routing algorithm based on Integer Programming, and two efficient algorithms based on linear programming relaxation and greedy heuristics, respectively. We have implemented our graph routing algorithms on a physical WirelessHART network testbed. Experimental results on the testbed and in simulations show the linear relaxation and greedy heuristics can improve the network lifetime by up to 50% when compared to an existing graph routing algorithm. Moreover, the greedy heuristics requires significantly lower computation time, making it particularly suitable for WirelessHART networks that may compute graph routes frequently when facing network changes in open environments.
Chapter 6

Distributed Application Allocation in Shared Sensor Networks

Wireless sensor networks are evolving from single-application platforms towards an integrated infrastructure shared by multiple applications. Given the resource constraints of sensor nodes, it is important to optimize the allocation of applications to maximize the overall Quality of Monitoring (QoM). Recent solutions to this challenging application allocation problem are centralized in nature, limiting their scalability and robustness against network failures and dynamics. This chapter presents a distributed game-theoretic approach to application allocation in shared sensor networks. We first transform the optimal application allocation problem to a submodular game and then develop a decentralized algorithm that only employs localized interactions among neighboring nodes. We prove that the network can converge to a pure strategy Nash equilibrium with an approximation bound of $1/2$. Simulations based on three real-world datasets demonstrate that our algorithm is competitive against a state-of-the-art centralized algorithm in terms of QoM.

6.1 Introduction

Traditionally, wireless sensor networks (WSNs) are used as specialized platforms where only a single application is deployed on each sensor. Recently, large-scale, integrated WSNs that support multiple applications start to emerge. Many application domains such as urban sensing [63], building automation and environmental monitoring [1] have already adopted the integrated WSN paradigm to support multiple applications. Compared to separate
application-specific sensor networks, a shared WSN can be more cost effective and more flexible as it enables resource sharing among applications and dynamic resource allocation in response to changes in the environment and user needs.

Severe resource constraints limit the allocation of all possible applications to sensors in a shared WSN. For example, the TelosB mote \(^2\), a representative sensor platform, only has 10 KB of RAM, a 250 Kbps radio, and a 16-bit CPU running at 8 MHz. On the other hand, the Quality of Monitoring (QoM) of applications depends on application allocations. Therefore, it is important to optimize the allocation of multiple applications among sensor nodes in order to maximize the overall QoM, subject to resource constraints. This problem is challenging because it is essentially a discrete optimization with an exponentially large solution space.

Some recent works utilize the submodularity of the QoM function to tackle this discrete optimization problem. Submodularity is an important property of the QoM functions for networked sensing applications. Intuitively, a function \(f\) that maps a subset of a set \(S\) to a real value is submodular if it has a diminishing return property, i.e., adding an element to a smaller subset of \(S\) makes a bigger difference to the function values than adding it to a larger subset of \(S\). The submodularity of QoM is due to the inherent property that sensor readings from different nodes are often correlated. For instance, since the temperature readings from different nodes in the same room are correlated with each other, allocating a new node to a temperature monitoring application results in diminishing improvement to the QoM as the set of nodes allocated to the application grows. Submodularity of sensor allocation for monitoring temperature \(^41\) and water quality \(90, 119, 120\) has been observed in previous studies of real-world datasets.

Many existing works centered around submodular optimization have been proposed for optimization problems in sensor networks. Recent theoretical works also show approximation algorithms that can achieve a \((1 - 1/e)\)-approximation bound \(^{122}\). Xu et al. \(^{208}\) proposed a greedy algorithm and achieved a 1/3 approximation bound. Submodular optimization approaches are also used in sensor selection and placement applications \(119, 120\). However, all these existing submodular optimization approaches are essentially centralized solutions. For WSNs, a centralized algorithm implies there is either a node or gateway that maintains the global information of the network.
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A centralized approach is not desirable for WSNs due to its limitations in scalability and fault tolerance. First, a shared WSN is usually of large scale in terms of the number of nodes and hop counts. Hence, it is inefficient or even impossible to achieve global information sharing that is required by centralized optimization algorithms. Second, in a centralized approach, much of the computation and communication happens on a single point resulting in a single point of failure. To address the limitations of centralized approaches, we study distributed optimization approaches for application allocations. Meanwhile, we still exploit the submodularity property of QoM functions to achieve desirable approximation bounds.

In this chapter, we provide several major theoretical results: 1) We propose the covariance cover function as a new QoM metric that is amenable to distributed optimization; 2) We show that the optimal multi-application allocation problem with covariance cover as objective function is a submodular optimization problem with multiple knapsack constraints; 3) We propose a game theory based distributed algorithm for solving this submodular optimization problem and prove that our algorithm can achieve a $1/2$-approximation bound when each sensor achieves optimal allocation of applications. We also prove our algorithm can achieve a $1/(1 + \beta)$-approximation bound when each sensor achieves a $1/\beta$-approximate allocation of applications. Simulations based on three real-world datasets demonstrate that our distributed algorithm can achieve comparable QoM as a state-of-the-art centralized algorithm \[208\], while scaling effectively in terms of both execution time per node and the communication overheads.

The rest of the chapter is organized as follows. Section 6.2 reviews the related works. Section 6.3 formulates the application allocation problem. Section 6.4 presents our distributed algorithm design. Section 6.5 presents approximation bounds of our algorithms. Section 6.6 evaluates our algorithm design in simulations. Section 6.7 concludes this chapter.

### 6.2 Related Works

Originated from centralized optimization, subgradient methods have been used to optimize problems where the gradients of the objectives are hard to obtain, while the subgradients of objective functions with respect to a subset of variables are easy to obtain \[149\],\[158\]. The subgradient optimization method can be used as a distributed optimization algorithm for
problems in WSNs, in which each sensor node optimizes the objective function distributively using its own subgradient value. However, the subgradient method is not suitable for the multi-application allocation problem in a large-scale, multi-hop WSN, due to the fact that in each iteration of the algorithm, it is still required to propagate the solution for the subsequent subgradient calculation. That is to say, although the optimization is localized to each sensor, global communication is still required.

Game-theoretic approaches have been proposed to address the above issue. In these approaches, communications are made only between certain sensors in a user-defined neighborhood. Another unique property of game-theoretic approaches is that they do not assume that agents (in this case, sensor nodes) work cooperatively. Instead, selfish sensor nodes optimize a local version of the objective functions, often called “utilities” or “private utilities”, independently, until none of them can further improve their private utilities by making a different decision. When these utilities are carefully designed to reflect the objective function, the overall objective function, also called “social utility”, is subsequently optimized by these noncooperative agents.

When the social and private utilities are carefully designed, game-theoretic approaches guarantee a constant optimization bound. Since the utility system decides the nature of the game, needless to say, for game-theoretic approaches to work for multi-application allocation problems, designing the utility system is critical. Specifically, in a distributed solution, a utility system that is easy to calculate and has no global information propagation requirements is desirable. In other words, in the application allocation problem, a utility system should reflect the QoM value based on the decisions of each sensor, while it does not require global communication in the network.

Previous works proposed different QoM formulations, including variance reduction and mutual information gain. However, neither is suitable as the objective function in a distributed game-theoretic approach, which requires that a sensor’s utility is independent of other sensors that are not in its neighborhood. This condition is violated when using variance reduction or mutual information as QoM, because one sensor’s utility of allocating an application is related to all sensors that carry the application. We address this issue by

---

2In Game Theory, a state where no player can improve its utility is called an equilibrium state.
proposing a new QoM metric that is submodular and suitable for game-theoretic distributed optimization while serving as an effective proxy for variance reduction in QoM optimization.

6.3 Problem Formulation

In this section, we first review the variance reduction QoM formulation. After discussing the disadvantages of using variance reduction in distributed algorithms, we propose a new QoM metric called covariance cover that is amenable to distributed solutions. In the end, we formulate the application allocation problem in shared WSNs using covariance cover as QoM metric.

6.3.1 QoM Formulation

Variance reduction is commonly used to measure QoM in WSN applications \[90, 208\]. Assuming sensor readings follow a Gaussian Process, the variance reduction measures how much the variance of the readings from the unallocated sensors.

Variance reduction is calculated based on covariance. Assuming \( K \) is the covariance matrix for sensor nodes, and for two subsets of sensor nodes \( G, H \subseteq V \), the covariance matrix of \( G \) and \( H \) is denoted by \( K_{GH} \), where its rows corresponding to \( G \) and columns corresponding to \( H \) extracted from \( K \). For a given set \( G \) with application allocated, the variance of the unassigned set \( \bar{G} = V \setminus G \) is

\[
\sigma^2_{G|G} = tr(K_{\bar{G}\bar{G}}) - tr(K_{\bar{G}\bar{G}}K_{GG}^{-1}K_{G\bar{G}}),
\]

where \( tr() \) is the trace of a matrix.

In this application allocation problem, the goal is to minimize the variance of \( \bar{G} \) given \( G \) such that the quality of sensing is maximized. Namely, we want to maximize the negation of the variance. Given \( tr(K) = tr(K_{GG}) + tr(K_{\bar{G}\bar{G}}) \), variance reduction for one application
$$Q_{VR} = tr(K_{GG}) + tr(K_{GG}K^{-1}_{GG}K_{GG})$$

(6.1)

Variance reduction is just one of the many possible ways to formulate QoM. There is an inherent disadvantage of using variance reduction for our problem. It is not feasible for a sensor node with limited memory resource to store a kernel matrix that is quadratic to the size of the network, and it is expensive to compute variance reduction since it involves matrix multiplication and inversion. To overcome this inherent disadvantage, we decompose the variance reduction and propose a new formulation which is more amenable to distributed approaches.

We begin with introducing the network model. A network consists of a group of sensors \(\{1, 2, \cdots n\}\). Each sensor node can be presented as a vertex. For a pair of sensors \(i\) and \(j\), if each of them is in the other’s communication range, \(i\) and \(j\) are defined as a pair of neighbors. The network can be presented as a graph \(G = (V, E)\), where \(V = \{1, 2, \cdots, n\}\) and \((i, j) \in E\) if and only if \(i\) and \(j\) are a pair of neighbors. Now we will decompose the variance reduction based on two assumptions.

**Theorem 2.** Variance reduction formulation (6.1) is equivalent to

$$\sum_{i \in G} K_{ii} + \sum_{(i, j) \in E, i \in G \text{ or } j \in G} K_{ij}^2,$$

if (I) the covariance of any two nodes is nonzero if and only if they are a pair of neighbors, and (II) any two allocated nodes are not a pair of neighbors.

**Proof:** Let us first simplify the variance reduction formulation. Since any two allocated nodes are not neighbors of each other, and only neighbors have nonzero variance, we can prove \(K_{GG}\) is an identity matrix. It immediately follows that

$$Q_{VR} = tr(K_{GG}) + tr(K_{GG}K^{-1}_{GG}K_{GG})$$

$$= \sum_{i \in G} K_{ii} + \sum_{i \in G, j \in G} K_{ij}^2.$$
Since only a pair of neighbors have nonzero covariance,

\[ Q_{VR} = \sum_{i \in G} K_{ii} + \sum_{i \in G, j \in G, (i,j) \in E} K_{ij}^2. \]

We assume two allocated nodes are not neighbors, which means if \((i, j) \in E, i \in G\), then \(j \in \bar{G}\). It follows

\[ Q_{VR} = \sum_{i \in G} K_{ii} + \sum_{(i, j) \in E, i \in G \text{ or } j \in G} K_{ij}^2. \]

One question raises naturally: how realistic are the assumptions? We argue that the proposed two assumptions, although sometimes violated, provide good approximations of the real-world scenarios. First, it is reasonable to assume a pair of nearby sensors have larger covariance. For example, the temperature measurements of two different sensors in the same office room are more correlated than two sensors in different rooms. Second, since our applications have the inherent property of submodularity, allocating two neighboring nodes simultaneously typically does not give much gain in terms of QoM. To maximize QoM, a good solution should naturally allocate nodes that have unallocated nodes as neighbors. Actually, our submodular game algorithm is not limited by these two assumptions, it can handle situations when assumptions do not hold.

We name the new QoM formulation covariance cover. Denoting \(\tau_{ij} = K_{ij}^2\) as the weight of edge \((i, j)\), and \(\tau_{ii} = K_{ii}\) as the weight of node \(i\), we define the covariance cover formulation as

\[ Q_{CC} = \sum_{i \in G} \tau_{ii} + \sum_{(i, j) \in E, i \in G \text{ or } j \in G} \tau_{ij}. \hspace{1cm} (6.2) \]

### 6.3.2 Application Allocation Problem Formulation

Given QoM metric as covariance cover, we want to further formulate the application allocation problem in shared sensor networks.
When there are multiple applications \( P = \{1, 2, \cdots, p\} \) with weights \( \{w^1, w^2, \cdots, w^p\} \), we want to maximize the summation QoM of all applications \( \sum_{t=1}^{p} w^t Q^t \), where \( Q^t \) is the covariance cover for application \( t \).

\[
Q^t = \sum_{i \in G^t} \tau^t_{ii} + \sum_{(i,j) \in E, i \in G^t \text{ or } j \in G^t} \tau^t_{ij}
\]

This problem is challenging because of critical resource constraints, e.g., CPU and memory constraints. For each sensor, the total memory and CPU consumed by all applications can not exceed its limits. Therefore, suppose each node has \( m \) resource constraints \( R = \{1, 2, \cdots, m\} \), the capacity of node \( i \) on resource \( k \) is \( C_{i,k} \), and application \( t \) consumes \( c^t_{i,k} \) units of resource \( k \) on node \( i \), the constrained optimization problem can be formulated as:

\[
\begin{align*}
\text{max} & \quad QoM = \sum_{t \in P} w^t Q^t \\
Q^t & = \sum_{i \in G^t} \tau^t_{ii} + \sum_{(i,j) \in E, i \in G^t \text{ or } j \in G^t} \tau^t_{ij} \\
\text{s.t.} & \quad \sum_{t| i \in G^t} c^t_{i,k} \leq C_{i,k}, \quad \forall i \in V, \forall k \in R
\end{align*}
\]

Here \( G^t \) is the set of nodes which are assigned application \( t \).

It is easy to see that all resource constraints here are knapsack constraints. This type of constraint formulation also can be used to characterize various communication patterns among nodes, such as the pattern in a data collection application that collects data from every node on the routing tree.

### 6.4 Submodular Game

In this section, we will formulate a non-cooperative game based on the covariance cover formulation discussed in the previous section, which leads to a completely distributed algorithm. We introduce typical terminologies in game theory at first.
6.4.1 Submodular Game Formulation

Suppose we have \( n \) sensor nodes, and each sensor node \( i \) in the network is an agent \( i \) in the game. For each sensor, its strategy \( a_i \) is the subset of applications that can run on it.

\[
a_i = \{ t \mid \text{application } t \text{ runs on sensor } i \}
= \{ t \mid i \in G^t, \forall t \in P \}.
\]

Under the resource constraint we discussed earlier, the strategy set \( \mathcal{A}_i \) of player \( i \) is

\[
\mathcal{A}_i = \{ a_i \mid \sum_{t \in a_i} c_{i,k}^t \leq C_{i,k}, \forall k \in R \}.
\]

A pure strategy is one in which each agent decides to carry out a specific strategy. In game theory, mixed strategy is also widely discussed. However, we only discuss pure strategy in this chapter, because in reality of sensor networks, it is hard to implement strategies with probability distribution. Also, we prove that our game has at least one Nash equilibrium with pure strategies. We denote the strategy space of the game as \( A = \mathcal{A}_1 \times \mathcal{A}_2 \times \cdots \times \mathcal{A}_n \).

A game is always defined on a utility system. To build the utility system, we need to define the utility function at first. Given a strategy profile \( A = (a_1, a_2, \cdots, a_n) \in \mathcal{A} \), let \( A \oplus a'_i \) denote the strategy profile obtained if agent \( i \) changes its strategy from \( a_i \) to \( a'_i \). Formally, \( A \oplus a'_i = (a_1, \cdots, a_{i-1}, a'_i, \cdots, a_n) \).

The goal of our game is to maximize the social utility \( \gamma : 2^V \to \mathcal{R} \) defined on pure strategy profile \( A = \{ a_1, \cdots, a_n \} \) as

\[
\gamma(A) = \sum_{t=1}^{p} \gamma^t(A)
= \sum_{t=1}^{p} w^t( \sum_{t \in a_i \text{ or } t \in a_j, (i,j) \in E} \tau^t_{ij} + \sum_{t \in a_i, i \in V} \tau^t_{ii})
= \sum_{t=1}^{p} w^t( \sum_{(i,j) \in E, i \in G^t \text{ or } j \in G^t} \tau^t_{ij} + \sum_{i \in G^t} \tau^t_{ii}).
\]

(6.3)

Remind \( G^t \) is the set of nodes who are assigned application \( t \).
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For each agent $i$, we define a *private utility* $\phi_i : 2^V \rightarrow \mathbb{R}$ as:

$$\phi_i(A) = \sum_{t \in a_i} \phi_i^t(A)$$

$$= \sum_{t \in a_i} w^t (\tau_{ii}^t + \sum_{j \in N_i} \frac{\tau_{ij}^t}{1 + \delta_{j \in G^t}})$$

where $N_i = \{ j | (i, j) \in E \}$ is sensor $i$’s neighborhood. For edge $(i, j)$, if not only $i$, but also $j$ runs application $t$, $(i, j)$’s edge weight $\tau_{ij}^t$ need to be equally shared by both $i$ and $j$. Otherwise, sensor $i$ will account all $(i, j)$’s edge weight into its private utility.

The goal of each sensor is, therefore, to select a strategy in order to maximize its private utility under resource constraints. Clearly, such strategies may not produce a good solution with respect to the social utility $\gamma$. However, we will show that the strategies sensors finally select will result in a reasonable good social utility $\gamma$ in next section.

To localize the optimization problem to each sensor, given strategies of its neighbors fixed, we redefine sensor $i$’s private utility $\phi_i(A)$ as its utility function $u_i(x_i)$, which is a function of its own decisions $x_i$. Its decision $x_i = \{x_{i1}, \cdots, x_{ip}\}$ is redefined from its strategy $a_i$, where $x_{it} = 1$ means $t \in a_i$.

$$u_i(x_i) = \sum_{t=1}^p w^t [\tau_{ii}^t + \sum_{j \in N_i} \frac{\tau_{ij}^t}{1 + \delta_{j \in G^t}}] x_{it}$$

We denote $\Omega_i^t = [\tau_{ii}^t + \sum_{j \in N_i} \frac{\tau_{ij}^t}{1 + \delta_{j \in G^t}}]$ as a constant, assuming strategies of $i$’s neighbors are given. To maximize its utility function, sensor node $i$ needs to solve an integer programming problem:

$$\text{Max} \quad u_i(x_i) = \sum_{t=1}^p w^t \Omega_i^t x_{it}^t$$

where $x_{it}^t \in \{0, 1\}, \forall t \in P$  \hspace{1cm} (6.5)

s. t.  \hspace{1cm} $\sum_{t=1}^p c_{i,k}^t x_{it}^t \leq C_{i,k} \quad \forall k \in R$
Actually, this is a typical multidimensional knapsack problem. There is a rich package of literature to solve this problem. We propose two algorithms based on \( p \), which is the number of applications. If \( p \) is not larger than \( T_p \), our solution will adopt a naive enumeration algorithm. Basically, it enumerates all possible application assignments and returns an optimal solution. Otherwise, our solution will adopt a polynomial time approximate algorithm, which is proven to have a \( \frac{1}{1+m} \) approximation bound (section 9.4.2 of [113]), where \( m = |R| \) is the number of resource constraints. Here \( T_p \) is the threshold for \( p \), we set it to 5 in our implementation. We show the sketch of our solution for problem (6.5) in Algorithm 7.

**Algorithm 7: Algorithm for knapsack problem (6.5)**

Set \( \hat{x} = \{0, \ldots, 0\} \);

if \( p \leq T_p \) then

**Adopt the Enumeration Algorithm:**

Enumerate \( x \in \{0, 1\}^p \), return optimal solution \( \hat{x} \).

else

**Adopt the Approximation Algorithm:**

Relax problem (6.5) to a linear programming problem and compute an optimal solution \( x_{LP} \) of the LP-relaxation.

Set \( I = \{ t | x^t_{LP} = 1 \} \)

Set \( F = \{ t | 0 < x^t_{LP} < 1 \} \)

Return \( \hat{x} = \max\{ \sum_{t \in I} w^t, \max\{ w^t | t \in F \} \} \)

end

Now we analyze computational cost of our algorithm. If \( p \leq T_p \), the time complexity is \( O(\binom{p}{d}) \) where \( d \) is the maximum number of applications that can be allocated on one node. And if \( p \) is larger than \( T_p \), the relaxed linear programming (LP) problem is significantly simplified due to the small numbers of resource constraints as well as applications. The number of resource constraints is usually no more than 3 (e.g., memory, CPU, and bandwidth). The number of applications is also small due to the limited resources available per node. Our algorithm employs an efficient and practical solution as follows. We solve the dual problem of the aforementioned LP problem which only has three variables (the shadow prices of memory, CPU and bandwidth constraints) and \( p \) constraints (\( p \) is the number of applications). Even a naive LP solver that enumerates all possible extreme points (each of the three constraints determines one extreme point) and finds the best feasible one has the computational complexity \( O(p(\binom{p}{3})) = O(p^4) \), and the memory requirement of the naive
enumeration algorithm is $O(1)$. Either way, the cost of each individual multidimensional knapsack problem is $O(p^d)$, where $d$ is a small integer.

6.4.2 Submodular Game Algorithm

Now we discuss our distributed submodular game algorithm. In the beginning stage, sensor nodes in the network need to get two key parameters about applications set $P$: 1) types of required sensor readings; 2) the frequency of each sensor reading. These two key parameters are distributed to the network from a central facility like base station. After this stage, no central facility is needed in the algorithm, so our algorithm is fully distributed.

Algorithm 8: Game algorithm for sensor node $i$

**Initialization:**

- $i$ measures sensor readings for each application $t$;
- $i$ broadcasts all sensor readings in its neighborhood;
- $i$ calculates $\tau_{ii}^t$ and $\tau_{ij}^t$ for every neighbor $j$;

if Timer $\Lambda_i$ fires then
  if receiving strategy changes from neighbors then
    $i$ runs algorithm 7, output $\hat{x} \rightarrow$ strategy;
    if strategy changes then
      $i$ broadcasts its strategy in neighborhood;
    end
  end
end

In the initialization stage, each node measures sensor readings for a certain interval and broadcasts sensor readings in its neighborhood. Based on neighbor $j$’s readings, node $i$ can calculate the covariance between $i$ and $j$ as well as $\tau_{ij}^t$.

Algorithm 8 shows the detailed decision-making procedure for each sensor. In each round of the game, nodes share the same time interval $T$. Each node generates a random number $\Lambda_i$ ($\Lambda_i < T$) as a timer using a unique seed, such that two timers will not fire at the same time. Each timer $\Lambda_i$ will fire once and only once during each time interval $T$ for sensor
node $i$ to solve the allocation problem (6.5) locally. If a new strategy is generated, node $i$ will broadcast it in the neighborhood. Otherwise $i$ will keep quiet. Each sensor node $i$ also receives messages from its neighbors about their updated strategies. The algorithm terminates when no strategy changes are made in a round.

Here we analyze the efficiency of our game algorithm. From the computational cost perspective, we already give the computational cost of each node in each round as $O(p^d)$. Since both $p$ and $d$ are small integers, it is reasonable to say the computational cost is acceptable on a sensor node with limited resources. From a network perspective, we want to analyze the communication cost. In each round, sensor node $i$ needs to receive messages from all its neighbors and broadcast its own strategy in its neighborhood if necessary. We denote the Expected Transmission Count (ETX) of link $e$ is $\nu_e$. Since sensor node $i$ broadcasts in the neighborhood, in the worst case, the number of messages it needs to send is the maximum of all the ETXs in its neighborhood $\zeta_i = \max_{j \in N_i} \nu_{i,j}$. So the overall number of packets sensor $i$ sends in the game is lower than $\kappa \zeta_i$, given $\kappa$ is the number of overall number of rounds. Because $\kappa$ is always a small number (less than 12) based on our evaluation, the communication cost is relatively small.

6.5 Convergence and Approximation Bound

In this section, we first show the social utility (6.3) is submodular. Then we prove our submodular game $(\gamma, \cup_{i \in V} \phi_i)$ defined in (6.3) and (6.4) can converge to a pure strategy Nash equilibrium with an approximation bound of $\frac{1}{2}$, if sensors use the enumeration algorithm to solve the multidimensional knapsack problem (6.5). If sensors use the $\frac{1}{1+m}$-approximate solution for the knapsack problem, the game can converge to a $(1 + m)$-approximate pure strategy Nash equilibrium and the approximation bound is $\frac{1}{2+m}$, where $m$ is number of resource constraints.
6.5.1 Submodularity

**Definition 4. (Submodularity)** Let $V$ be a finite set, a function $f : 2^V \rightarrow R$ is submodular if for any $A \subseteq B \subseteq V$ and $x \in V - B$, $f(B \cup \{x\}) \leq f(A \cup \{x\})$.

Recall that we defined the social utility (6.3) as a function of pure strategy profiles in the last section. We redefine the social utility here as a function of the set of sensors that we allocate applications on: $\gamma = \sum_{t=1}^{p} w^t Q^t(G^t)$, where 

$$Q^t(G^t) = \sum_{\{(i,j) \mid i \in G^t \text{ or } j \in G^t\}} \tau_{ij}^t + \sum_{i \in G^t} \tau_{ii}^t.$$ 

This definition is equivalent to the one we defined in (6.3), but it is now defined on the set of sensors. Based on this set based definition, we can prove the social utility $\gamma$ is submodular.

**Theorem 3.** The social utility $\gamma$ is submodular.

**Proof:*** Since $\gamma = \sum_{t=1}^{p} w^t Q^t(G^t)$, we only need to show $Q^t(G^t), \forall t \in P$ is a submodular function. By definition, we need to prove: if $A \subseteq B \subseteq V$ and $x \in V - B$, $f(B \cup \{x\}) \leq f(A \cup \{x\})$.

If $x \in B$, it is obvious that $Q^t(B \cup \{x\}) - Q^t(B) = 0 \leq Q^t(A \cup \{x\}) - Q^t(A)$.

If $x \notin B$, it follows:

$$A \subseteq B$$

$$\Rightarrow \quad \{(i,k) \mid i = x \& k \notin B\} \subseteq \{(i,k) \mid i = x \& k \notin A\}$$

$$\Rightarrow \quad \sum_{i=x \& k \notin B} \tau_{ik}^t \leq \sum_{i=x \& k \notin A} \tau_{ik}^t$$

$$\Rightarrow \quad Q^t(B \cup \{x\}) - Q^t(B) \leq Q^t(A \cup \{x\}) - Q^t(A) \quad \square$$
6.5.2 Convergence and Pure Nash Equilibrium

Now we will discuss the convergence of our game. By defining a potential function, we show the increase of each agent’s private utility will lead to the increase of the potential function. Then we can prove our game will converge at a pure strategy Nash equilibrium. Here we assume our Submodular Game Algorithm (Algorithm 8) is using the enumeration algorithm.

Definition 5. (Pure Strategy Nash Equilibrium) A pure strategy profile $A \in A$ is a pure strategy Nash equilibrium if no agent has an incentive to change its strategy. For any agent $i$,
\[ \forall a'_i \in A_i, \quad \phi_i(A \oplus a'_i) \leq \phi_i(A). \]
Equivalently, given the other agents’ strategies, $a_i$ is the best response of agent $i$.

Theorem 4. A pure strategy Nash equilibrium always exists for the utility system $(\gamma, \cup_i \phi_i)$ we defined in (6.3) and (6.4). And Submodular Game Algorithm (Algorithm 8) converges to a pure strategy Nash equilibrium.

Proof: The proof starts from defining the potential function of the game. We define the potential function $\psi$ for a strategy profile $A$ as
\[ \psi(A) = \sum_{t=1}^{p} w^t \left( \sum_{i \in V, t \in a_i} \tau_{ii}^t + \sum_{(i,j) \in E, t \in a_i \text{ or } t \in a_j} \sum_{l=1}^{n_{(i,j)}^t} \frac{\tau_{ij}^t}{l} \right) \]
where $n_{(i,j)}^t$ is the number of agents which are assigned application $t$ as well as the end points of edge $(i, j)$. $n_{(i,j)}^t$ is 2 if both $i$ and $j$ are assigned application $t$, and it is 1 if only one of $i$ and $j$ is assigned the application $t$.

Assume sensor $i$ changes its strategy from $a_i$ to $a'_i$, as a result the strategy profile of the game changes from $A$ to $A'$. Here $a_i$ is the set of applications which are assigned to sensor $i$ in original strategy profile $A$, and $a'_i$ is that in new strategy profile $A'$. Let $G = a_i - a'_i$ and $H = a'_i - a_i$. We use $E_i$ to denote the set of edges which coincide with sensor $i$. Since the change only happens on node $i$ and edges sit on $i$, we will ignore other nodes and edges in following proof.
Obviously, $\psi(A') - \psi(A) = \phi_i(A') - \phi(A)$, we prove that the increase of the private utility of $i$ is exactly the same as increase of the potential function of the game.

Once each individual sensor improves its private utility, the potential function $\psi$ of the game also gets increased. Since the maximum value of this potential function is finite, the algorithm will converge in finite rounds. \hfill $\square$

6.5.3 Valid Utility Game and Approximate Nash Equilibrium

Now we want to prove our submodular game $(\gamma, \cup_i \phi_i)$ is a valid utility system.

Definition 6. (Utility System) [195] A game is called a utility system if and only if the private utility of an agent is at least as great as the loss in social utility resulting from the agent dropping out of the game. That is, the game $(\gamma, \cup_i \phi_i)$ is a utility system if and only if it has the property $\phi_i(A) \geq \gamma'_a (A \oplus \emptyset_i)$.

Definition 7. (Valid Utility System) [195] A utility system is said to be valid if and only if the sum of private utilities of the agents is at most the social utility. That is, the utility system $(\gamma, \cup_i \phi_i)$ is a valid utility system if and only if it has the property $\sum_i \phi_i(A) \leq \gamma(A)$.

We want to prove that the game we defined in (6.3) and (6.4) is a valid utility system. At first, we prove it is a utility system.

Theorem 5. The game $(\gamma, \cup_i \phi_i)$ defined in (6.3) and (6.4) is a utility system.
Proof:

\[
\gamma'_{a_i}(A \oplus \emptyset_i) = \gamma(A) - \gamma(A^{-i} \oplus \emptyset_i) = \sum_{t \in a_i} w_t \left( \sum_{j \in N_i, t \notin a_j} \tau_{ij}^t + \tau_{ii}^t \right)
\]

\[
\leq \sum_{t \in a_i} w_t \left( \sum_{j \in N_i, t \notin a_j} \tau_{ij}^t + \frac{\sum_{j \in N_i, t \in a_j} \tau_{ij}^t}{2} + \tau_{ii}^t \right)
\]

\[
= \phi_i(a_i).
\]

Theorem 6. The utility system \((\gamma, \cup_i \phi_i)\) defined in (6.3) and (6.4) is valid.

Proof: We need to prove the utility system \((\gamma, \cup_i \phi_i)\) has the property \(\sum_{i \in V} \phi_i(A) \leq \gamma(A)\).

First, we define the set of covered edges for application \(t\) as \(E^t = \{(i, j)|i \in G^t \text{ or } j \in G^t\}\). Equation (6.3) shows that each \(e = (i, j) \in E^t\) contributes \(\tau_{ij}^t\) to \(\gamma(A)\). We use a vector \((\xi_i, \xi_j)\) to denote \(e\)’s contribution to \(\phi_i(A)\) and \(\phi_j(A)\). There are three cases here:

\[
(\xi_i, \xi_j) = \begin{cases} 
(\tau_{ij}^t, 0), & \text{if } i \in G^t, j \notin G^t \\
(0, \tau_{ij}^t), & \text{if } i \notin G^t, j \in G^t \\
(\frac{1}{2}\tau_{ij}^t, \frac{1}{2}\tau_{ij}^t), & \text{if } i \in G^t, j \in G^t
\end{cases}
\]

Since \(e\)’s contribution to \(\gamma(A)\) equals to the sum of its contribution to \(\phi_i(A)\) and \(\phi_j(A)\), after we sum up all \(e \in E\),

\[
\sum_{t \in P} w_t \sum_{(i,j) \in E^t, i \in G^t \text{ or } j \in G^t} \tau_{ij}^t = \sum_{i \in V} \sum_{t \in a_i} w_t \sum_{j \in N_i} \frac{\tau_{ij}^t}{n_e^t}.
\]

Now we consider contribution of nodes, it is obviously that

\[
\sum_{t \in P} w_t \sum_{i \in G^t} \tau_{ii}^t = \sum_{i \in V} \sum_{t \in a_i} w_t \tau_{ii}^t.
\]
Combining both contribution of edges and nodes,

\[ \gamma(A) = \sum_{i \in V} \phi_i(A). \]

We cite below an important result on valid game [195].

**Lemma 5.** Let \( \gamma \) be a non-decreasing, submodular set function. If \((\gamma, \cup_i \phi_i)\) is a valid utility system then for any pure strategy Nash equilibrium \( A^* \in \mathcal{A} \), we have \( \gamma(A^*) \geq \frac{1}{2}OPT \), where \( OPT \) is the optimal social utility.

Combining Theorem 3, Theorem 4, Theorem 6 and Lemma 5, we get following theorem.

**Theorem 7.** For the submodular game \((\gamma, \cup_i \phi_i)\) we defined in (6.3) and (6.4), there exists at least one pure strategy Nash equilibrium \( A^* \in \mathcal{A} \), we have \( \gamma(A^*) \geq \frac{1}{2}OPT \).

Now we consider the case in which each sensor runs the approximation algorithm and can only get a \( \frac{1}{\beta} \) approximate solution instead of optimal solution for the multidiminutional knapsack problem. \( \frac{1}{\beta} \) approximate solution \((\beta > 1)\) means the solution is not less than \( \frac{1}{\beta} \) of the optimal solution. We can prove that our algorithm can achieve a \( \beta \)-approximate Nash Equilibrium.

**Definition 8.** \((\beta\text{-approximate Nash Equilibrium})\) A pure strategy profile \( A \in \mathcal{A} \) is a \( \beta \)-approximate Nash equilibrium if no agent can find a better alternative pure strategy in which its private utility is more that \( \beta \) times better than its current private utility. That is for any agent \( i \),

\[ \forall a'_i \in \mathcal{A}_i, \quad \phi_i(A \oplus a'_i) \leq (1 + \beta)\phi_i(A) \]

**Theorem 8.** For the submodular game defined in (6.3) and (6.4), Submodular Game Algorithm (Algorithm 8) with the \( \frac{1}{\beta} \)-approximation algorithm converges to a \( \beta \)-approximate Nash equilibrium \( A \in \mathcal{A} \).
Proof: The proof follows the same way of theorem 4. By bounding the value of the potential function, we can prove out Submodular Game Algorithm can reach a $\beta$-approximate Nash equilibrium.

We cite the following important result on approximate Nash equilibria [195].

Lemma 6. Let $\gamma$ be a non-decreasing, submodular set function, and $(\gamma, \cup_i \phi_i)$ be a valid utility system. In any $\beta$-approximate Nash equilibrium $A \in \mathcal{A}$ we have $\gamma(A) \geq \frac{1}{1+\beta} OPT$, where $OPT$ is the optimal social utility.

Theorem 9. For the submodular game defined in (6.3) and (6.4), Submodular Game Algorithm (Algorithm 8) with a $\beta$-approximate solution converges to a $\beta$-approximate Nash equilibrium $A \in \mathcal{A}$, and we have $\gamma(A) \geq \frac{1}{1+\beta} OPT$, where $OPT$ is the optimal social utility.

Theorem 9 follows Theorem 6, Theorem 8 and Lemma 6.

In our implementation, we use a $\frac{1}{1+m}$-approximation algorithm, so our Submodular Game Algorithm can converge to a $(1+m)$-approximate Nash equilibrium with an $\frac{1}{2+m}$ approximation bound.

6.6 Evaluation

In this section, we evaluate our Submodular Game Algorithm (SG) by comparing it against a state-of-the-art centralized optimization algorithm Fractional Relaxation Greedy (FRG) [208]. We conduct simulations on three real world datasets:

Intel dataset is collected in Intel Berkley lab [3]. 54 Mica2Dot sensor nodes with weather boards were used to collect topology information along with humidity, temperature and light values. The data collection last for more than one month at a sampling period of 31 seconds. In our evaluation, we generate the covariance matrices using data collected from 20 nodes in one day.

DARPA dataset is collected in the DARPA SensIT vehicle detection experiments [69]. 75 WINS NG 2.0 nodes are deployed to detect vehicles driving through several intersecting
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roads in 29 Palms, CA. Each WINS NG 2.0 node is equipped with three sensing modalities: acoustic (microphone), seismic (geophone) and infrared (polarized IR sensor). All nodes are deployed in an area of approximately $900 \times 300m^2$. In our evaluation, we use acoustic and seismic readings from 23 nodes in the dataset to generate covariance matrices.

**BWSN dataset** is acquired by running simulations on a 129-node sensor network used in Battle of the Water Sensor Networks (BWSN) \[152\]. We use the ”bwsn-utilities” \[4\] program to simulate 10000 random injection events to this network for a duration of 96 hours and use the generated event detection data to calculate the covariance matrices. We use two event injection strategies to build two sets of data as two applications.

For each dataset, we can calculate the covariance matrices based on the sensor readings. The Packet Reception Ratio (PRR) of each link is included in the Intel dataset. We generate PRR for DARPAR and BWSN datasets based on location information of sensors following the way proposed in \[222\]. We then generate different network topologies by assigning different PRR bounds. Only links with PRR higher than the PRR bound is used for communication. In our simulations, we repeat Algorithm 8 in Section 6.4 10 times for each network topology. Because the number of applications is at most 3 in our simulations, we employ naive enumeration to solve the multidimensional knapsack problem (6.5) on each sensor node. As we proved in Theorem \[7\], SG will terminate at a pure strategy Nash equilibrium and the approximation bound is no less than $\frac{1}{2}$. We implement our SG algorithm in Matlab. All
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**Figure 6.3:** Number of messages per node
results are gathered on a Macbook Pro machine with CPU frequency at 2.4GHz and 4GB memory.

We define covariance cover ratio as the ratio between covariance cover achieved by the algorithm and the maximum covariance cover in the network. Since searching an optimal solution is too computational expensive, to assess the tightness of our bound, we compare our solution with the maximum covariance cover, i.e., the sum of all edge weights and node weights in the network. Figure 6.1 shows that the covariance cover of our solution is consistently no less than half of the maximum covariance cover, which means our solution
is no less than half of the optimal solution. Results in Figure 6.1 indicates the tightness of our $\frac{1}{2}$ bound.

Figure 6.2 shows the maximum number of rounds for SG to converge is below 6 across all cases in all three real-world data sets. The communication cost of our algorithm is evaluated in Figure 6.3. It shows the average number of messages sent per node. As each sensor node has more neighbors with a lower PRR threshold, the average number of messages sent by each node increases from 2 to 10. Our results show that the communication cost required by SG in terms of number of packets is moderate.
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Figure 6.8 compares the performance of SG with FRG \[208\] in terms of variance reduction (VR) and covariance cover (CC). The variance reduction delivered by SG is always above 98% of that achieved by FRG in all three datasets. The covariance cover of SG is consistently higher than FRG. For BWSN dataset, the difference between different methods is within 2, which makes four curves difficult to tell. This result indicates the decentralized approach employed by SG is competitive with the centralized solution in terms of QoM.

Figure 6.5 investigates the correlation between covariance cover and variance reduction. We increase the number of allocated sensor nodes \(\varrho\) under same PRR threshold 0.5. It is difficult to distinguish VR and CC in BWSN dataset, because the difference of them is within 1. Results in the other two datasets show variance reduction and covariance cover are very close when \(\varrho\) is less than \(n/2\), where \(n\) is total number of sensors. This is because when \(\varrho\) is small, allocated nodes are not neighbors of each other, which coincides with our assumption in Theorem 2. The difference increases when \(\varrho\) exceeds \(n/2\), but a higher covariance cover is always associated with a higher variance reduction. This result shows that covariance cover can be used as an effective proxy to optimize the variance reduction of a node allocation.

We evaluate the scalability of our algorithm by selecting different subsets of sensor nodes from the BWSN dataset. Figure 6.6 shows SG is highly competitive against FRG in terms of variance reduction. Note the difference between SG and FRG is consistently within 2,
hence the SG and FRG curves are almost indistinguishable here. The execution times of SG and FRG for varying size of networks are compared in Figure 6.7. Since the SG is a distributed algorithm, we show the average execution time per node. For FRG, we show its overall execution time because it is a centralized algorithm. Our results show that SG remains fast as the number of nodes increases, with the run time remaining below 0.1 second. While the Macbook machine used in our simulation is more powerful than typical sensor nodes, the short execution times nevertheless indicates that SG is practical on sensors. More importantly, the solution scales effectively with network size. In comparison, the run time of FRG increases significantly as the number of nodes increases.

It is important to note that SG brings significant advantages than a centralized algorithm in several important ways. It does not incur the communication overhead for collecting the topology information of the entire network. Furthermore, it is robust against network disconnection as it does not depend on a single base station.

In Figure 6.8 we analyze the number of rounds and communication cost of SG. Both the number of rounds and messages per node increase moderately as the network size increases. The number of rounds remains within 10, indicating the scalability of our decentralized algorithm.

### 6.7 Summary

This chapter presents a distributed game-theoretic approach to application allocation in shared sensor networks. We first transform the optimal application allocation problem to a submodular game and then develop a decentralized algorithm that only employs localized interactions among neighboring nodes. We prove that the network can converge to pure strategy Nash equilibrium with a approximation bound. Simulations based on three real-world datasets demonstrate that our algorithm is competitive against a state-of-the-art centralized algorithm while scaling effectively with network size.
Chapter 7

Conclusion

With the emergence of industrial standards such as WirelessHART \[26\] and ISA100 \[16\], process industries are adopting Wireless Sensor-Actuator Networks (WSANs) that enable sensors and actuators to communicate through low-power wireless mesh networks \[184\]. Industrial process control applications impose stringent end-to-end latency requirements on data communication. To support a feedback control loop, the network periodically delivers data from sensors to a controller and then delivers its control input data to the actuators within an end-to-end deadline. Consequences of deadline misses in data communication may range from production inefficiency, equipment destruction to irreparable financial and environmental impacts.

To meet the stringent real-time performance requirements of control systems, there is a critical need for fast end-to-end delay analysis for real-time flows that can be used for online admission control. We present a new end-to-end delay analysis for periodic flows whose transmissions are scheduled based on the Earliest Deadline First (EDF) policy. Our analysis comprises novel techniques to bound the communication delays caused by channel contention and transmission conflicts in a WSAN. Furthermore, we propose a technique to reduce the pessimism in admission control by iteratively tightening the delay bounds for flows with short deadlines. Experiments on a WSAN testbed and simulations demonstrate the effectiveness of our analysis for online admission control of real-time flows.

Routing has significant impacts on reliability, real-time capacity and network lifetime. The core contributions of this dissertation tackles the real-time communication and network lifetime problems in WSAN routing. We first design real-time routing algorithms that leverage the insights from the delay analysis. By incorporating conflict delays in the routing decisions,
our real-time routing algorithms allow WSANs to accommodate more feedback control loops while meeting their deadline constraints.

Our second contribution to routing addresses the energy constraints of field devices in WSANs. Since many industrial devices operate on batteries in harsh environments where changing batteries are labor-intensive, WSANs need to achieve long network lifetime. To meet industrial demand for long-term reliable communication, we propose efficient graph routing designs to maximize network lifetime of WSANs. We first formally formulate the network lifetime maximization problem for WSANs under graph routing and prove it is NP-complete. We then propose the optimal algorithm and two more efficient algorithms to prolong the network lifetime of WSANs. Experiments in a physical testbed and simulations show our linear programming relaxation and greedy heuristics can improve the network lifetime by up to 50% while preserving the reliability benefits of graph routing.

Besides industrial WSANs, we have seen wireless sensor networks built as an integrated infrastructure shared by multiple environmental monitoring applications. Given the resource constraints of sensor devices, it is important to optimize the allocation of applications to maximize the overall quality of sensing. Recent solutions to this challenging application allocation problem are centralized in nature, limiting their scalability and robustness against network failures and dynamics. We present a distributed game-theoretic approach to allocate monitoring applications. We first transform the application allocation problem to a submodular game and then develop a decentralized algorithm that only employs localized interactions among neighboring devices. We prove that the network can converge to a pure strategy Nash equilibrium with an approximation bound of $1/2$. Simulations based on three real-world datasets demonstrate that our algorithm is competitive against a state-of-the-art centralized algorithm in terms of quality of sensing.
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